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Abstract— Within neuroscience, micromanipulation and 
microinjection of cells (blastocysts and neurons) are essential 
and highly skilled tasks that can require years of training. 
These tasks are traditionally performed via direct manual 
control of the biomanipulation equipment while looking 
through a microscope. Yet, even after extensive training, yield 
can be low (40 – 70%). This paper presents a mixed-reality 
system for the training of operators (biologists/neuroscientists) 
on a new fully teleoperated biomanipulation system with 
reduced training requirements and much higher yields. Two 
mixed-reality training scenarios were designed, implemented 
and tested for this purpose: A “move-and-inject” task focused 
on precise positioning training; and a trajectory following 
scenario intended to develop precise motion control skills in 
new operators. Preliminary experiments performed with 20 
totally novice operators demonstrate that this new training 
system is effective in terms of the initial development of control 
skills for real teleoperated biomanipulations. Experimental 
metrics demonstrate an exponential learning curve for these 
novice operators, who achieve good performance values after 
only two practice runs on the system. In addition, this training 
is shown to be safe and inexpensive since no real cells, 
biochemical products, or several pipettes are needed for this 
initial training phase. 

Keywords-mixed-reality; teleoperation; biomanipulation; 
micromanipulation 

I. INTRODUCTION 

Biomanipulation, in the context of this work, involves 
the transportation, orientation and injection of microscopic 
biological structures such as single cells and early embryos. 
These operations are normally performed under high-
magnification microscopes using glass pipettes with very 
fine tips (2-50µm), which are attached to micromanipulators 
and microinjectors.  Micromanipulators are mechanical or 
electro-mechanical devices that scale down the operator’s 
motions to enable precise control of tools in the micrometer 
range.  Microinjectors are devices used for precise control 
of fluid motion inside the pipettes.  

Modern biomanipulation devices are motorized and 
capable of high-resolution control. For example, commonly 
used Eppendorf equipment, such as the TransferMan NK2 
micromanipulator and the FemtoJet microinjector, offer 
motion resolution down to 40ηm and the capability of 
injecting volumes down to the femtolitre into cells. 
However, under direct operator control these high-resolution 

motion capabilities are difficult to achieve and do not easily 
translate into accurate control and successful manipulations. 

As a result of these operational difficulties the training 
period required to achieve proficiency in biomanipulations 
is normally high, reaching up to one year for operations 
such as embryo microinjection [2]. In addition, the training 
process is expensive, involving not only the costs of the 
underperforming operator, but also expenses associated with 
wasted materials, samples preparation, cell culture, etc. 
Furthermore, even after extensive training, the success rates 
of biomanipulations are found to be less than ideal (40 - 
70% for embryo microinjections [3]), pointing to problems 
related to the user interface and ergonomic factors of the 
microscope/micromanipulation setup [4]. Typical issues  
include: high susceptibility to human errors, such as 
unintentional erroneous motions; and the tiring working 
conditions, where operators spend hours looking through 
microscopes while simultaneously controlling 
micromanipulators and microinjectors. 

Improvements to the biomanipulation setup and to its 
control interface can be achieved using teleoperation 
techniques whereby the operator controls the system from a 
computer station, looking at the live video captured from the 
microscope and displayed on the computer screen. The 
control of the micromanipulators can be accomplished 
through the computer keyboard [5]; game joysticks [6]; or 
even through haptic devices [7][8].  

A teleoperated system has the potential to greatly 
improve biomanipulations by offering supervised control of 
the micromanipulator motions, which can filter hand 
tremors and even block erroneous motions [9][10]. In 
addition, a single teleoperated system can offer different 
control modalities for the micromanipulators, including 
position [11], velocity [6] and force control [12], which can 
be selected according to the specific biomanipulation task or 
user preference. Furthermore, the speed and precision of the 
micromanipulator can be dynamically adjusted in a 
teleoperated system, both automatically [13][14] or 
manually, further improving manual operations.  

Additional benefits of a teleoperated biomanipulation 
system include the automatic execution of motions that are 
virtually impossible under direct manual control of the 
micromanipulators. Examples are simultaneous motions in 
three dimensions, e.g. fast and precise motions such as 
“stabbing” movements used to penetrate some cells; and 
slow linear motions often desired for retracting the pipette 
from injected cells along the entry path. Another obvious 
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benefit is the creation of a more ergonomic and intuitive 
work environment by careful arrangement of the display 
screen and the interfaces to enhance hand-eye collocation 
and co-ordination. This is less tiring, since the operator can 
sit comfortably in front of a computer display. In fact, this is 
a familiar environment to most people, including new 
operators that should learn biomanipulation tasks, making 
us hypothesize that teleoperation can enable faster learning 
at least in part due to this simple reason.  

Mixed-reality systems have been developed and used in 
teleoperations to achieve a diverse range of goals. For 
instance, they have been used to increase the safety of 
operations through the creation of virtual barriers in the 
operating field [10][15]; and also to assist in cell 
microinjection tasks by providing a preferred direction of 
motion [3]. Mixed reality has also been used in predictive 
displays, assisting the planning and execution of robot 
motions [16]; and in nanomanipulations to provide “haptic” 
sense in intangible tasks [17]. They have also been used in 
many training systems for tasks varying from aircraft 
piloting [18] to minimally invasive surgery [19]. 

The use of an assistive mixed-reality system can also 
improve the training and the yield of biomanipulations. For 
example, our teleoperated system [6] allows the definition 
of operating zones directly on the live video display, which 
are used to dynamically adjust the speed and precision of 
the micromanipulator during operation.  This is useful to 
prevent errors and contributes to increased operation yields 
because the micromanipulator precision can be 
automatically increased when the biomanipulation pipette is 
near a target cell or a danger area. 

This paper focuses on the training benefits of a mixed-
reality biomanipulation system. Our goal is to show that 
initial operator training can be done “off-line,” without the 
need for real cells, biochemical products, or the numerous 
pipettes that are needed when learning biomanipulations on 
the traditional manually controlled systems.  To this end, a 

fully teleoperated biomanipulation system [6] was used as 
the real setting for operator training, and target cells were 
replaced by virtual targets and virtual obstacles. Training 
was performed in two different mixed-reality scenarios: A 
move-and-inject task focused on training precise pipette 
positioning; and a trajectory following scenario, intended to 
train operators on precise control of the pipette motions.  
Evaluation of training metrics from 20 totally novice 
operators are presented here, showing that user learning 
improved exponentially and demonstrating the great value 
of this mixed-reality training system. 

II. BIOMANIPULATION TASKS 
Within the broad field of biomanipulation and 

particularly microinjection, which is the primary focus of 
this research, two tasks are of special interest due to their 
importance and frequency in neuroscience research: 
adherent cell microinjections and blastocyst microinjections. 

Adherent cell microinjection is a delicate and 
complicated operation that involves the manipulation of 
cells with dimensions down to 10µm. Figure 1(a) shows 
adherent cells commonly used in biological and medical 

 

Fig. 2. Synchronized motions on the X- and Z-axis are necessary to create a
linear microinjection action when the pipette is positioned on an angle.  

X

Z θ

θ
cell

Petri dish

pipette

  
(a)   (b) 

Fig.1. (a) Microinjection of CHO-K1 cells under bright-field imaging. (b) Microinjection of neurons using phase contrast imaging. Scale bars on the pictures
read 10µm. The diminutive size of these adherent cells require the use of high-magnification objectives, complicating precise pipette positioning over the
target cells due to the shallow focal depth of these lenses. 
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research, the CHO-K1 cells [20]. Other examples are 
neurons, as in Fig.1(b), and endothelial cells. Since these 
cells adhere to the bottom of the Petri dish, only one 
pipette/micromanipulator is required to perform the 
microinjections. However, the pipette needs to be lifted 
when moving from one cell to another to avoid collisions 
with other cells and pipette tip breakage. Then, the pipette  
should be precisely positioned on the upper surface of the 
next target cell. This operation is complicated by the fact 
that the diminutive cells require the use of microscope 
objectives with high magnification factors (40 - 100x), 
which have a shallow focal depth. This means the pipette tip 
goes completely out of focus when lifted, making precise 
positioning difficult. In addition, the injection motion 
involves simultaneous and coordinated motion in two axes 
when 3-axis micromanipulators are used, e.g., injection at 
angle from the top involves simultaneous motions in X and 
Z (see Fig. 2). 

Blastocyst microinjections can be considered as a form 
of suspension cell microinjection, even though the 
blastocysts (early embryos) are composed of many cells. In 
this case, the (mouse) blastocyst moves freely on the bottom 
of the Petri dish, so injection normally requires the use of 
two moveable pipettes: one to hold the blastocyst; and the 
second to perform the actual injection. Figure 3 shows this 
operation, from which it can be seem that mice blastocysts, 
measuring around 100µm in diameter, are much larger than 
the adherent cells mentioned above. Nonetheless, blastocyst 
microinjections are equally delicate and difficult since even 
a small error can kill the embryo. One complication here 
comes from the fact that this task requires coordinated 
control of two micromanipulators; and another from the 
need to also control two microinjectors. These 
complications contribute to increasing the training time 
required to attain proficiency on this operation, which can 
typically take up to one year.  

As a result of the long training periods and susceptibility 
to small errors, our research aims at increasing the 
consistency and efficiency rates attained in manually 
controlled operations through assisted teleoperation. 
Consequently, we have developed a teleoperated system that 
allows easy and precise control of the entire 
biomanipulation setup from a user-friendly interface. 

Nonetheless, efficient operation of this new system also 
requires some training to attain optimum performance, 
which motivated the development of the mixed-reality 
training system described in this paper. The next sections 
present the system created, the training procedure, and 
initial training experiments performed with completely 
novice operators. 

III. BIOMANIPULATION SYSTEM CONFIGURATION 
The teleoperated biomanipulation system used in this 

research was created by the integration of high-end 
commercial equipment commonly found in neuroscience 
research laboratories.  This was done in favor of: 1) creating 
a flexible system applicable to a large range of 
biomanipulation applications; 2) minimizing extra 
investment from the laboratories that already possess 
biomanipulation equipment; and 3) increasing the system’s 
acceptance by the biology/neuroscience community, which 
is already familiar with and trusts the equipment used. 

Equipment selection and configuration was performed in 
collaboration with neuroscience researchers.  Based on the 
mix of their research needs with engineering specifications 
for automation, the developed system included:  

• one Leica DMI6000B inverted microscope 
• two Eppendorf TransferMan NK2 motorized 

micromanipulators 
• one Eppendorf Femtojet microinjector 
• one Marzhauser SCAN IM 120x100 motorized 

scanning microscope stage 
• two Eppendorf CellTram Vario microinjectors 

incorporating custom computer-controlled driving 
systems 

• a desktop computer with an Intel Core2 Quad 2.83 
GHz CPU, WindowsXP, and 3GB RAM 

• an AVT Guppy F-080C firewire camera 
• two Saitek Cyborg Evo Force joysticks 

These devices are shown in Fig. 4, which presents the 
two workstations that constitute the developed teleoperated 
biomanipulation system: The microscope station and the 
control station. 

                      

Fig. 3. Blastocyst microinjection and high-level algorithm describing this delicate operation. Coordinated and meticulous control of two micromanipulators 
and two microinjectors is required in this case, making this operation difficult to master and characterizing its results by low success rates. 
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The selected devices are appropriate for many different 
biomanipulation procedures, including the microinjection of 
blastocysts and adherent cells.  These operations can be 
precisely performed using the selected micromanipulators 
(which have three translation axes with resolution of 40ηm 
and a maximum speed of 7.5 mm/s) and the FemtoJet 
microinjector, which can deliver volumes down to the 
femtolitre.    

IV. SYSTEM CONTROL AND TELEOPERATION 
Control and teleoperation of the devices were achieved 

through standard 2-way communication interfaces, 
including RS-232C and CAN.  This was possible because 
all of the selected devices supported external control 
through a serial communications port.  Therefore, the type 
of connection between the controlling computer and a 
system device was dictated by the device’s supported 
interface.   

All system devices were integrated by software, and 
could be simultaneously controlled from a graphical user 

interface (GUI) running on the desktop computer (see Fig. 
5). User commands were received via the joysticks, 
computer mouse or computer keyboard. These commands 
were processed and then forwarded to the appropriate 
biomanipulation equipment.  

Feedback from the micro-world was obtained through the 
video camera, which provided live video feed from the 
microscope’s field of view. 

The virtual features used during this research were 
created using graphics overlaid on the live video stream. The 
interaction of these virtual features with real system 
components created the mixed-reality biomanipulation 
environment. These interactions were enabled by mapping 
the micromanipulator coordinates to the image space, as 
described in [21] and summarized below. Using this 
mapping the system was able to compute the image 
coordinates of the tool (pipette) without the need for image-
based localization software. This created a robust and fast 
system capable of generating an operating environment 
influenced by both real and virtual objects. Figure 5 shows 
some of the virtual features that could be created, including; 

    
 (a)   (b) 
Fig. 4. Teleoperated biomanipulation system configuration: (a) the microscope station; (b) the computer/control station.  

Fig. 5.The mixed-reality biomanipulation system setup and examples of virtual features defined on the operating environment. 

Commands Commands

Feedback

Home region

Targets

Danger region

Obstacles
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Fig. 6: Method used to compute the rotation between the robot and the 
video coordinate frames. P0 and P1 were points with known coordinates 
on both frames. 

targets, obstacles and a danger region. All regions were 
customizable in terms of maximum speed allowed and 
repelling force. These virtual components were the basis of 
the two mixed-reality training scenarios described in section 
V.  

A. System Calibration 
The calibration procedure used to compute the mapping 

between the video and robot coordinate frames assumed 
zero image distortion by the system optics and perfect 
parallelism between the camera plane and the robot’s X-Y 
plane.  Considering these two simplifying assumptions, the 
calibration procedure consisted of finding the translation, 
rotation and scaling factors required to map points between 
the two frames.  This was realized by requesting the user to 
click on the tool tip seen on the live video at five different 
robot locations.  These operations defined { ܲ, ଵܲ, ଶܲ, ଷܲ, 
ସܲ}, five reference points described with coordinates ܲ

  in 
the video frame and ܲ

ோ  in the robot frame.  The first two 
points were initially used to compute the rotation, ߠ , 
between the coordinate frames according to the method 
described in Fig. 6; and later to compute the frame 
transformation described by: 
 

ܲ ൌ ܵ • ݐܴ •ோ
 ൫ ܲோ െ ܲ

ோ ൯  ܲ
   (1) 

 
where P is a point of interest; ܴݐோ

  is the rotation matrix 
from the robot to the video coordinate frame; and S is the 
scaling matrix.  These were defined as:  
 

ோݐܴ
 ൌ   ቂcos ߠ െ sin ߠ

sin ߠ cos ߠ ቃ (2) 

 

ܵ ൌ   ܵ 0
0 ܵ

൨ (3) 

 
The scaling factors SX and SY were measured in 

pixels/micrometers.  They were computed using Eq. 1 and 
the acquired points ܲ and ଵܲ.  

After this initial mapping estimation, the entire set of 
reference points was used to improve the mapping 
parameters.  This was achieved by minimization of the error 
function defined by (4), which represents the RMS error 
between the real and the computed tool positions in robot 
coordinates. 

 

 ߳ ൌ ඨ∑ ൜ቀ 
ೃ ି 

ೃ ቁ
మ
ାቀ 

ೃ ି 
ೃ ቁ

మ
ൠ

సబ


  (4) 

 
In (4),  ൫ ܺ , ܻ

ோோ ൯ represents the ith actual x-y robot 
position, ൫ ܺோ , ܻோ ൯ represents the ith computed x-y robot 
position, and n is the number of calibration points used for 
the computations. 

V. TRAINING SCENARIOS 
The main goal of the developed training scenarios was 

familiarize new users with the teleoperated system 
environment, introducing them to the system control and 
joystick functions. Training using mixed-reality is a safe, 
fast and inexpensive way of developing the necessary 
control skills with new operators. Therefore, two tasks were 
developed to provide the basic training that could guarantee 
high levels of performance and safe operations even on the 
very first real biomanipulations. 

For evaluation purposes, both tasks always start at the 
same point, i.e., with the pipette tip inside a fixed virtual 
home region (see Fig. 5). In addition, the last task of a 
training session has the exact same configuration (in terms 
of target locations or trajectory to be followed) as the first 
test attempted, enabling a fair comparison between initial 
and final operator performances.  

A. Move-and-inject scenario 
This task was created to focus operator training on 

precise teleoperated positioning of the pipette tip. In this 
case, several virtual targets are randomly overlaid on the live 
video captured from the microscope’s field of view, as 
shown in Fig. 5. The task of the operator is to move the 
pipette’s tip to each of these targets. When the pipette is over 
a target, the operator should “inject” it by pressing the 
joystick’s trigger button. This action corresponds to an 
automatic injection motion when manipulating real cells, 
which is customizable in terms of distance, direction and 
speed, and is triggered by the same joystick button. When a 
target is successfully injected, it disappears from the screen. 
The operator’s goal is to eliminate all targets displayed. 
Completion of this goal finalizes the task. 

Different levels of difficulty can be set in this scenario by 
changing: 1) the number of targets; 2) the size of the targets; 
3) the number of obstacles; 4) the size of the obstacles; and 
5) the maximum time allowed to complete the task. Making 
the targets smaller increases task difficulty because it 
requires better precision in pipette positioning. The presence 
of obstacles also increases game difficulty because this 
means the user has to learn to control the pipette’s trajectory, 
not simply go straight to the targets.  
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Experimental data collected during this task includes the 
pipette tip position in image coordinates, recorded at 25Hz; 
the number of collisions with virtual obstacles; and the total 
duration of the task, i.e., the amount of time spent to “inject” 
all targets. Saving the pipette tip positions enables offline 
analysis of the user’s skills and strategies. Here, these data 
were used to measure the total distance travelled by the 
pipette during the test, which was then normalized by the 
absolute minimum travel distance computed using a version 
of the travelling salesman algorithm. This normalized 
distance was used as a performance metric. In addition, the 
average pipette speed during the experiment was also 
computed and used as a performance metric. 

B. Trajectory following scenario 
The goal of this task was to train new users on the 

dynamic control of the micromanipulation pipette motions, 
focusing on speed and direction control skills. Here, a 
desired trajectory was randomly defined, but always started 

in the centre of the home region and finished on a target 
located at the opposite side of the video panel. The 
operator’s task consisted of guiding the pipette tip from the 

  
 (a)  (b) 

   

 (c)  (d) 

Fig. 8. Examples of game data and metrics collected for the move-and-shoot game played by a novice operator: (a) Data from the first training session game;
(b) Data from the last training session game; (c) Average pipette speed on each game played; (d) Normalized distance travelled on each game played. 
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Fig. 7. The trajectory following game scenario. 
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home region to the final target following the given trajectory. 
A typical task is shown in Fig. 7. 

As in the previous scenario, the difficulty level could also 
be adjusted. This was achieved by changing the number of 
waypoints selected for the trajectory definition. Increasing 
the number of waypoints creates more twists and turns on the 
desired trajectory, requiring better motion and speed control 
to achieve  a good performance. The trajectory was defined 
using spline interpolation, i.e., as a smooth curve passing 
through all given waypoints. Randomness came from the fact 
that the y-coordinate of the waypoints were defined 
randomly (but not the x-coordinates – these were regularly 
spaced between the home region and the target). 

Evaluation of the operator performance was based on the 
root-mean-squared-error (RMSE) between the trajectory 
followed and the desired trajectory. This error was computed 
offline, based on the recorded pipette tip coordinates. The 
error from a sampled pipette coordinate to the desired 
trajectory was assumed to be the smallest distance between 

those two entities. This measure is represented by the green 
lines in Fig. 9, which displays experimental data from one of 
the novice operators.  

Another two measures obtained from this task were the 
total distance travelled by the pipette and the amount of time 
required to complete the given task. These were used to 
generate two metrics: the average pipette speed; and the 
normalized distance travelled, which was computed using 
the length of the desired trajectory as the normalizing factor. 

VI. TRAINING EXPERIMENTS 
The two mixed-reality training scenarios were used to 

train 20 totally novice operators on the control of the 
teleoperated biomanipulation system. All of these operators 
had no prior experience with biomanipulations or any other 
type of micromanipulation, and each of them went through 
only one training session in the teleoperated system. Here, a 
training session consisted of attempting only one of the 
scenarios 10 times. Therefore, the group of novice operators 

         

 (a) (b) 

   

 (c) (d)  (e) 

Fig. 9. Examples of task data and metrics collected for the trajectory following scenario played by a novice operator: (a) Data from the first training 
session, with green lines showing the smallest distance from a sampled pipette coordinate to the desired trajectory; (b) Data from the last training session; 
(c) Average pipette speed on each task played; (d) Normalized distance travelled; (e) RMSE of the trajectory following task. 
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was divided in two sets for the experiments: One half 
performed the move-and-shoot scenario and the other 
attempted the trajectory following scenario. 

The difficulty level of the tasks was kept constant during 
the training sessions, and was the same for all users. For the 
move-and-shoot task, the number of targets selected was 
four; the diameter of the targets was set to 90 pixels; no 
obstacle was present; and there was no time limit to finish 
the task. For the trajectory following case, the desired path 
was defined from four random waypoints plus the fixed 
initial point at the centre of the home region. Once again 
there was no time limit to finish the task. 

Examples of “move-and-inject” tests and of the data 
collected during a training session are shown in Fig. 8. Both 
the first and the last test completed by an operator are 
presented, from which a great performance improvement 
can be readily seen. The metrics obtained during this 
training session show an exponential learning curve, which 
was typical for operators that classified themselves as non 
video game players. On average, operators reached a 
performance level within 10% of their final performance by 
the third test. An interesting observation was the good 
performance of operators that classified themselves as 
gamers. In these cases, little improvement was noticed 
during the training sessions because these operators 
performed well from their very first trial.  

An example of a trajectory following training session is 
presented in Fig. 9. In this case a great performance 
improvement is also clearly seen when comparing data from 
the first and last games played by the operator. Additionally, 
the experimental metrics show, once again, an exponential 
learning curve, which was typical for the non-gamer 
operators. This learning trend allows us to conclude that the 
teleoperated biomanipulation system is user-friendly and 
easy to operate.  

The overall average of the trajectory following RMSE 
computed for all operators decreased from an initial 66.9 
pixels to a final 20.3 pixels, demonstrating an error 
reduction of almost 70% after only one training session. In 
addition, the overall change in normalized distance travelled 
between the first and the last scenario of the training 
sessions was -25.2% for the move-and-inject  task, and        
-21.5% for the trajectory following task, indicating good 
improvements in pipette motion control for both groups of 
operators. Another interesting observation from overall 
average data was the speedup measured for the move-and-
inject scenario. On average, the operators are 66.3% faster 
in precise pipette positioning after undergoing the move-
and-inject training session. A much smaller speedup was 
found for the trajectory following scenario, only 5.5%, 
which can be explained by the fact that operators learned to 
keep the speed low to better control the pipette trajectory. 
These data are summarized in Table I. 

VII. CONCLUSION AND FUTURE WORK 
A mixed-reality training system for teleoperated 

biomanipulations has been developed and tested during this 
research. The training platform consisted of a previously 

developed fully teleoperated biomanipulation system, which 
was augmented by a new mixed-reality interface developed 
for operator training. Here, the biomanipulation system 
provided the real setting for training, while virtual targets 
and virtual obstacles replaced the real cells to be 
manipulated.  Setup time for training in this system was 
short, only 3 to 5 minutes, and the pipette was practically 
impossible to break because it was positioned far away from 
any physical obstacle. 

Two mixed-reality training scenes were designed, 
implemented and tested during this research: One focused on 
precise positioning training using a “move-and-inject” task; 
and the other aimed to develop precise motion control skills 
in new operators, based on trajectory following tasks.  
Results from preliminary experiments with 20 totally novice 
operators demonstrated that this training system was 
effective in terms of initial development of the necessary 
control skills for real teleoperated biomanipulations. 
Training here was shown to be fast, safe, and inexpensive 
since no real cells, biochemical products, or pipettes were 
needed for this initial phase. 

The experiments demonstrated that learning on this new 
system was exponential, enabling operators to reach, on 
average, a performance level within 10% of their final 
performance by the third training run. In addition, all 
operators were able to achieve precise positioning at an 
average rate greater than 8.18 targets/min, and trajectory 
following with RMSE less than 27.9 pixels after only 10 
practice runs. Furthermore, operators that classified 
themselves as gamers demonstrated this level of performance 
from their very first trial. These observations not only 
reiterated that training on the developed mixed-reality 
system is fast, but also tells us that, as younger generations 
become more familiar with games, virtual realities, and the 
use of technologies, the value of a teleoperated system that 
feels like a computer game tends to increase. 

Future training sessions will evaluate the impact of 
progressively increasing the level of difficulty of the 
developed scenarios. The goal will be to maintain the 
operator’s initial learning rate for a longer period of time, 
hopefully taking their final control skills to a more advanced 
level without increasing the number of practice sessions. In 
addition, a group of operators will be trained on a mix of 
both scenarios, and later will be asked to perform real cell 

TABLE I.       OVERALL AVERAGE OF GAME METRIC CHANGESA 

Metric 
Percentage Change 

Move-and-shoot 
game 

Trajectory following 
game 

Average Speed +66.3% +5.5% 

Normalized 
Distance Travelled -25.2% -21.5% 

Trajectory 
Following RMSE ― -48.9% 

 a. computed from data from the first and last games played by each operator. 

80

International Journal on Advances in Life Sciences, vol 2 no 3 & 4, year 2010, http://www.iariajournals.org/life_sciences/

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



microinjections. This will be the final training system test, 
which will evaluate the hypothesis that teleoperated skills 
acquired in the mixed-reality trainer do transfer to real 
biomanipulations.  
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Abstract—The nematode Caenorhabditis elegans is an im-
portant model organism for many areas of biological research
including genetics, development, and neurobiology. It is the
first organism to have its genome sequenced, complete cell
ontogeny determined, and nervous system mapped. With all of
the information that is available on this simple organism, C.
elegans may also become the first organism to be accurately
and completely modeled in silico. This work takes a first
step toward this goal by presenting a biologically accurate,
3-dimensional simulated model of C. elegans. This model
takes into account many facets of the organism including
size, shape, weight distribution, muscle placement, and muscle
force. It also explicitly models the environment of the worm
to include factors such as contact, friction, inertia, surface
tension, and gravity. The model was tuned and validated using
video recordings taken of the worm to show that it accurately
depicts the physics of undulatory locomotion used to forward
and reverse crawl on an agar surface. The main contribution
of this article is a new, highly detailed 3D physics model and
supporting simulator that accurately reproduces the physics of
C. elegans locomotion.

Keywords-Simulation, Biology, Caenorhabditis elegans, Mod-
eling

I. INTRODUCTION

Nearly 50 years ago, Sydney Brenner introduced
Caenorhabditis elegans as a model for studying develop-
mental biology and neurology. Because of its simplicity, it
has become one of the best understood organisms on the
planet being the only one to have its cell lineage, genome,
and nervous system completely mapped. However, despite
all of the effort that has gone into uncovering the secrets
behind ”the mind of the worm,” we still lack a compelling
systems-level understanding for how the neurons and the
connections between them generate the surprisingly complex
range of behaviors that are observed in this relatively simple
organism.

One potential approach to addressing this issue is to use
computer simulations that model aspects of the worm’s body
and nervous system [1]. For example, numerous computer
simulations have been created that replicate the locomotion
of C. elegans [2], [3], [4], [5].

Like all models, these simulations make simplifying as-
sumptions that make them computationally tractable at the
expense of accuracy. Each of them, for instance, represents

Figure 1. Basic anatomy of an adult hermaphrodite.

the body as a set of uniformly distributed points in two-
dimensional space. This prevents them from replicating the
proper weight distribution, and more importantly, the non-
uniform placement of the muscles that are used to generate
locomotive force in the actual worm. In addition, they
also fail to directly simulate the environment, but instead
apply constant frictional forces at these discrete points along
the body. These simplifying assumptions limit the ability
of these simulations to accurately depict the non-uniform
friction that results from the worm’s contact with the world
around it and subsequently the complex neural control that
is needed to generate the worm’s characteristic sinusoidal
pattern of locomotion.

Leveraging the tremendous increases in computational
power and advances in numeric methods, this work, which
is an extended version of the work presented in [1], seeks
to rectify these deficiencies by developing a biologically
accurate 3D model of the body of C. elegans in a virtual en-
vironment that mirrors the physical properties of its natural
world. This simulator, which has been under development
for nearly two years, is built using an open-source 3D
game and physics engine. The model accurately depicts the
physical properties of the real organism including its non-
uniform weight, size, shape, and musculature. In addition,
the simulator models the interaction between the worm and
its environment to include surface tension, friction, inertia,
and gravity.

This paper presents this new model and demonstrates that
it faithfully reproduces forward and reverse crawling of C.
elegans on an agar surface. The model is cross validated
using video recordings of worms that were converted to
quantitative data by image analysis software. During our
validation, we found that, during forward locomotion, the
forces generated by the muscles may decrease as the wave
propagates from the worm’s head to its tail. Although we
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found no mention of this in the literature, the placement of
the muscles in the worm’s body, along with video analysis
of the worm’s crawling gait seem to support our finding. We
also have found that in order to replicate reverse locomotion
that the force generated by the muscles needed to be higher,
the wavelength shorter, and the wave propagation slower.

The rest of this article is organized as follows. In Section
II, a brief introduction to the anatomy of C. elegans is
given along with a review of other approaches to modeling
this organism. In Section III, we present the underlying
simulation technology used in this work as well as provide
a detailed description of the physics model. In Section IV,
the methods and techniques used to tune and validate the
system are described with Section V discussing the results.
Finally, in Section VI, we present our conclusions.

II. BACKGROUND

This section provides the necessary background on the
anatomy of C. elegans as well as the state-of-the-art in
computer simulations of this organism.

A. Caenorhabditis elegans Anatomy

Caenorhabditis elegans is a small (1 millimeter in length)
nematode that can be found living in the soil of many parts
of the world. It lives by feeding on bacteria and is capable
of reproducing in about 3 days under the right conditions.
C. elegans can either be male or hermaphrodite, with males
occurring at a low frequency in the population. They repro-
duce by either self fertilization in the hermaphrodite or by
mating a male and hermaphrodite. Hermaphrodites lay about
300 eggs during their approximately 15 day lifespan.

C. elegans (see Figure 1) is a very simple organism,
with only 959 cells in the adult hermaphrodite and 1031
in the adult male [6]. Like other members of the nematode
(Nematoda) family, the body of C. elegans is composed
of two concentric tubes separated by a pseudocoelom. The
inner tube is in the intestine and the outer tube consists
of the hypodermis, muscles, nerves and the gonads. The
pseudocoelom is filled with a hydrostatically pressurized
fluid that helps maintain the shape of its body.

C. elegans maintains an outer cuticle, which is secreted
by the hypodermis. During the lifespan of the worm, it
molts its cuticle four times, punctuating the four phases
of its life cycle. The cuticle, containing mostly collagen,
is tough although not rigid. Adult nematodes have lateral,
longitudinal seam cells on the surface of their cuticle that
form treads (alae). When on a solid surface, the nematode
crawls on one side with a set of treads contacting the surface.

The main body wall muscles of C. elegans are arranged
in four rows, two dorsal and two ventral. Each row consists
of 23 or 24 muscle cells that are arranged in an interleaving
pattern [7]. Toward the anterior of the worm, the cells occur
in overlapping pairs with less overlap and pairing occurring
toward the posterior. The worm moves by propagating

Figure 2. Physics model of the nematode C. elegans

waves either forward or backward along its body creating
a sinusoidal pattern of locomotion.

C. elegans has a simple nervous system consisting of
302 neurons with about 2000 neuromuscular junctions, 5000
chemical synapses, and 700 gap junctions in the adult
hermaphrodite [8]. Most of these cells are located near the
pharynx and in the tail. Processes from these neurons form
a ”nerve ring” that surrounds the pharynx or are part of
bundles that run the length of the body. The most noticeable
of these bundles are the ventral and dorsal nerve cords.

The nervous system receives input primarily from sensilla
located in the head of the worm that are connected to sensory
neurons that extend from the nerve ring. The nerve ring
sends its output through motor neuron axons that are in the
ring itself or located in the ventral or dorsal nerve cords.
Most neurons in C. elegans have simple structures with one
or two processes [9]. Despite their apparent simple structure,
neurons in C. elegans have a diverse set of voltage-gated,
chemically-gated, and mechanically-gated ion channels, use
many of the neurotransmitters found in vertebrates, and ex-
hibit a complex mechanism for vesicle production, docking,
priming, and release. There is considerable evidence the
neurons in C. elegans use acetylcholine, GABA, dopamine,
serotonin, glutamate, and a set of peptides in communicating
with one another [8]. Acetylcholine is used as the primary
excitatory neurotransmitter in motor neurons [10]. GABA is
used as both an inhibitory and excitatory neurotransmitter
[10]. Dopamine appears to influence egg-laying and exists
in the male reproductive apparatus [11], [12]. At least ten
cells in hermaphrodites seem to signal with serotonin. The
strongest influence appears in the pharynx [13], although it
influences egg-laying behavior as well [14]. Finally, gluta-
mate seems to be used as both an excitatory and inhibitory
neurotransmitter in motor and sensory neurons [15].

Neurons in C. elegans appears to contain both voltage-
gated potassium and calcium channels [10], but recent
advances in electro-physiological techniques have demon-
strated that they seem to lack voltage-gated, sodium channels
[16]. Because of this, these studies have found that neurons
in the organism lack traditional, fast action potentials found
in vertebrates. Instead, patch-clamping studies have been
able to demonstrate non-linear, graded depolarization as a
result of outward potassium flow, which is regulated by
inward calcium flow [16].

Even though the nervous system of C. elegans has been
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Figure 3. Uniform, two-dimensional model of C. elegans

physically mapped [9], the properties, roles, and interdepen-
dencies of many of the neurons are still unknown. Much
of what is known about the role of individual neurons in C.
elegans comes from behavioral studies of worms that have a
genetic mutation or have undergone laser micro-dissection.
As the name implies, laser micro-dissection works by killing
an individual cell or group of cells using a laser [17].
Once the cells have been ablated, the behavior of the
worm is observed and the role of the neuron identified. For
example, using laser ablation, the role of many of the cells in
pharyngeal pumping have been determined [18] and several
classes of inter-neurons (AIY, AIZ, and RIB) have been
found to be involved in controlling locomotion [19], [20].
In addition, the suspected roles of the D-type motor neurons
have been uncovered using this technique [21]. More recent
work has uncovered the importance of mechano-sensation
in determining swimming gait in the worm by ablating the
ALM touch receptor neuron [22].

There are a number of ways to measure the behavior
of C. elegans. The most prominent techniques that are
used include measuring changes in frequency, amplitude, or
gait during locomotion [23], [3] and using chemotaxis and
thermotaxis assays [24].

Even with these techniques, many questions about the
function of the nervous system remain unanswered. For
example, there are currently three hotly debated theories
that attempt to explain how the nervous system generates
and propagates waves through the worm’s body given its
pattern of connectivity. The first theory is that the gap
junctions between muscle cells or the motor neurons aid
in the propagation of the wave [9], [25]. The second theory
is that C. elegans undulatory motion could be controlled by
a central pattern generator (CPG) like the related nematode
Ascaris [26], [27]. The third theory is that stretch receptors,
mechanically-gated ion channels, contained within A-type
and B-type motor neurons ”sense” a wave and then propa-
gate it.

B. C. elegans Simulators

All of the simulators that have, thus far, been created
for C. elegans are designed to address specific questions
about the biology of the worm that cannot be answered
using standard biological techniques. The earliest use of a
C. elegans specific simulator can be found in the work of
Niebur and Erdos [2], [27]. Their simulator was designed to
investigate the physical mechanics that are used to propel
the organism and to determine if stretch receptor control

Figure 4. Screenshot of the ALIVE Simulator

could be responsible for generating the worm’s characteristic
sinusoidal wave.

To show that stretch receptors could create the sinu-
soidal wave, Niebur and Erdos created a simplified two-
dimensional model of the worm that represents the contact
between the worm’s body and an agar surface (see Figure
3). Their model uses 40 points, 20 on the left and 20 on
the right, which are evenly distributed along the length of
the body. Each point is connected to the points that are
contra-lateral, anterior, and posterior to it by springs that
represent the cuticle of the worm. The model is powered by
muscles that are connected to the points along the length of
the worm. Locomotion occurs when the simulated nervous
system causes the muscles to contract. The simulator then
updates the position of each of the points based on the forces
being created by the muscles, the elasticity of the cuticle,
the interior pressure, and the frictional forces of the body’s
contact with the surface.

Although they did not create an accurate model of the
nervous system, Niebur and Erdos were able to demonstrate
that sinusoidal waves could be produced by stretch receptors
located on the motor neurons that control the body wall
muscles of C. elegans. Other researchers have extended
their model in an effort to further strengthen the stretch
receptor hypothesis. For example, Wakabayashi extended it
by adding diagonal springs for stability and then used the
resulting model to investigate several potential locomotion
control methods including central pattern generator and
stretch receptor control [4]. Using a fairly accurate recreation
of the locomotion neural circuit, Cohen et al. have made
extensive use of this model to study the use of stretch
receptors for creating the phase lag of the wave [28], [5],
discount the role that gap junctions play in muscle control
[29], and most recently to demonstrate that the worm uses
a single gait in liquids of varying viscosity [30].

Several other models have been created that explicitly
model the physical body of C. elegans. For example, Suzuki
et al., used a 12-link rigid segment model to replicate the
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Table I
BODY SEGMENT SIZES (ALL NUMBERS IN µm)

i li ri i li ri i li ri
1 50 24 10 45 40 19 35 40
2 10 28 11 30 40 20 50 40
3 15 34 12 55 40 21 55 40
4 25 40 13 40 40 22 30 40
5 20 40 14 50 40 23 40 38
6 25 40 15 40 40 24 50 32
7 20 40 16 50 40 25 100 24
8 40 40 17 55 40
9 30 40 18 40 40

worm’s response to touch [31]. Ronkko and Wong, on the
other hand, used a three-dimensional particle-based model
to explore the worm’s swimming and crawling behavior
in various substrates including agar, water, and soil [32].
Finally Ferree, Marcotte, and Lockery built a model worm
that moves forward at a constant velocity, but changes
direction using a neural network that has been trained to
replicate chemotaxis behavior [33], [34].

A number of simulators have also been constructed that
model aspects of the nervous system without explicitly
modeling the body of the worm. The work of Karbowski
et al. simulates the neural circuits involved in locomotion
[3]. Using a custom simulator, Wicks, Roehrig, and Rankin
built a model of the neural network that controls the tap
withdrawal response and by systematically analyzing it, were
able to derive a possible functional relationship between
some neurons in this circuit [35].

III. SIMULATOR

To develop the core of our simulation framework (see
Figure III), we chose to use a Java-based high performance
3D game engine called the Java Monkey Engine (JME) [36].
Originally created by Mark Powell and now in its third
major revision, JME provides all of the major features found
in commercial quality game engines including loading and
manipulation of 3D meshes, lighting and shadows, sound
effects, animation, and terrain. JME uses a scene graph
based API that allows developers to easily modify composed
objects in their scene and the game engine to quickly cull
branches of the graph during rendering. This makes it both
easy to use and exceptionally fast.

At the core of our simulation framework is the Open
Dynamics Engine (ODE) [37], which interfaces with JME
using JME Physics [38]. ODE is designed to simulate
articulated rigid body physics. Objects in the simulation
are built from various 3D shapes that are connected to one
another by joints. ODE allows users to specify the properties
of the objects including weight, surface friction, and center
of gravity. Joints can be created between the objects and up
to six degrees of freedom are supported.

ODE uses a highly stable, first-order implicit Euler in-
tegrator. Although not quite as accurate as a fourth-order

Runge-Kutta integrator, it is remarkably fast and with small
enough time steps provides very realistic physical approxi-
mations. ODE handles contact and friction using a version of
the Dantzig Linear Complementarity Problem (LCP) solver
that was described in [39]. However, it uses a faster Coloumb
friction model to optimize speed. ODE is used in a number
of research and commercial robotics simulators including
Gazebo [40], Marilou [41], and Webots [42].

A. Physics Model

Because ODE is designed to simulate rigid objects, we
modeled the body as set of 25 discrete segments Si =
{1, · · · , 25} (see Figure 2). As a notational convenience we
refer to segments by their index number and use the subscript
i in equations to denote the segment Si. Each segment is
represented using a 3D box whose width and height are
estimated by the radius, ri, taken from photographs of living
worms and length, li, are given by the spacing between
subsequent muscle cell locations along the worm’s anterior-
posterior axis (see Table I). These muscle cell locations,
which are taken from [43], represent the main points of
powered articulation along the body .

The volume of each segment can be calculated by

vi = 4r2i × li (1)

and their mass, wi, is a fraction of the total mass W and
can be calculated by

wi =
W × vi
vtotal

(2)

This representation creates non-uniform weights and sizes
for the individual sections of the worm. This, in turn,
impacts the shape and frictional properties associated with
the contact surface between the worm and its environment.

Subsequent segments of the body, Si and Si+1, are con-
nected to one another by a powered rotational joint, Jk. Like
segments, we use the notational convenience of referring to
the joint by its index number and use the subscript k to
denote joint Jk. These joints have 2 degrees of freedom
and have an angle at time t that is represented as a 3D
vector ~θk(t). The angular velocity of this joint ~vk(t), is also
represented as a vector with each element being the change
in the corresponding angle over time.

The values of ~θk(t) and ~vk(t) are calculated by the
underlying physics engine based on the various forces that
are acting on the joint and the segments they connect. This
is the topic of the next section.

B. Dynamics

At any given time there are a number of forces that act
on the body of the worm. These include gravity, friction,
surface tension, inertia, elastic forces from the cuticle, force
associated with internal pressure, dampening forces caused
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Table II
PARAMETERS USED IN THE SIMULATION

Parameter Description Value Units
L Total length of the body 1000 µm
W Total mass of the body 5 · 10−9 kg
S Surface Tension 2.0 · 104 G
Fmaxm Max muscle cell force 6.5 · 10−12 N
θmaxm Max muscle cell bend π

10
rad

ks Torsional spring constant 20 · 10−12 N ·m/rad
kp Torsional pressure constant 0.63 · 10−12 N ·m/rad
b Torsional damping constant 0.2 · 10−12 N ·m · s/rad
µl Coefficient of lateral friction 0.5
µa Coefficient of axial friction 5 × 10−3

λf CPG wavelength 22 joints
∆tf CPG update interval 150 ms
λr CPG wavelength 18 joints
∆tr CPG update interval 250 ms

Figure 5. Cross-section showing the location of the muscle cells

by the incompressibility of liquid, and forces exerted by the
muscles.

Fortunately, ODE handles gravitational, inertial, and fric-
tional forces that act on the worm by allowing users to
specify the mass (for computing gravitational and inertial
forces) and the size, shape, and frictional coefficients for
each of the segments of the body (for computing frictional
forces). Tables I and II list the values that are used in our
simulation.

Notable among these are the values for lateral and axial
friction along with the value for surface tension. Currently,
there are no exact values for the friction between the body of
the worm and an agar surface. However, researcher believe
that the alae that run the length of the worm’s body act
similar to an ice skate blade and creates very low axial
friction while providing as much as 100 times the amount
of lateral friction [2]. In our simulations, we have adopted
an axial friction coefficient that is similar to a skate on ice,
which is reported to be 0.005 [44] and use a value 100 time
this amount for the lateral friction coefficient.

Unlike most organisms, the life of C. elegans is domi-
nated by the force of surface tension, not gravity [45]. In
fact, estimates for the surface tension experience by the
worm are somewhere between 10,000 and 100,000 times
the force of gravity [46]. At first, these numbers appear to

be outrageously high, however we have recently conducted
experiments using a high speed centrifuge, which, to our
utter amazement, definitely show that the worms have no
problem adhering to agar at forces of over 8,000 Gs.
For our simulations, we chose to use a value of 20,000
Gs, which is simulated using a directional acceleration of
20000×−9.81m/s2.

The forces that act on the joints are computed by our
simulator about 100 times per second during each update of
the physics model. The total force applied to a joint Jk at
time t is calculated using the following equation:

~FT
k (t) = ~FM

k (t) + ~FS
k (t) + ~FP

k (t) + ~FD
k (t) (3)

where ~FM
k is the force exerted by the muscles, ~FS

k is the
force exerted by the elastic cuticle, ~FP

k is the force exerted
by the interior hydrostatic pressure, and ~FD

k is a dampening
force.

1) Muscle Forces: Muscle forces in C. elegans are pro-
duced by muscle cells that are attached to the cuticle of
the body. These cells are arranged parallel to the anterior-
posterior (AP) axis of the body in four rows with two rows
on the dorsal and two rows on the ventral side. Figure 5
show a cross section of C. elegans showing the location of
the muscles cells approximately half way down the AP axis.
As can be seen in this figure, the muscle cells are offset by
approximately 30 degrees left and right of the dorsal-ventral
midline. Muscle cells are, therefore, named based on their
AP position in the row and the row’s position relative to the
dorsal-ventral and left-right mid-lines. For example , the 7th
muscle cell in the dorsal, right row is called MDR07. For
simplicity, we refer to the set of muscle cells located at joint
k as mk = {MDLk,MDRk,MV Lk,MV Rk}.

For most of the worm’s body, this offset has very little
effect because the innervation pattern activates both the left
and right muscle cells on a single side of the worm at
the same time. This is not true in the head where a more
complex innervation pattern allows the worm to lift its head

86

International Journal on Advances in Life Sciences, vol 2 no 3 & 4, year 2010, http://www.iariajournals.org/life_sciences/

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



by activating the muscle on the left or right side at the same
time.

We accounted for the offset placement of the muscle cells
by calculating the force generated by each cell independently
and multiplying that force by n̂, which is a unit vector
normal to the surface of the worm. The normal vector is
easily computed by n̂ = (0,± cos(θ),± sin(θ)) with signs
being set appropriately according to quadrant location of the
muscle cell. The following equation is used to calculate the
muscle force applied to joint k at time t:

~FM
k (t) =

∑
m∈mk

am × Fm(~θk(t)) ∗ n̂ (4)

In the equation, am is the current activation level, a graded
signal, of the muscle based on the inputs from the neurons
innervating muscle cell m and Fm(~θk(t)) is the maximum
force that the cell can produce given its current length.

To compute Fm(~θk(t)), we used a linear approximation to
the Hill equation for the force/length relationship of muscle
cells [47].

Fm(~θk(t)) = (0.5ks −
Fmax
m

θmax
m

)× |~θk(t)|+ Fmax
m (5)

Here, Fmax
m is the maximum force that the cell produces

at resting length, θmax
m is the maximum angle that the joint

can be displaced as a result of the contraction of the muscle
and ks is the spring constant associated with the elastic
cuticle. The slope of this line is based on the spring constant
of the cuticle such that these forces come to equilibrium
when |~θk(t)| = θmax

m and both the right and left muscle are
fully activated. This, by no means, limits the maximum bend
angle of the joint. Both external and inertial forces can cause
a joint to exceed θmax

m . The values for these constants (Table
II) were chosen based on values from [48] and [4] and were
tuned using videos of worms during forward locomotion (see
Section IV).

2) Spring, Pressure, and Damping forces: Whereas mus-
cle force causes the body to deviate from it resting state,
there are a number of forces that act to restore it. One of
these forces is the elasticity of the cuticle, which can be
modeled as a simple spring. Below is the equation for the
force exerted by this spring:

~FS
k (t) = −0.8× ks × ~θk(t) (6)

The value for ks is strongly related to the maximum
muscle force and was chosen to be ks = 4 ∗ Fmax

m . This
creates a relationship between these values such that the
average force applied over the range of dorsal or ventral
muscle contraction is 1

2F
max
m .

Along with the force created by the cuticle, internal
pressure of the worm’s body also exerts a restorative force.
Recent measurements of the relationship between the elastic

Table III
SYNAPTIC WEIGHTS USED IN THE SIMULATION.

Forward Reverse
k ωf

k
k ωf

k
k ωrk k ωrk

1 0.35 13 0.77 1 0.10 13 1.00
2 0.42 14 0.77 2 0.20 14 1.00
3 0.70 15 0.70 3 0.30 15 1.00
4 0.77 16 0.62 4 0.40 16 1.00
5 0.77 17 0.54 5 0.50 17 1.00
6 0.77 18 0.46 6 0.60 18 1.00
7 0.77 19 0.39 7 0.70 19 1.00
8 0.77 20 0.39 8 1.00 20 1.00
9 0.77 21 0.39 9 1.00 15 1.00

10 0.77 22 0.39 10 1.00 22 1.00
11 0.77 23 0.39 11 1.00 23 1.00
12 0.77 24 0.39 12 1.00 24 1.00

cuticle and the hydrostatic pressure using a piezoresistive
displacement clamp have shown that the restorative force
has a cuticle to pressure force ratio of 4 to 1 [49]. We used
these finding to normalize the force associated with these
two factors. Below is the equation we use for calculating
the force associated with internal pressure:

~FP
k (t) = −0.2× ks × θmax

m (7)

We explicitly do not model the relationship between the
change in volume and pressure as the body bends. We
ignored this factor because it has been reported that total
body volume does not change significantly over the worm’s
range of motion [2], [4]. This indicates that pressure acts a
constant, not dynamic, restorative property, so we treat it as
such.

Lastly, because of the structure and composition of the
worm’s body, it acts like a fluid-filled shock absorber. So,
we apply a damping force to model the resistance that the
body has to rapid changes in position using the formula
below:

~FD
k (t) = −b× ~vk(t) (8)

The value for b was derived through experimentation and is
in line with value reported in [4].

C. Locomotion Control

Because the major focus of this paper is on investigat-
ing a realistic physics model of C. elegans, we chose to
implement a simple CPG for locomotion control similar
to the one found in [2]. The CPG works by setting the
activation level of the D-type interneuron that drives the
B-type motor neurons during forward locomotion, and the
A-type motor neurons during reverse locomotion. During
forward locomotion this is done by setting the value in the
first joint, k = 1 at each time t using the following formula:

ak=1(t) = sin(
2π

λf
× t) (9)

where λf is the wavelength for forward locomotion.
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Figure 6. Methodology used to construct and validate the simulator.

At each successive time step t + ∆tf , the wave is
propagated down the body such that for 2 ≤ k ≤ 24

ak+1(t+ ∆tf ) = ak(t) (10)

The value of ∆tf sets the characteristic frequency of the
body wave for forward locomotion (see Table II). Initially,
all of the activation levels are set to 0 and between subse-
quent updates the interneurons are held at their last activation
level.

During reverse locomotion, the CPG sets the activation of
the interneuron controlling the motor neurons in the last joint
and propagates the wave from back to front. The wavelength
and frequency of this wave is determined by the parameters
∆tr and λr.

The actual activation levels of the muscle cells am are
dictated by three factors: (1) the activation level of the
interneuron at the joint (ak), (2) whether the worm is moving
in forward or reverse, which determines if the A or B-type
motor neuron is being activated by the interneuron, and (3)
the synaptic strength of the connection between the motor
neuron and the muscle cell ωf

k or ωr
k. The following equation

shows this relationship during forward locomotion:

am = ak × ωf
k (11)

In a close approximation to the cross inhibition circuit
in C. elegans, when ak is positive, the activation of the
ventral muscles (MVL and MVR) are positive and the dorsal
muscles (MDL and MDR) are 0. However, when ak is
negative, the activation of the dorsal muscles (MDL and
MDR) becomes positive and the ventral muscles (MVL
and MVR) are 0. The synaptic strength between the motor
neurons and muscle cells were determined experimentally
using data derived from video analysis of the worm in
motion. Table III gives the weights that were found to
produce a very close approximation to the gait of the worm
during forward and reverse locomotion.

IV. TUNING AND VALIDATION

The value of a simulation can only be measured by cross-
validating the data it produces against reality. In constructing
and validating our simulation, we followed the process
outline in Figure 6. The next phase of construction for the
simulation was to tune and cross validate its performance
against real worms. To do this, we used the C. elegans N2
wild type strain, which we obtained from the Caenorhabditis
Genetics Center (CGC) at the University of Minnesota.

Figure 7. Screenshot of the WormAnalyzer

A. Materials and Methods

Maintenance and culturing of worms was performed as
outlined in [50]. Worms were grown on standard NGM Lite
plates with OP50 1CGJ E. Coli and incubated at 20◦C.
The worms analyzed in these experiments were young adult
worms (or, a mixture of young adult and adult worms),
transferred while in L4 larval stage to freshly seeded OP50
plates the night before filming [51]. Worms were recorded
on modified NGM Lite agar plates (3.0g KH2PO4, 0.5g
K2HPO4, 2.0g NaCl, and Agar, without the addition of
peptone or cholesterol) made specifically for the clarity
of the recorded image. Worms were transferred to filming
plates via a worm pick and filmed within thirty seconds of
transfer, in order to take advantage of the higher locomotion
activity exhibited by worms shortly after transfer. We found
that this produced the most reliable and longest sustained
locomotor activity.

Worms were filmed using a Leica S8 APO Stereomi-
croscope fitted with a ScopeTek MDC320 digital camera,
outputting at a resolution of 1024x768 at 5 frames per
second. The microscope was held at the 16x magnification
setting during filming, with the illumination mirror angled to
obtain images with the highest possible contrast. Individual
worms were filmed for five minutes, during which the agar
plate was moved manually, to re-position the worm within
the microscope’s field of view. A total of 487 minutes of
raw video in 96 files was collected.

B. Image Processing

After collecting the video, we edited it to remove plate
repositioning. Using consumer video editing software, we
manually cut the raw footage and produced around 3.75
hours or 50,000 individual frames of forward locomotion
and 21,000 frames or 2.33 hours of reverse locomotion.

To analyze this footage, we developed software, called
the WormAnalyzer (see Figure 7, that is written in Java and
based on the Java Media Framework (JMF). To do this, a
set of JMF processors were constructed into a processing
pipeline that converted each frame of the raw color video
into a set of pixel locations that describes the position of the
worms body. The WormAnalyzer software batch processes
footage at about 5 times faster than real time. The analysis
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pipeline we constructed is similar to that described in [51]
with some minor improvements.

The first processor in the pipeline converts the video
frames to grayscale and normalizes. This algorithm creates
a histogram of color intensity for all pixels within a frame
[52]. Using a threshold, we identify which intensities com-
pose the majority of the image. This range of intensities
is then converted to an easily identifiable solid color. This
greatly diminishes the background noise that, if on the
borders of a worm, can resist binarization and small object
removal, ultimately skewing the thinning process.

Although the first step in the process converts the image to
grayscale and removes most of the background, the second
processor in the pipeline converts it to a binary image using
a local thresholding algorithm. This algorithm uses a sliding
3 X 3 window to determine whether a given pixel should be
converted to black (foreground) or white (background). This
processor colors the pixel black if the standard deviation of
the intensity of the pixel and its surrounding pixels is greater
than the mean of the entire image, or if the mean intensity
of the pixel and its surrounding pixels was greater than
the background pixel intensity. Because the first processor
converts the background to a solid color (white), this phase
creates a very accurate binary image.

Next, we remove small objects from the image using
a region labeling algorithm that indexes each pixel in the
image according to the region that it belongs to. Once all of
the black regions are labeled, we remove all of the regions
except for the largest. This isolates the worm (colored black)
onto a white background. We then used the same method
to fill holes in the worms image by inverting the colors
such that only the largest white region is maintained (the
background).

The resulting binary image, now just the worm and
the background, is passed through an implementation of
the 8-distance, one-pass asymmetric thinning algorithm
(OPATA8) devised by Deng et al [53]. With noise resis-
tance, better connectivity, and less erosion, the OPATA8

implementation more quickly reduces the image to the core
skeleton than the previously used triple pass thinning algo-
rithm [54]. The resultant shape can have multiple endpoints
but is ultimately trimmed down to a single representative
skeleton by selecting the line connecting the two endpoints
farthest from one another using the Floyd-Warshall algo-
rithm [55].

The output of this process is a set of text files, which
we refer to as body files. Each body file contains one line
per frame of video with each line giving a timestamp and
the pixel locations of the body of the worm. The number
of pixels (or length of the body) is dependent on the size
of the worm and also exhibits some variability due to the
binarization of the image and subsequent thinning.

Because we wanted to gather statistics based on a nonuni-
form segmentation of the worms body, it was necessary

Figure 8. Features of C. elegans locomotion

to identify the location of the worms head. To aid in this
process, software was developed to show the first frame of
each video file in a directory. To indicate the location of the
head, a researcher simply clicked on the head end of the
worm. A head tag was then inserted into the corresponding
body file that identified the location of the head in the first
frame. With the head tag in place, subsequent frames of
the video were properly rearranged such that the end point
closest to the last head location was identified as the head.
This turns out to be a very robust and reliable mechanism if
the video being processed was taken at high enough frame
rates.

These head-tagged body files are then post-processed in
batches. The software takes a directory of head-tagged body
files and produces skeleton files that provide a description of
the location and position of each segment of the worm. Like
the simulator, the size of these segments are not uniform,
but are based on the muscle placement as reported in [43].
For convenience, the simulator also creates skeleton files in
exactly the same format as the WormAnalyzer. This allows
us to directly compare the output from both processes using
the same metrics calculated in exactly the same way.

The skeleton files are then processed to extract features
of the worms movement using a technique similar to the
one reported in [23]. Currently, this software extracts 49
features from the worms motion including the velocity of
the centroid of the worm, the amplitude of the worms body,
the average angle at each joint location, and the angular to
simulated results velocity of each joint (see Figure 8). The
software outputs data files that give these features on a frame
by frame basis and a set of summary statistics that can be
further analyzed using statistical packages.

C. Simulator Data Collection

To collect data from the simulator, the physics model of
the worm was instrumented to output the position of each
of the joints five times a second to a skeleton file. The CPG
was first set to generate forward locomotion and 20 minute
long data runs were performed. At the end of each run, the
simulator was restarted. We then repeated the experiment
while running the CPG in reverse. In total 48,000 data points
of both forward and backward locomotion were collected,
accounting for approximately 5 hours of runtime. We then
processed the skeleton files using the WormAnalyzer.
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(a) Forward (b) Reverse

Figure 9. Comparison of locomotion velocity and amplitude of C. elegans to simulated results

V. DISCUSSION

Figures 9, 10, and 11 present the results of both the
analysis of the video and the simulator. The results for
the video are similar with the results obtained in both [3]
and [23]. Essentially, it can be seen that the amplitude of
the body during forward locomotion is about 21.5% of the
length of the body and the instantaneous centroid velocity
is about 126 µm/sec. For reverse locomotion we obtained
an average amplitude of 24.5% of the length of the body
and a centroid velocity of 128 µm/sec. These number are
similar to the values reported in [23], which gives a forward
centroid velocity of 180± 30 µm/sec and an amplitude of
19.27± 2.34%. We believe the discrepancy in velocity is a
result of the worms occasionally pausing during our video
recordings. We found that obtaining such a slow velocity
was very difficult in the simulations.

Figures 10 and 11 show that as the wave propagates
down the body that its amplitude decreases as is evident
by the bend angles that are produced in these regions. This
is similar to the shape of the average flex angles that are
reported in [3]. However, we noticed that in our video
results, the bend angles increase near the tail of the worm
as opposed to continuing to decrease as was reported in [3].

When comparing the video results to the simulated results
we see that, with the exception of the angles at the head and
tail of the worm, our simulator accurately reproduces the
velocity, amplitude, individual angles, and angular velocities
of the real worm. We have analyzed the reason for the
discrepancy at the head and tail and have concluded that it
is caused by data that is not being collected at high enough
resolution. The simulation uses a worm of 100 units long
with each unit representing 10µm. This makes the second
segment of the worm exactly 1 unit in length. When using
integers to represent the location of the joints connected to
this segment to calculate the angles, it allows only values
that are multiples of 45◦. The same error is probably being
introduced in the video analysis, but is stabilized by the
variability of the worm’s length. Overall, these factors effect

the analysis, but not the actual behavior of the simulated
worm, which by all appearances precisely reproduces the
motion of the real organism.

Analytically, the frequency of the CPG used to drive
forward locomotion is about 0.3Hz. Even though this is
within one standard deviation of the value of 0.36±0.08 Hz
for N2 wild type reported in [23], it is still slightly below
the expected value. This is entirely expected as the velocity
that we produce is lower and the amplitude slightly higher
than was reported in that work. We are very confident that
changing the values of either λf or ∆tf will cause our
simulation to reproduce the values they report.

To drive reverse locomotion, the frequency of the CPG
is about 0.22Hz. This value is less than the one used for
forward locomotion, but a lower frequency was also reported
in [3] for reverse locomotion.

We would also like to mention that the process of tuning
a CPG to produce the gait of the worm was a very difficult
endeavor. There were two issues that we encountered that
complicated the task. First, if the weight of the synapse
between the interneurons and the motor neurons are uniform,
then the model has a tendency to tail whip during forward
locomotion. This is caused by a decrease in the wavelength
of the wave as it propagates down the body when the worm
is in motion, which causes high inertial forces to be exerted.
On further investigation we found references to this decrease
in wavelength in living worms [22], [30]. To compensate
for this effect, we decreased the weight associated with
muscles in the rear of the worm, which not only removed
the tail whip, but normalized the bend angles to match those
observed in the video analysis.

We believe that this indicates that during forward loco-
motion the worm generates most of its propulsive forces
using the muscles located in the anterior. The posterior
portions of the worm are likely to apply just enough force
to maintain the wave and prevent a loss of energy due to
drag. The physiological layout of the worm’s musculature
seems to support this claim as about 63% of the muscles lie
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anterior of the AP midline. We also believe that this has not
been observed in other simulations because of the uniform
representation of individual segments of the body, the lack
of torsional inertial force, and the lack of explicit modeling
of the friction caused by variations in surface contact.

The second issue we encountered was the difference in
muscle force needed for forward and reverse locomotion.
When we first attempted reverse locomotion, we simply
reversed the wave pattern. We quickly noticed that the worm
was unable to move because the lower concentration of
muscles near the tail could not produce enough force. By
increasing the maximum muscle force, we were able to get
the worm to move in reverse, but then needed to scale back
the synaptic weights used during forward locomotion. This
could indicate two things. First, it may that the muscles don’t
need to be flexed with full force during forward locomotion
because of their placement. The smaller amplitude and
increased frequency used during forward locomotion seem
to support this conjecture. It may also indicate that the actual
worm does not generate more force while reversing, but is
generating it in a different way, driving the movement using
the anterior muscles. A more detailed analysis of dynamics
of reverse locomotion is needed in order to determine if one
or both of these hypotheses is true.

VI. CONCLUSION

In this paper we presented a new, biologically accurate,
three dimensional model of the body of the nematode
Caenorhabditis elegans. We tuned and validated this model
against values derived from both current literature and from
analysis of video recordings taken of the worm during for-
ward and reverse locomotion. In the process of performing
the tuning, we discovered two new insights into the mech-
anisms of locomotion employed by C. elegans. First, our
model shows that worms may derive most of their forward
propulsive force from the muscles in the anterior portion
of their body with the posterior portions just propagating
the wave in an energy minimizing way. Second, we found
that in order to perform reverse locomotion that the muscles
needed to generate 23% more force than used while moving
forward. This may indicate that moving forward actually
requires less force from each of the muscles or that reverse
locomotion is also predominantly driven using its anterior
muscles.
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Abstract—Scholars write scholarly articles to introduce new 

concepts and ideas. Unfortunately, not every learner or reader 

can understand every scholar’s work. One reason for this is 

that the language used in papers is profound, hence many 

learners find it difficult to cope with the language and 

understand the ideas put forward in papers. To overcome this 

problem, our focus in this research is to develop a teaching-

based technique to guide learners toward a better way of 

understanding and learning from scholarly articles. The 

technique in this paper is validated in case studies with the 

support of evidence that shows it is a proof of learning concept 

which has significantly contributed to guiding students to 

better practice in their learning. In addition, the use of this 

technique helps to promote educational sustainability by 

developing students’ interest in appreciating and 

understanding scholarly articles.  

Keywords-scholarly articles; learning technique; education, 

sustainability. 

I. INTRODUCTION 

    Our recent work [1] demonstrated a practice-based 

technique to learners. This paper is an extended version 

which incorporates case studies and compares the results to 

establish whether the technique can be highly recommended 

for use.  
A scholarly article is defined in many ways. A standard 

definition describes it as an original research or 
experimentation written by a researcher or an expert in the 
field who is often affiliated with a college or university [2]. 
California State University, Chico [3] conducted a research 
study to compare and contrast scholarly articles with other 
article types and established that the language used in 
scholarly articles is a technical terminology appropriate to 
the discipline. It is assumed that readers will have a similar 
scholarly background, but despite this assumption, there is 
unfortunately no evidence that the process of reading and 
understanding scholarly articles is easy.  

 
Scholarly articles need to be succinct in order to sustain 

the reader‟s interest. Papers are usually circulated within 
academic institutions and are available to industry because 
they not only contribute to the body of knowledge, but also 
to the development of new products and services, new 
processes and new technology, all of which benefit 
organizations and society as a whole. They drive innovation 
and change. 

 
Developing scholarly articles is compelling and 

challenging. Introducing them in the classroom may 

frequently be even more challenging, especially if they are to 
attract students‟ interest as a support for their learning. 

 
The reasons are essentially twofold. Firstly, some articles 

are not easily read and understood due to the technical nature 
of the language used, and secondly, the students‟ lack of 
critical research skills disadvantage them in understanding 
the methodologies used in the development of the articles. 

 
This paper is structured as follows. Section 2 examines 

the use of state of the art requirement elicitation techniques 
to understand scholarly papers. Section 3 contains a 
discussion of related works on learning approaches, and 
educators‟ feedback on scholarly articles is covered in 
Section 4. Section 5 outlines a new technique which is 
followed by a discussion of data collection methods in 
Section 6.  Section 7 addresses the issue of understanding 
subject assessment criteria.  Section 8 describes the first case 
study validation of the technique; in section 9, an overview 
of results from  the case studies is presented.. Subsequent 
case studies are also validated; discussion of their results are 
in Section 10 and Section 11. Section 12 concludes and 
updates the direction that research will take in the future.  

II. STATE OF THE ART USING REQUIREMENT 

ELICITATION TECHNIQUES TO UNDERSTAND 

SCHOLARLY PAPERS  

The structure of scholarly papers varies in type and 
length. Examples of scholarly papers are: 1) research papers, 
2) experience reports, 3) short papers, 4) posters, 5) tutorial 
proposals, 6) tutorials, and 7) panels. A research paper 
describes original, empirical and theoretical research that is 
composed of new techniques and tools. Usually, a full-length 
research paper comprises about eight pages. Some full 
research papers consist of new interpretations, while others 
require in-depth case studies for analytical findings. 

 
The three largest groups of people who frequently need 

to access, retrieve and read scholarly papers are educators, 
researchers, and students. They read scholarly papers to: 1) 
conduct new research, 2) collect information, 3) advance 
knowledge, and 4) collect ideas and translate them into 
projects. 

 
Although scholarly papers are documents to be read for 

the importance of their information content, they should also 
be thought of as undoubtedly significant learning drivers for 
students, teaching them how to think, reflect and review their 
knowledge. 
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To encourage learners to read and understand scholarly 

articles, some common requirement elicitation techniques 
from the field of software requirements [4] are widely 
introduced to group-learners and an individual-learner. 
Examples of requirement gathering techniques include 
brainstorming, prototyping, interviews and agile 
methodology [4] [5] [6] [7] [8] [9]. All have been developed 
and used to clarify, elicit and confirm requirement needs 
with users. Such techniques are thought to be worth 
introducing into the academic environment to promote 
learning effects by encouraging socialization and interaction 
between learners. These techniques are useful for group 
discussion and for promoting group synergy, with its 
potentially positive effects on student learning. 

 
According to Ambler [5], agile methodology highlights 

story telling from an unclear scenario. It is effective for 
eliciting users‟ or customers‟ requirements, and is useful for 
helping users to clarify their knowledge through an implicit 
method, by putting their ideas into a narrative to help the 
developer understand their requirements. However, it does 
not promote a critical review of suggestions or ideas. 

 
As information technology rapidly advances, the 

availability of learning tools has become increasingly 
sophisticated. Learning tools [11] [12] provide adequate 
features and functionality to facilitate better learning. 
According to Chua et al. [13], these tools support learning 
activities but cannot replace current strategies or introduce 
new learning strategies or practices. 

 
Integrating scholarly papers into any learning activity can 

facilitate the learning process effectively and can stimulate 
learning by providing interest and excitement. A number of 
traditional teaching and learning methods fail to explicitly 
demonstrate how to introduce research into practice-based 
learning. 

 
Many learning methods focus on theory-based and 

practical-based components, but very few have integrated 
research-based components into their learning processes. 
Few researchers could imagine how the mapping of 
scholarly papers enables learners to improve their learning 
performance and even to experience joy in reading them. 

 

III. RELATED WORKS ON LEARNING TECHNIQUES 

The term „learning‟ is broad. Buchanan and Huczynski 
[14] define learning as „the process of acquiring knowledge 
through experience which leads to a change in behaviour‟. In 
other words, learning is not just the acquisition of 
knowledge, but its application by doing something different 
in the world. 

 
A familiar scenario that has incorporated changes can 

drive us to learn something new, or adjust to a new way of 
operating, or to unlearn something. From an organizational 
learning [15] point of view, learning is associated with two 

important concepts: the first is the power of knowledge 
acquisition, and the second is the power of knowledge 
sharing. Understanding scholarly articles provides readers 
with knowledge and thus increases their ability to 
knowledge-share with others [16] [17].  

 
It is therefore important to encourage students to learn 

through reading scholarly articles. However, integrating 
these articles in the classroom remains a challenging task for 
educators. 

 
Acknowledging that this is an issue that impacts learning 

in the classroom, the focus of this paper is to introduce a 
learning technique that can assist educators to integrate 
scholarly articles and case-based learning in their teaching. 

 
Case based learning is not a new concept in education. It 

is effective, but can be challenging. These challenges have 
been discussed widely in research that focuses on achieving 
better learning experiences by recognizing the depth of the 
subject content while increasing the capacity of the learner to 
develop skills, including problem solving skills [18] [19] 
[20] [21]. 

 
Case based learning can be conducted either by 

individuals or by groups. Traditionally, the method involves 
face-to-face teaching. Although some researchers claim that 
face-to-face teaching of case based reasoning is one of the 
most traditional and effective learning methods, it 
demonstrates a lack of learning innovation. Face-to-face 
teaching is usually conducted in a classroom environment 
where one or more learners absorb the concepts or theories 
directly from an educator. The learner can clarify immediate 
doubts directly with the educator.  

 
This method promotes a dual learning loop: questions 

from learners and feedback from educators. The drawback of 
this approach is that not all learners are able to accept and 
adapt to an educator‟s teaching techniques. In particular, the 
technique used in case based reasoning does not promote 
student learning through the sharing of ideas and knowledge 
among individuals in the class. Hence, some students find 
learning difficult, rather than enjoyable or fun. In the worst 
case, students can become bored with a single and lengthy 
case study, and instead of their learning horizons being 
widened, their thinking narrows to focus solely on the case. 

 

IV. EDUCATORS FEEDBACK ON SCHOLARLY ARTICLES  

We surveyed educators to understand what their aims 
were for learners who have read scholarly papers. Every 
educator has different expectations and requirements; for 
example, some educators provide scholarly articles for 
learners to read, but their requirement is for learners to 
summarize the article in their own words. This means 
writing a short version of the research paper from which the 
educator can assess the learner‟s writing and analytical skills. 
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The process is similar to the „requirements elicitation‟ 
technique. 

 
Some educators, however, do not ask for a summary 

page but want to know how the learners judge the scholarly 
articles; in other words, they want to test their evaluative 
skills. This process is similar to the requirement gathering 
technique called „prototyping‟. 

 
Some educators want learners to answer questions in 

response to scholarly articles. The aim is to test their critical 

analysis in problem solving, and this process is similar to 

the interview technique. Some educators want learners to 

discuss what the article is about, a process which is similar 

to the agile methodology of story-telling. One commonality 

of these approaches for scholarly papers is managing and 

eliciting requirements.  

 

V. A NEW TECHNIQUE 

Our objective in introducing the new technique is to 
provide learners with a better way of understanding scholarly 
articles by a combination of processes (eliciting, analyzing, 
clarifying, reviewing, verifying and validating) so that they 
can get the most out of papers which can provide them with 
valuable knowledge.  

 

The inward process of the technique emphasizes how 
learners‟ skills (communication, analytical and team skills) 
can be strengthened, and the outward process of this 
technique is a knowledge sharing mechanism for others. In 
addition, this technique can help to strengthen learners‟ skills 
by making them: 1) responsible for interaction, 2) 
accountable for critical review, and 3) empowered to 
produce innovative ideas and decision making. The diagram 
in Figure 1 illustrates each process.  
 

 
 
Figure  1. The framework for a practice-based technique on  
scholarly papers 
 

The steps below show how each individual task is processed. 

1. Delivery by lecturers 

Theories are delivered by lecturers to the class. 

2. Imparting knowledge of theories to the class 

Students learn these theories from the lecturer, and their 
ability to understand concepts is assessed by giving 
them scholarly articles that relate to the theories 
discussed in class. 

3. Introducing scholarly articles to students 

Selected articles are distributed to students. 

4. Communicating and sharing of information by 

students with the aid of the learning tool 

This tool supports and facilitates discussion on the 
paper‟s topic. 

5. Class contributing their answers on the learning 

tool 

All students in the class take part in the discussion 

using the learning tool. 

6. Group problem solving 

Students in each group perform brainstorming sessions 
to understand the article and decide the questions to be 
asked in class for class comments and suggestions. 

7. Uploading questions and answers on the learning 

tool 

Individual groups upload either open-ended or closed-
ended questions in the forum of a learning tool to 
address problems, concerns and challenging issues 
discussed in the paper. 

8. Class participation 

The class reads the papers and provides answers based 
on the questions asked by the group, either 
quantitatively or qualitatively. Students are also 
encouraged put related questions to the group. 

9. Individual student participation 

Individual students must answer the questions discussed 
in the forum. 

10. Group presentation 

Students present their findings in class.  
 
The presentation covers: 1) understanding the paper‟s 

content, 2) addressing problems and concerns about the 
paper, 3) discussing questions and answers posted on the 
forum, 4) consolidating findings in a summary format, and 5) 
proposing a strategy, if necessary in relation to the questions 
asked by other students in the class. Feedback is provided by 
the class and the lecturer. 

 
Current designs of learning and teaching techniques [11] 

[12] [13] are useful, especially for widening the range of 
teaching materials that can be easily understood by students 
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and that will encourage them to engage in deep learning 
rather than surface learning. Nonetheless, they lack the 
ability to elaborate interactively on the students‟ learning, 
and no significant evidence was found in the literature 
review to demonstrate that these techniques provide good 
support for students in learning scholarly articles effectively. 

VI. DATA COLLECTION METHOD  

Concern as to how the technique will be validated and 
the number of case studies needed for such validation is, no 
doubt, a crucial issue. A framework is proposed to validate  
the technique in classes and observe step by step how the 
process works on educators  and students. The steps below 
outline the sequence of the data collection process:  

1. Scholarly articles selected by educators.  

2. Formation of groups to be decided by educators.  

3. Each group is asked to select a scholarly paper.  

4. Each group is asked to read and analyse the paper, 

and then to highlight an important concern that has 

not been discussed in the paper. 

5. Each group is required to upload questions and ask 

the class for their participation on the learning tool.  

6. Each group must summarise class members‟ 

feedback on questions and present their discussions 

and/or answers in class.  

7. In a particular week, an anonymous  survey will be 

distributed to students to comment on the 

technique.  

8. Students return the survey to the subject 

coordinator for data analysis and data 

interpretation.  

9. Three results are revealed. The first result presents 

an overall statistical rating on closed-ended 

questions; the second presents comments made by 

students on questions posted on the forum; and the 

third result offers qualitative analysis based on the 

open-ended questions.  

VII. SUBJECT ASSESSMENT CRITERA  

Students are informed of the marking criteria in this subject. 

Figure 2 shows the subject assessment criteria for 

understanding scholarly articles. Students were asked to 

rank their priorities in understanding scholarly articles. Of 

the three assessment criteria, seven groups gave the 

component of research skill the highest mark on innovation 

and invention (see Figure 3). 

 

 

 

 

 

 

 

 

 

 

 

 

 

       

           

 

Figure 2. Subject Assessment Criteria 

They must have realized that without a good understanding 

of scholarly papers, it is very unlikely that they would be 

able to incorporate the research ideas into their discussions 

on a learning tool  

Goal Prioritization by 

Group 

Class A Class B 

Group 1 2 3 4 5 1 2 3 4 5 

Scholarly article 

Structure 

1 2 2 3 2 1 3 2 2 3 

Case Study 2 3 3 2 3 3 2 3 3 1 

Research Skill   3 1 1 1 1 2 1 1 1 2 

Figure 3. Goal Prioritization by Group 

VIII. TECHNIQUE VALIDATED IN FIRST CASE STUDY 

One author of this paper is a subject coordinator who 
coordinates a post-graduate subject offered to information 
technology students. A past survey result showed high and 
good ratings for the teaching, but not for the subject. 

 
In order to validate our proposed technique, we selected a 

postgraduate subject having two classes, A and B, as the 
main focus of the case study and as part of the unit analysis. 
We carried out an experiment on fifty students from both 
classes in five weeks and, according to what we observed, 
data was analyzed from surveys and information that was 

2. Case Study  

1.Ability to explain 

concepts  

2.Ability to review ideas 

critically  

3.Ability to evaluate 

comments  

1.Ability to relate 

concepts  

2.Ability to contribute 

ideas concepts  

3. Research  
1.Ability to be innovative  

 

2.Ability to be inventive 

and innovative  

Understanding  

Improvement   

1.  Scholarly 

Article  
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posted by students on an online discussion board using an e-
learning tool.  

 
Past feedback from many students expressed concern at 

the difficulty in understanding scholarly articles. Many could 
not interpret what the authors discussed in the paper. As a 
result, students did not like the subject or the support 
materials handed out by the subject coordinator. Rather than 
re-design the whole subject, the coordinator analyzed all 
aspects of the learning factors that impacted on the students‟ 
learning, and reviewed all processes, including tools and 
techniques. The learning environment was the first area to be 
evaluated to discover whether there were any missing or 
inappropriate resource supports for the students.  

 
The learning tool that was provided to the students 

provided good functionality and adequate features, according 
to our observation, and was therefore not believed to be the 
cause of the problem. As such, the tool was retained. Next, 
the coordinator reviewed ten different scholarly articles, 
carefully selected by us, to determine whether they were 
difficult for students. This review confirmed that there was 
no replacement of the existing articles, as that was not 
primary teaching goal. The teaching goal was to encourage 
students toward deep learning, rather than surface learning 
and the objective was not, therefore, to change the ten papers 
being used. Instead, the coordinator revisited the presentation 
structure, as a result of which it was recognized that it was 
necessary to re-engineer the presentation process so that the 
subject matter would be explicitly clear to students, both 
informatively and intuitively. It was decided to outline any 
missing steps between the old and new presentation 
structures, in order to achieve improvement in the subject. 

  
Our objective is to ensure that students are more engaged 

in their learning and hence we proposed the development of 
a collaborative interface between students at group and class 
levels for questions and discussions. This interface acted as a 
two-way communication process that made groups 
responsible for posting their designed questions, and the 
class responsible for feedback on the designed questions. 

 
Fifty students from two classes in one semester took part 

in the new process. Ten scholarly articles were chosen, on 
topics ranging from understanding Michael Porter‟s 
framework on the five forces to strategic information 
planning. Papers published by ACM, MISQ and IEEE were 
the focus. Students listened attentively to the settings for the 
paper discussion in the first lesson. Each group was made up 
of five students. Ten groups of five students per group were 
formed, and each group was given a different paper topic to 
read, analyze and discuss. 

 
Of the concerns raised, some students were confused 

about the actual process because it was the first time they 
had experienced such a technique. A minority of students felt 
insecure and lacking in confidence because detailed data had 
to be collected and interpreted in one of the steps, and they 
had no prior knowledge of research skills. 

 
There were no negative responses from students about 

the learning process, but acceptance of change was not 
readily forthcoming when the new technique was introduced. 

IX. RESULTS FROM THE FIRST CASE STUDY  

The first week of presentations by the two classes went 
well. Students knew what to do for each paper. They had to: 
1) identify a problem issue discussed in the paper (a process 
equivalent to requirements gathering), 2) contribute their 
opinions or comments on the paper (a process equivalent to 
requirements elicitation), 3) ask the class for feedback on 
questions they asked (a process equivalent to requirements 
clarification), 4) respond to comments from their classmates 
(a process equivalent to requirements review), 5) know how 
to summarize their findings and propose a strategy (a process 
equivalent to that of requirements changes), and 6) present 
their data or findings in a class presentation (a process 
equivalent to requirements traceability). 

 
The presentation structure, the learning tool and the 

interface for group discussion are the events on which we 
sought understanding. Students claimed that class A‟s papers 
were more difficult than class B‟s papers. The statistics 
report showed that class A received more responses than 
class B, even though the papers were difficult.  

 
We believe that class A students received a high response 

rate due to the fact that the topic interested them, and thus 
they focused on that, rather than on the paper‟s difficulty. 
The same group of students had to analyze data (feedback) 
from the class and summarize their findings in one 
presentation slide. Two of the five questions had to involve a 
critical review of the research into technology and an 
analysis of the data collected from their classmates. They 
were also required to propose ideas for solutions to a 
particular problem based on their classmates‟ feedback.  

 
In other words, they had to be able to think of a strategic 

approach and show why it was useful, thought provoking, 
innovative and interesting. Most importantly, they were 
asked to summarize findings from the five questions and to 
conduct an oral presentation to the class the following week 
in order to leverage knowledge and knowledge transfer of 
the topic, ideas and solutions for the class.  

 

TABLE I. Class A and B data with students‟ responses to the 
paper 

 

 Class A (16/20)  Class B  (25/30)  

Paper 1 2 3 4 5 1 2 3 4 5 

Difficulty *  * - - * - - * * * 
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Paper 

Length 

8 15 6 5 24 13 7 8 6 11 

Responses  8 3 2 2 1 4 3 9 4 5 

 
 

 

 

      Figure 3.  Class A Data with students‟responese to the paper.  

 

 
 

    Figure  4.  Class B data with students‟ responses to the paper.  

 
After week five, an anonymous survey was distributed to 

all students to evaluate their responses to the technique. 
Forty-one out of fifty students completed and returned the 
survey. Nine students did not complete it as they did not 
attend the class. The survey findings are shown in Table 1, 
Figure 3 and 4. 

 
Difficult papers were rated with an asterisk, indicating 

that students had difficulty reading them and understanding 
the scope, and that they had to read them more than once. 
Before we reviewed the learning process, we were convinced 

by our students that scholarly papers were too hard to read. 
We think this is the same belief that drove a similar situation 
in software development, in which the team always found it 
difficult to understand some of the users‟ requirements 
because they were vague or incomplete. In fact, a well 
developed process to help developers understand 
requirements simplifies the situation and makes users‟ 
requirements understandable. 

 
This learning technique underpins the process for 

assisting students to overcome the barrier of reading difficult 
papers. The aim is to make them realize that academic papers 
are not complicated or hard to understand. It is a guiding 
process on the „how‟ and „what‟ of reading scholarly articles. 

 
We were also keen to know whether students liked the 

presentation structure. The process for the presentation was 
to have them read an article, post designed questions and 
then analyze data from the class feedback and comments 
from the subject coordinator for an oral presentation. In this 
question, we were able to gain many valuable insights from 
students‟ responses. Most of their comments are similar and 
we summarized them into four aspects: 1) article topics, 2) 
paper discussion, 3) questions posted on the forum, and 4) 
their oral presentation. We were pleased to find that feedback 
from the students was positive. For the article topics, the 
words used repeatedly are: 

„Topics are current significant, clear and interesting’, 
‘good knowledge’, ‘It sharpened our thinking’, ‘Topics are 
thought-provoking’, ‘They give us business aspects of a 
technical field’, ‘They broadened our knowledge of IT 
strategies’.  

 
The comments on the paper discussion showed that 

students felt it was ‘informative’, and that ‘team dynamics 
were unique’. They agreed that the process involved two-
way discussion and they ‘enjoyed it’. They also believed that 
such discussion helped them ‘not only get to know each 
other better but also able to share their experience and 
knowledge within the group level and class level’. On the 
questions posted on the forum, one student commented that 
‘questions are a good help to think critically and relate to 
the paper and real life experiences’. As for the oral 
presentation, many students claimed that the purpose was to 
‘help understand the topic well’, ‘stimulate discussion in 
class and feedback from the subject coordinator’.  

 
Students commented that ‘there was a lot of information’ 

and ‘argumentative and critical evaluation’. They felt that 
they learned how to ‘build oral communication skills, 
negotiation skills and analytical skills, as well’. 

 
As a supplementary question, we wanted to know 

whether students found the presentation structure helpful to 
their learning; for example, whether it led to better 
understanding of the scholarly articles. 98% of students 
agreed that the presentation structure did help them to 
understand the scholarly papers better. One student offered a 
comment that was not negative about the presentation 
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structure, but rather concerned the length of the paper. He 
felt that some articles were slightly longer than others and 
thus took longer to read.  

 
Another student believed that some students‟ answers in 

the forum discussion showed a lack of clarity – either their 
answers were incomplete or the meaning was not clear – and 
it would have been better if they had provided resource links 
to justify their findings clearly from journals or books. 

X. TECHNIQUE VALIDATED IN SECOND CASE STUDY AND 

ITS OUTCOME 

One semester later, the same technique was validated in 
the same subject. The total number of students enrolled was 
fifty and each group had ten students. They were given 
scholarly articles to read and told to use the framework in 
Figure 1 to assist their understanding At the end of the 
teaching semester, students were asked to complete a survey 
designed by the subject coordinator. Students‟ responses in 
the result findings (see Table 2 and Figure 5) are similar to 
those of the first case study.  

TABLE II . Class C data with students‟ responses to the paper.  

Class  

Paper 1 2 3 4 5 

Difficulty *  * * * * 

Paper 

Length 

7 8 15 10 11 

Responses 9 10 8 10 10 

 

 

Figure  5. Class C data with students responses to the paper.  

 

Some constructive comments were made in this semester, 
particularly in relation to the questions posted on the forum, 
and their oral presentation. Two students commented that the 
questions posted on the forum by groups analyzed them 
quantitatively, which did not provide useful insights to the 
paper topic. Ideally, it would be helpful for groups to provide 
in depth answers.   

XI. TECHNIQUE VALIDATED IN THIRD CASE STUDY AND 

ITS OUTCOME 

It is highly recommended that the technique should be cross 
validated in different subjects in order to evaluate its results. 
In another faculty, a research-based subject with heavy 
emphasis on scholarly articles did not receive a good subject 
rating, hence the subject coordinator wanted to seek subject 
improvement. He agreed to use the technique for a trial 
period during one semester to see whether this would help to 
improve his subject rating level. He was interested to 
discover whether the length of scholarly articles affected 
students‟ ability to read and understand. 

 
In total, 20 students were enrolled in the subject (Class 

D). Although the enrolment was not large, the number of 
students seemed sufficient for us to analyze the results, as 
long as they were new students learning how to read and 
understand scholarly articles for the first time. 

 
Fifteen students took part and completed surveys. The 

information in the returned surveys enabled us to explicitly 
investigate whether there was any validity threat to the 
technique. Not to our surprise, the students‟ feedback was 
similar to that of students in the first subject. The following 
Table 3 and Figure 6 illustrate the Class D data.  

 
TABLE III . Class D data with students‟ responses to the paper. 
 

 Class C  (15/20)  

Paper 1 2 3 4 5 

Difficulty * - * - * 

Paper Length  9 15 7 6 14 

Responses  3 2 5 2 3 
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Figure  6.  Class D data with students responses to the paper  

The results shown in this table and diagram clearly 
identified to the subject coordinator that there is no 
significant evidence that students‟ difficulty in understanding 
scholarly articles is due to the length of the paper. Three 
students mention that papers 1, 3 and 5 are difficult despite 
their length and size. Paper 1 has 9 pages, paper 3 has 7 
pages and paper 5 has 14 pages. The most highly rated by 
students is paper 3. Five students feel that it is difficult. 

 
In the survey, we asked students to comment on the 

usefulness of the presentation structure. Fifteen students 
agreed that the process of presentation really helped them to 
better learn the concepts and theories discussed in the papers. 
One student commented that the presentation can be time-
consuming but is nevertheless thought-provoking. 

 
In order to establish the technique‟s reliability and 

effectiveness, it must be validated in more than one case 
study. The more case studies involved in the validation, the 
more accurate and reliable the technique can be considered 
to be.  

 

XII. CONCLUSION AND FUTURE WORKS 

Existing case studies reveal that the technique can be 
applied effectively in research-based and coursework-based 
subjects in which students might be experiencing difficulty 
in understanding scholarly articles. The technique appears to 
be convincing enough to be suitable for use in small classes.  

 
Strategies discussed in this paper are twofold. The first 

strategy was to observe the technique introduced into the 
subject and to see the effect on students and their ability to 
accept difficult scholarly papers. The second strategy was to 
conduct a survey to measure student satisfaction with the 
technique.  

 

From the survey, we see that the technique is successful, 
in particular from the positive comments showing that many 
students like the technique, and from the relationship 
between the questions and answers.  

 
Two research strategies were proposed in case studies 

[22] in order to review the technique to ensure that it is 
practical and sustainable. We were not simply looking for 
techniques to assist students to overcome their learning 
problems; we were also concerned that our technique could 
be easily used and adapted by educators anytime, anywhere 
and for any subject. 

 
Our future research study will seek to validate this 

technique in large classes and in programming subjects, to 
establish whether it is suitable to use in such contexts. Many 
concerns remain to be addressed: for example, is this 
technique able to support a large class of, say, 600 students? 
Is a learning tool a necessary aid for supporting resources 
and setting up a forum discussion? What are the limitations 
of this technique? These questions will roll into the next 
phase of our research investigation, which will be more in-
depth and analytical. 
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Abstract—Surgical tool tracking is an important key func-
tionality for many high-level tasks such as the visual guidance
of surgical instruments or automated camera control. Readings
from robot encoders and the kinematic chain are usually error
prone in this kind of complex setup, but still allow for a
coarse pose estimation of the instruments in image space.
This information can be utilized to (re-)initialize image-based
tracking in case of tracking loss and supervise the tracking
process. Accounting for the difficult environmental conditions
in surgery, the choice of an appropriate tracking modality
is important. We have chosen the Contracting Curve Density
algorithm (CCD) that maximizes the separation of local color
statistics along the contour of a model in contrast to the
background. As an application example, the visual guidance of
laparoscopic instruments under trocar kinematic is presented.

Keywords-robotic surgery; minimally invasive surgery; instru-
ment tracking; visual guidance.

I. INTRODUCTION

This paper is an extended version of a conference paper
referenced in [1]. It details the formerly announced tracking
of surgical instruments and proposes an approach that
combines both pose prediction using kinematically derived
data and image-based tracking. The extracted position
of the instrument is then utilized for visual guidance, a
prerequisite for many automation scenarios.
Endoscopic surgery is a challenging technique and has
had significant impact on both patients and surgeons.
Minimally invasive surgery (MIS) techniques avoid large
cuts and patients profit from less pain and collateral trauma.
Therefore, the time of hospitalization and the infection rate
can be reduced. Unfortunately, surgeons have to cope with
increasingly complex working conditions. Long instruments
which are unfamiliar and sometimes awkward to operate
for the surgeon, are used through small incisions or ports
in the body of the patient to perform the intervention.
In contrast to the conventional open surgery, visual
access to the internal operating scenery is not feasible.
This constrains the visual perception to an endoscopic
view without an intuitive depth perception or hand-eye
coordination. The introduction of telemanipulators, such as
the daVinciTMmachine [2], has overcome these limitations
and is a remarkable example of the ongoing research. The

instruments can now be controlled remotely by a surgeon
sitting at a master console, which can be placed somewhere
in the operation theater. A stereoscopic endoscope provides
a 3D view on the situs and improves the perceptual
limitations of flattened images. The master console is
equipped with sophisticated input devices and provides an
intuitive handling of the surgical instruments (Cartesian
control without any chopstick effect). The robots at the
slave system offer as much freedom of movement as the
surgeon’s own hand would do in conventional open surgery.
Also immersiveness is often improved by means of haptic
feedback.

Recently, automation of error-prone and recurrent (sub-)
tasks that yield to the quick fatigue of surgeons and
noticeable account for a higher overall surgery time
have drawn the attention of researchers. Given that
knot-tying occurs frequently during surgery, automating
this challenging subtask is tackled by several groups
(e.g., [3]–[5]). Furthermore, techniques for assisting the
surgeon with visually guided instruments (see [6]–[9]) and
autonomously navigated endoscopic cameras have been
developed (e.g., [10], [11]). Visual servoed instruments are
a promising approach in robot-assisted surgery to introduce
autonomy and to overcome intrinsic system limitations,
often caused by calibration problems. Since visual servoing
uses feedback from one ore more cameras to guide a robotic
appendage, robust tracking of surgical tools is of particular
interest for this kind of application. Also for the reason of
documenting and benchmarking surgical interventions, and
to anticipate potential mistakes in the surgical workflow,
modeling and analyzing surgical procedures has become an
active field of research, whereat instrument tracking plays
an important role (e.g., [12], [13]).
Despite the manifold of challenges in minimally invasive
surgery and the above mentioned achievements in partially
autonomous navigation and manipulation, the visual
identification, segmentation, and tracking of operated
surgical tools during surgery is a crucial requirement for
developing techniques that assist the surgeon. As most of
the methods require position information of the surgical
instrument, a robust and precise automatic detection is
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the first step towards higher level functionality. In this
paper, we present an approach that allows for a markerless
tracking of surgical instruments and its application to visual
instrument guidance.
In literature, many of the proposed instrument tracking
approaches rely on image processing techniques that use
either pure color information or additional geometrical
knowledge. Wei et al. [10] analyzed the typical color
distribution in laparoscopic images to identify an adequate
color for optical markers that are attached to the distal
end of the instrument. The marker is segmented in HSV
color space and background noise is filtered at a rate
of 17Hz. Uckert et al. [14] includes additional shape
information about the shaft to fit a bounding box to the
color-classified pixels. In order to cope with the typical
camera distortion of endoscopes, two different shapes are
used: a trapezoidal for near-field cases and a rectangular
for far-field cases. In [15], it was taken advantage of the
metallic appearance of the shaft to track gray regions by
joint hue saturation color features. A seeded region growing
method was implemented, operating at 13fps. The fulcrum
is estimated with a series of images in order to project
an approximated instrument direction and shape into the
image. Voros et al. [16] also reduce the search space by
considering the insertion point of the instrument. At the
beginning of the procedure, the fulcrum has to be visible
in the image and is marked with a “vocal mouse”. They
state that any kind of surgical instrument can be detected
since no color information is used, but only the gradients
of the instrument edges, constrained by the incision point.
To enhance the computation speed, the image resolution
is reduced to 200 × 100 pixels. The precision of the
predicted tip position ranges around 11 pixels. The Center
for Computer Integrated Surgical Systems and Technology
(CISST, Johns Hopkins University, Baltimore) tracks the
articulated DaVinciTMinstruments. Burschka et al. [17] used
template images of the instrument to detect the position
of the forceps in stereo images, enriched with additional
information and orientation information derived from the
trajectory provided by the robot. The method works in real-
time, but they report that the kinematic data suffers from
significant rotational and translational errors. More recently,
the CISST reported a general purpose articulated object
tracker [18] and demonstrated its application to surgical
scenarios. The geometry and kinematics of the objects have
to be known a priori. The appearance of different body
parts is modeled by a class-conditional probability and
compared with the image after rendering the target object
geometry. So far, images are hand segmented to train the
appearance model and computation time is around 5sec per
frame at a resolution of 640× 480.

The remainder of this paper is as follows. In Section
II, the underlying hard- and software that is used for all

Figure 1. Hardware Setup. Ceiling mounted robots with surgical
instruments and master console

experiments is introduced. Section III outlines our tracking
approach that combines servo readings from the robot as
well as image analysis to robustly track surgical instruments
in image space. In Section IV, the tracking output is
applied to the visual guidance of the instruments. Finally, in
Section V, experimental results are presented. Conclusions
are drawn and future work is outlined in Section VI.

II. ROBOTIC SYSTEM

Several works that are engaged with computer vision
aspects in robot-assisted surgery are drawn on a simplified
environment. Either the system lacks an endoscopic camera
(that usually suffers from strong distortions) or the eval-
uation was performed within an unrealistic environment.
In the majority of cases dimensions of the workspace or
distances between camera and instrument are incorrect due
to a missing multi-arm setup or port-kinematics. Therefore,
the findings of this research project have been assessed
within a realistic scenario of robotic surgery [4].

A. Research platform for MIS

As illustrated in Figure 1, the slave manipulator of the
system consists of four ceiling-mounted robots which are
attached to an aluminum gantry. The robots have six de-
grees of freedom (DoF) and are equipped with either a
3D endoscopic stereo camera or with minimally invasive
surgical instruments, which are originally deployed by the
DaVinciTMsystem. The surgical instruments have 3DoF. A
micro-gripper at the distal end of the shaft can be rotated
and adaption to pitch and jaw angles is possible. Through
the aid of a magnetic clutch the instruments can be inter-
changed quickly for better handling. The mechanism will
also disengage the instruments if forces beyond a certain
level are exerted and prevents damage in case of a severe
collision. Forces exerting on the instruments are measured by
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strain gauge sensors and fed back to the operator by means
of haptic devices. The master-side manipulator is equipped
with a 3D display, some foot switches for user interaction
(such as starting and stopping the system or executing the
piercing process) and with the main in-/output devices,
two PHANToMTMhaptic displays. The devices are used for
6DoF control of the slave manipulator, but also provide
3DoF force feedback derived from the measurements at the
instruments. The control software of the system realizes
trocar kinematics, whereby all instruments will move about
a fixed fulcrum after insertion into the body.

B. Distributed Software Environment

The multi-tier software architecture of our system is
distributed over 3 standard PC’s: a simulation and control
PC, a vision PC (equipped with a NVIDIATMQuadro FX
580 graphics card) and one computer is connected to a
CAN network (cp. Fig. 2). The commands for the servo-
motors that control the joints of the instrument as well as
the data that is provided by the amplifiers of the strain gauge
sensors are communicated between the simulation PC and
the PC that is connected to the CAN network. The GUI of
the simulation environment comprises an interface to a 3D
model of the scene, which can be manipulated in real time.
Parameters of each model can be adjusted and joint angles
of the robots can be altered this way. New trajectories can be
generated by means of a key framing module, incorporating
a collision detection. On one hand, joint data is directly
sent to the robot hardware, on the other hand the poses of
the instruments and the robots are synchronized with the
“Vision PC” for further application in image analysis. For
this reason, enough computing power can be provided for
image analysis, i.e., instrument tracking, visual servoing or
augmented reality. Most of the image processing tasks run
in individual threads that have access to an image database,
which holds up-to-date images provided by the stereoscopic
endoscope.

C. System Calibration

Unfortunately, many possible error sources contribute
to a comparably high aberration between the real-world
hardware and the underlying CAD models of the simulation
environment. Camera calibration, exact mounting of the
surgical instruments (concerning the magnet coupling) and
even the instruments itself introduce quiet large errors.
For instance, the flexibility and play of the carbon fiber
shaft of the instruments and the gripper at the distal
end may vary approximately ±1.5cm (cp. Fig. 3(c)).
Furthermore, the ceiling mounting of the robots afflicts
several intrinsic aberrations, such as variations in the
dimensions of the elements and errors of mounting angles.
Since all errors sum up, the exact Cartesian position of the
distal end of the instrument deviates from the emulation.
In order to minimize all intrinsic errors and to establish the
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Contol & Simulation

Kinematics

Controller

Haptic

LAN

Visual Servoing

Image Analysis
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inter-thread communicationPC Hardware

CAN
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Figure 2. Software Architecture. The software of the system is distributed
across 3 PC’s that communicate via network connections

transformations between the individual system components
(such as the instrument, different robot bases, etc.) a precise
calibration has to be performed. However, an important
issue for the acceptance of robotic systems in the operating
theater are pre-calibrated components to avoid complicated
or long-lasting procedures during an intervention or ahead.

As mentioned above, the robots are mounted on a
gantry, assembled of profiled girders. Particularly the
coplanarity of the robot’s base relative to its attachment
cannot be guaranteed and is hardly to be measured. In order
to overcome intrinsic variations of the single aluminum
elements and errors of mounting angles, a calibration
between each of the robot basements is performed.
To align the basements of two robots R1 and R2 we employ
the following error model:

0
R1
T · R1

CT = 0
R2
T · R2

CT (1)

In this equation 0
R1
T is the position of the base of the robot

R1, expressed in global coordinates. In order to measure the
relative displacement between the robots a calibration frame
C in global coordinates is defined and the position and
orientation of this frame is measured in local coordinates
of each robot. The frame can be replicated by mounting
a precisely manufactured calibration trihedron of known
size on the flange of both robots. A number of points
M = (p1, . . . , pi) are labeled on a checkerboard calibration
plate that is positioned in-between the robots, reachable for
all four arms (figure 3(a)). The trihedrons of the robots R1

and R2 are then driven to all points and the corresponding
relative transform (e.g., R2

CT ) can be determined.

Mounting displacements of the robots are not the only
source of errors in the system. If we go further down,
we find that also the attachment of the instruments bears
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(a) System Calibration Overview (b) Hand-Eye Calibration (c) Excentricity

Figure 3. System Calibration. Figure 3(a) depicts a schematic overview of the kinematic chain. The hand-eye calibration is exemplified in illustration
3(b). Figure 3(c) shows excentricity and play of the instrument shaft.

certain variances. The magnetic clutch as well as the
mechanical fit and the flexibility of the carbon fiber shafts
results in a quite high aberration. In case of the endoscopic
camera a hand-eye calibration solves this problem [19].
One way to calculate the displacement of an attached
endoscope with respect to the flange of the robot, is to
solve R2

F2
T ·X = X · R2

F2
T ∗ (compare Fig. 3(b)). Regarding

the surgical tools, this method would introduce two issues
in the context of medical procedures: on one hand it
is difficult to create a calibration pattern which can be
precisely reached by the forceps or attached to the shaft. On
the other hand, it is challenging to perform the calibration in
the sterile environment of an operating room. The proposed
method allows a pre-calibration of every instrument, which
can be applied to the system previous to the intervention.
To compensate the excentricity, an approximation which
simplifies the calculation and applies only to small angles
is used. An aberration dx and dy from the center will lead
to a positional error or approximately

√
dx2 + dy2. The

parameters shown in Fig. 3(c) can be found by positioning
the instrument over a planar surface with the z-axis of
the robot’s tool system normal to the surface. By rotating
the end effector about 360◦ a circular path is described
and the relevant parameters can be determined. In order
to compensate for this excentricity, the found correctional
transformation has to be applied to the end effector prior to
the calculation of the inverse kinematics of the robot.

State of the art endoscopes offer physicians a wide-
angled field of view which is imperative for minimally
invasive interventions. In order to determine the projective
parameters of the camera system a calibration procedure is

to be performed a priori.

III. INSTRUMENT TRACKING

The tracking of surgical tools is particularly challeng-
ing due to the changing appearance of the background
(e.g., background movement through organs, non-uniform
and time-varying lightning conditions, smoke caused by
electro-dissection and specularities), but also due to the
partial occlusion of the instrument and body fluids that may
change the appearance of the instrument itself. In many
cases of surgical tool tracking the tracking is constricted
to a sequential “frame-by-frame detection” (also referred
to as detection), rather than including a motion model.
Accordingly, no optimization of the configuration space or
pose prediction is performed over time.

A. Instrument Tracking Supported by Kinematic Prediction

In a Bayesian prediction-correction context, the state of
the object is updated by integrating posterior statistics and
therewith knowledge about time-depending characteristics
of the movement. This “intelligence” within our tracking
pipeline is provided by a Kalman filter [20] that is running
on the output of a contour tracker, known as contracting
curve density algorithm (CCD), based on the separation
of local color statistics (see [21], [22]). The separation is
performed between the object and the background regions,
across the projected shape contour of a CAD model under a
predicted pose hypotheses. An overview of the process flow
is given in Figure 5.
Tracking always involves a detection step to initialize the
system in the very first frame or after encountering a

106

International Journal on Advances in Life Sciences, vol 2 no 3 & 4, year 2010, http://www.iariajournals.org/life_sciences/

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



Figure 4. The CCD algorithm tries to maximize the separation of color
statistics between two image regions. The algorithm first samples pixels
along the normals for collecting local color statistics.

track loss. Instead of simply relying upon visual data, we
take an estimated object pose, derived from the kinematic
measurement of robot sensor readings. The precision of this
approximation is limited due to the absolute accuracy of our
system (and the performed calibration).
The idea of integrating joint angle measurements for tracking
purposes was e.g., also applied by Ruf et al. [23] to track
a polyhedral tool and simultaneously adapt inaccuracies in
the static calibration of the robot. To restrict the initial
search from the first frame to a specific region is com-
putational more efficient than a complete image analysis
and can also be considered from a biological point of
view: Biologically inspired algorithms seek to direct the
attention rapidly towards a region of interest, using an
attention-based type of filter, and only process a smaller
amount of the visual input data [24]. Bottom-up approaches
compute visual salient features, such as regions of high
contrast, local scene complexity or high scene dynamics.
The second type of visual attention is often referred to as
top-down attention, as the attention is controlled from higher
areas of cognition. Kinematic measurements, which are fed
to the visual information processing by another software
component (thus, a higher area of cognition), can guide the
attention directly to a region of interest

B. Model Building

Our system is equipped with the EndoWristTMneedle
driver tools that are originally deployed with the
DaVinciTMsystem. The instruments are composed of a long
shaft, a wrist joint and two brackets. It is represented as a
polygonal mesh model (cp. Fig. 6) with 6DoF (3 rotations,
3 translations) by a 4 × 4 transformation matrix in our

simulation environment. In order to represent the instrument
in 2D image space, we build a rectangular model with
rounded edges at the distal end and neglect the brackets.
As already mentioned, CCD maximizes local color statistics
(object vs. background) along the model contour. More
detail is given in Section III-C. Only three of the object
edges can be used for normal contour point sampling and
collecting statistics for the CCD algorithm. The fourth edge
has to be neglected, since it is not an exterior edge of the
shaft and therewith no color separation between model and
background is possible. The inclusion of the edge would
yield to irrepressible shifting of the model alongside of the
shaft.
The instrument’s 6 pose parameters are reduced to a planar
roto-translational pose s with scale h and rotation θ by
projecting the 3D model into the image plane.

s = (tx, ty, h, θ) (2)

An important aspect of the proposed approach is the use
of pose estimates, derived from the kinematic chain, that
are fed to the tracking pipeline prior to the visual tracking.
Instead of referring the tracking parameters s to global image
coordinates, we align the tracking frame with the estimated
orientation and position of the instrument Tref in every
cycle (cp. Fig. 6). Therewith, the tracking is performed in a
local coordinate system that is axis aligned with the frame
of the instrument model. Since the uncertainty of the state

y

x

W

Tref

Figure 6. Instrument CAD model and tracking contour model of the shaft
with sampling normals.

hypothesis is represented by a squared covariance matrix
(with the dimension of the state), we can now alter the
matrix and set a higher confidence in the direction of the
shaft (the y-axis). This anticipates an uncontrolled sliding
of the model alongside of the instrument shaft. The entries
in the covariance matrix are found empirically for all DoFs.
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Figure 5. Tracking Pipeline. The camera pose can be obtained after calibrating the extrinsic parameters and the overall system. The kinematic measurement
of the instrument in 6 degrees of freedom is transfered to a 2D model with 4 DoF (tx, ty , h, θx). It is used to (re-)initialize the Contracting Curve Density
algorithm and to supervise the tracking quality.

C. Tracking with CCD

As already mentioned above, tracking in the context of
MIS procedures is exacerbate by changing environment
conditions. Simple color segmentation approaches often
fail due to varying lightening conditions of different light
sources or need a sophisticated fine tuning of parameters.
Algorithms that are based upon edge detection suffer from
the large amount of feature edges from the background.
Figure 7 shows a typically intra-operative scene with
an artificial heart and tissue in the background. Neither
the Sobel- nor the Canny operator can distinguish the
instrument shaft reliable from the background.
The amenity of the CCD modality is that the model’s
appearance is adjusted over time, since local color statistics
are computed in every tracking cycle and maximized
according to the shape of the model. Therefore, the method
can be applied to marker-based as well as markerless
tracking. In fact, the color or texture of the tracked object
does not matter, as long as a separation in terms of color
between object and background can be achieved. Also a
change of the appearance over time (e.g., an account of
body liquids) does not disturb the tracking if not the entire
object is affected at once.

After setting the initial pose, a Kalman filter generates a
prior state hypothesis s−t by applying a Brownian motion
model to the previous state (st−1).

s−t = st−1 + wt (3)

with w being a white Gaussian noise sequence.
The CCD modality requires a sampling of good features for
tracking from the object model under the given pose s−t
and camera view. As a first step, the visible internal and
external edges from the polygonal mesh model have to be
identified under the current pose hypothesis. Alongside of
this contour a set K of uniformly distributed sampling points
{h1, . . . , hk} is taken to collect color statistics around each

sample position on each side of the contour. The basic idea
of CCD is to maximize the separation of local color statistics
between the two sides of the object boundaries (object
vs. background) [21]. The colored shaft of the instrument
supports this idea by varying from red tissue and organs.
Contemporaneously, the algorithm can account for small
change of the shaft appearance over time (e.g., from body
liquids), since the statistics are updated in every iteration.
We first sample points along the respective normals, sepa-
rately collect the statistics, and afterwards blur each statistic
with the neighboring ones (cp. Fig. 4). From each contour
position hi, foreground and background color pixels are
collected along the normals ni up to a distance L (that is
manually defined and fix), and local statistics up to the 2nd

order are estimated

v
0,B/F
i =

D∑
d=1

wid (4)

v
1,B/F
i =

D∑
d=1

widI(hi ± Ldni)

v
2,B/F
i =

D∑
d=1

widI(hi ± Ldni)I(hi ± Ldni)T

(5)

with d ≡ d/D the normalized contour distance, where
the ± sign is referred to the respective side, and image
values I are 3-channel RGB. The local weights wid decay
exponentially with the normalized distance, thus giving a
higher confidence to observed colors near the contour.
Single line statistics are afterwards blurred along the con-
tour, providing statistics distributed on local areas

ṽ
o,B/F
i =

∑
j

exp(−λ |i− j|)vo,B/Fj ; o = 0, 1, 2 (6)
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Figure 7. Edge detection. The images show edge detection results of
the Sobel (left) and the Canny (right) filter. In both cases the tool shaft
can hardly be distinguished from background noise. The organ surface
comprises many small vessels and structures that raise edges in the vicinity
of the tool tip.

and finally normalized

I
B/F

i =
ṽ
1,B/F
i

ṽ
0,B/F
i

(7)

R
B/F

i =
ṽ
2,B/F
i

ṽ
0,B/F
i

in order to provide the two-sided, local RGB means I and
(3× 3) covariance matrices R.
The second step involves computing the residuals and Ja-
cobian matrices for the Gauss-Newton pose update. For
this purpose, observed pixel colors I(hi + Ldni) with
d = −1, . . . , 1 are classified according to the collected
statistics (8), under a fuzzy membership rule a(x) to the
foreground region

a(d) =
1

2

[
erf

(
d√
2σ

)
+ 1

]
(8)

which becomes a sharp {0; 1} assignment for σ → 0;
pixel classification is then accomplished by mixing the two
statistics accordingly

Îid = a(d)I
F

i + (1− a(d))I
B

i (9)

R̂id = a(d)R
F

i + (1− a(d))R
B

i

and color residuals are given by

Eid = I(hi + Ldni)− Îid (10)

with covariances R̂id.
Finally the (3 × n) derivatives of Eid can be computed
by differentiating (8) and (10) with respect to the pose
parameters

Jid =
∂Iid
∂s

=
1

L

(
I
F

i − I
B

i

) ∂a
∂d

(
nTi

∂hi
∂s

)
(11)

which are stacked together in a global Jacobian matrix Jccd.
The state is then updated using a Gauss Newton step:

s = s+ ∆s (12)
∆s = J+ccdEccd

The optimization is done until the termination criteria is
satisfied (∆s ≈ 0).

The tracking pose is observed and compared to the
kinematic prediction in order to detect tracking loss. This
can either be a total loss of tracking, or the sliding of the
model alongside of the instrument shaft. For this purpose,
we restrict the output of the visual system to lie within a
certain range, derived from the current prediction (position
and angular values). Since we perform the tracking in
a local coordinate frame, we can also easily set pose
limits from this values. Furthermore, the estimate of the
pose covariance matrix gives a hint for the quality of the
tracking. By choosing an empirical maximum threshold for
the determinant of the posterior covariance, we can imply
a tracking loss.

IV. APPLICATION TO VISUAL GUIDANCE

The tracking approach introduced above is utilized to
visually guide the surgical instruments and the endoscopic
camera.
Although the robotic system is calibrated carefully, the above
mentioned inherent imprecisions cannot be determined with
a satisfying accuracy to position instruments with a very
high precision (which means 1mm or below). In particular,
the transformation F2

IT that follows from the aberration
of the carbon fiber shaft of the instrument (cp. Fig. 3(c))
cannot be minimized to a satisfying amount.

Visual servoing is a popular approach to guide a robotic
appendage (i.e., a surgical instrument in our case) using
visual feedback from a camera system. In general, visual
servoing can roughly be divided into two categories:
position-based visual servoing control (PBVS), in which a
Cartesian coordinate is estimated from image measurements
and image-based visual servoing (IBVS) approaches, which
seek to extract features directly from an image series. In
general, the accuracy of image-based methods for static
positioning tasks is less sensitive to calibration than PBVS
[25]. Image-based servoing does not depend as much on
calibration as the error is reduced directly in image pixels.
However, a practical difficulty during the alignment of
surgical instruments with a desired position in space lies in
the fact that the instrument is not necessarily in the field
of view of the camera and therewith no image-features
can be extracted. Hence, we first drive the instrument to a
Cartesian coordinate (reconstructed using stereopsis of the
3D endoscope) which is in the field of view of the camera.
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Since the 3D reconstruction suffers from a certain error
(caused by the mentioned intrinsic errors) we continue with
image-based servoing to overcome the remaining distance.
In fact, an eligible point close to the final position is chosen.

Given a target position that the robot is to reach, visual
servoing aims to minimize an error e(t), typically defined
by

e(t) = s(m(t), a)− s∗ (13)

where s∗ represents the target pose, s(m(t), a) the measured
pose, m(t) the measured image feature points and a any
additional knowledge needed, such as information from the
camera calibration. The function s(m(t), a) characterizes
the end point of the tool tip of an instrument carried by
the robot. In PBVS the position of the tracked features is
extracted from the camera image coordinates and projected
to the world frame by the mapping a, determined during
camera calibration. The target position can be extracted from
image features in a similar way. While PBVS minimizes the
error e(t) in world coordinates and the camera is treated as a
3D positioning sensor, IBVS directly tries to find a mapping
from the error function to a commanded robot motion.
As mentioned above, PBVS is used to drive the instrument
to a reconstructed point, which is located within the view of
the camera. As soon as this point is reached, the remaining
distance to the target goal is minimized in image coordinates.
In many IBVS scenarios the camera is attached to the robot
which is to be commanded (eye-in-hand configuration) and
therewith the velocity of the camera ξ is calculated. In
our setup, the instrument and the endoscope are carried by
two different robots and the calculated velocity ξ has to be
transformed to the robot that carries the instrument.
A single image feature, for instance the tip of an instru-
ment or a carried needle, is tracked in both left and right
camera coordinates. The feature vector s = (xL, xR)T =
(uL, vL, uR, vR)T comprises these coordinates:

s(t) =

[
u(t)
v(t)

]
(14)

Its derivative ṡ(t) is referred to as image feature velocity.
It is linearly related to the camera velocity ξ = [ υ ω ]T ,
which is composed of linear velocity υ and angular velocity
ω. The relationship between the time variation of the feature
vector s and the velocity in Cartesian coordinates ξ is then
established by

ṡ = Lsξ (15)

where L is the interaction matrix or image Jacobian [26].
The interaction matrix Lx related to an image point x =
(u, v)T reads as follows:

Lx =

[
− 1
z 0 u

z uv −(1 + u2) v
0 − 1

z
v
z 1 + v2 −uv −u

]
(16)

Variable z represents the depth of a point relative to the
camera frame. There exist different ways to approximate the
value of z, for example via triangulation in a stereo setup or
via pose estimation. Most of the existing methods assume an
calibrated camera, even if the impact of the calibration is not
very high. Few systems even assume a constant depth of the
tracked feature and therewith a constant image Jacobian. In
our approach, variable z is estimated via the kinematic chain
of the system. The interaction matrix can then be updated on-
line and the approach is easily transferable to miscellaneous
camera configurations. For instance, we equipped another
robot arm with a second monocular FujinonTMendoscope
that provides a different view on an object. Using equations
(13) and (15) we obtain ė = Leξ and our final control law

ξ = λL+
e e (17)

where λ is a positive gain factor and L+
e the Moore-Penrose

pseudo-inverse of Le.
As mentioned above, a single visual feature s is tracked in
the left and right images equation (15) is rewritten as[

ẋL
ẋR

]
=

[
LL
LR

R
LV

]
ξL (18)

The spatial motion transform R
LV to transform velocities

expressed in the right camera frame R to the left camera
frame L is given by

R
LV =

[
R
LR S(t)RLR
0 R

LR

]
(19)

where S(t) is the skew symmetric matrix associated
with the linear transformation vector t and where (R, t)
is the transformation from the left to the right camera frame.

To consider the characteristics of the trocar kinematic
during minimally invasive surgery, the instrument movement
at the fulcrum has to be zero in all directions that are
perpendicular to the instrument shaft. Since the location
of the incision point is well-known from the simulation
software, the 6DoF motion of the robot can be constrained
to 4DoF at the trocar. The velocities T

T ξ = (TTυ,
T
Tω)T at

the trocar point T and the velocities I
Iξ = (IIυ,

I
Iω)T of the

instruments tip I are related as follows:

T
IV · IIξ = T

T ξ

⇔
[
T
IR S(TIt)

T
IR

0 T
IR

] [
I
Iυ
I
Iω

]
=

[
T
Tυ
T
Tω

]
(20)

Assuming a straight shaft, TIR is the identity matrix and t =
(0, 0, d)T with d being the insertion depth of the instrument.
Since only the z-direction (the direction of the shaft) is free
to move, the linear velocity at the insertion point is denoted
by I

Iυ = (0, 0, IIυz). Solving (20) yields to

I
Iωx = −

I
Iυy
d

and I
Iωy =

I
Iυx
d

(21)
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So far, we covered the control of surgical instruments.
Furthermore, automated camera control (e.g., the endoscope
automatically follows an instrument) is also of high interest
to assist surgeons. The control law is similar to the instru-
ment control, but in contrast, we prohibit movements in the
directions of the shaft. For safety reasons of the patient it is
not suitable that the endoscope induces depth motion. Taking
Eqn. (21) into account and setting the camera velocities
C
Cυz = C

Cωz = 0 we obtain the new interaction matrix Lcam

ṡ =

[
Lυ
Lω

] [
υ
ω

]
(22)

=

[
− 1
z 0

0 1
z

] [
υx
υy

]
+

[
xy −(1 + x2)

1 + y2 −xy

] [
ωx
ωy

]
=

[
− 1
z −

1
d (1 + x2) − 1

dxy
− 1
dxy − 1

z −
1
d (1 + y2)

]
︸ ︷︷ ︸

Lcam

[
υx
vy

]

V. EXPERIMENTAL RESULTS

In order to evaluate the performance of the tracking
system, more or less crucial instrument poses during system
operation have been taken. After presenting the results of
the tracking, the compliance of the trocar during visual
guidance of an instrument is shown.
The evaluation has been performed on a Intel Xeon
QuadCoreTM2.4Ghz system. Images were taken and
processed in real-time with full PAL resolution (768× 576)
from the framegrabber. As a first step, the precision of the
instrument projection into image space, derived from the
kinematic data, was verified (cf. Fig. 12, first image). The
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Figure 11. Evaluation of the trocar constraint by means of a magnetic
tracking system

Figure 12. Left image: Initial estimation of the instrument pose, derived
from sensor readings. Right image: Mismatch of the model scaling factor
and the instrument due to strong specular reflections.

data is received by the tracking framework via network and
applied to the CAD model of the instrument. To project
the instrument pose into image space, a virtual camera is
set up in a similar fashion, with position and orientation
equal to the real endoscope. The projection of the shaft
does not have to overlay the instrument that is to be tracked
perfectly, but a good match supports a fast initialization of
the tracking. A good agreement of projection and instrument
helps to keep the normals of the sampled contour points
smaller, making the tracking more robust and faster. The
search length was determined experimentally.
For evaluation purposes, a series of images was annotated
by hand. Figure 8(a) shows the projection of the kinematic
prediction into image space in comparison with the ground
truth. The average distance error calculated over all frames
is around 33 pixels. The offset between the estimation and
the actual position of the instrument is well observable. The
average distance between the tracked point and the ground
truth could be reduced to 5.7 pixels. For the depicted
image series, tracking was lost one time for a period of
approximately 10 frames (lower left side in Fig. 8(b)). The
plots of the tracking x− and y− errors (Fig. 8(c) and Fig.
8(d)) point out a fast reinitialization of the tracking around
frame number 170. Excluding the 10 frames of the tracking
loss, the accuracy can further be reduced to 4.6px.
As already stated, the presented approach is not limited to
a specific appearance of the instrument. In fact, we used
three different instruments with blue, red and gray colored
shafts. In our artificial environment, the background is
very dark, since no brightened ribcage or abdominal wall
limits the sight. Therewith, tracking the gray shaft is most
challenging. While the detection of the shaft itself works
flawless, more sliding of the model is observable, compared
to the blue or red shaft. Since the color of the distal end of
the instrument changes from gray to silver, no hard contour
is given anymore. In this case, CCD loses tracking during
fast movements.
The main flaw of the proposed approach is the detection
of the accurate scaling factor. Since the CCD algorithm
seeks to maximize color statistics alongside of the contour
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(a) Kinematic Prediction vs. ground truth in image space
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(c) Errors compared to ground truth (x-axis)
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(d) Errors compared to ground truth (y-axis)

Figure 8. Tracking errors: The ground truth data was annotated by hand. Figures 8(a) and Fig. 8(b) show the error of the kinematic prediction vs. the
ground truth and the tracking in image space respectively. Figure 8(c) and Fig. 8(d) depict the errors in x− and y− direction in pixels, compared to the
ground truth.

edges between model and background, strong specularities
at the shaft can distort the measurement and are spuriously
recognized as part of the instrument (cp. Fig. 12). Those
kind of reflections especially appear at low distances (less
than 3cm) between the instrument and the light source,
dependent on the present luminosity. Then, the center of
the shaft can still be located accurately, but the distance to
the tip is wrong.

Regarding the visual guidance, we evaluated the compliance
with the trocar point, in addition to the experiments that
have been performed in the original work. Therefore, we
utilized a magnetic tracking system (Polhemus LibertyTM).
Since the magnetic markers were attached at the distal end
of the instrument, the influence of the robot motors can be

neglected. Figure 11 shows the movement of the instrument
and the fulcrum.

VI. CONCLUSION AND FUTURE WORKS

This paper has explored the tracking of surgical
instruments in minimally invasive surgery and its application
to the visual guidance of the instruments and the endoscopic
camera. Encoder readings from the robots were used to
predict an approximated pose of the instrument in image
space. The approximation is then used to (re-)initialize the
image-based tracking, to set pose limits and to supervise a
tracking loss. As modality, the Contracting Curve Density
algorithm was used, which maximizes local color statistics
collected at the model contour in order to separate it from
the background.
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Figure 9. Top row: Tracking a reddish instrument. The tracking is very stable, even is the shaft color is similar to the background. The white line (ending
in a red dot) indicates the projection of the kinematic prediction, the green dot is dedicated to the actually tracked position. The images are overlie with
the instrument model and the contour normals used for sampling the local color statistics. Bottom row: Instrument tracking with a blue shaft. Since CCD
does not employ a color or texture map of the instrument it can be applied to various shaft colors without changes.

Figure 10. Tracking a grayish instrument shaft. As background, artificial skin and a heart model was used. In a real laparoscopic intervention the depth
field would be more restricted, resulting in a brighter and more uniform illumination of the scene.

The performed experiments are very promising. Without
the need for changing the model or program parameters, a
blueish and a reddish instrument was tracked accurately.
Problems in finding an adequate scaling factor can arise due
to specular reflections, if the distance between instrument
and light source is small. During a preprocessing step, this
reflections could be removed, since their location and pixel
values are well-known. In order to prevent a misplacement
of the model at the distal end of the shaft, a non-uniform
distribution of sampling normals could be introduced.
After splitting up the model into an articulated model with
two parts, one representing the shaft and one representing
the rounded tip, the number of sampling points at each
sub-model could be adjusted independently. As the statistics
that are collected at the shaft would be weighted more
than the statistics at the end, a shift could presumably be
prevented. Also a simple blob detection that looks for the
silver-colored forceps could be employed in addition.
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Abstract—Applying assessment methods commonly used in 
healthcare, such as randomized, controlled trials, and 
financial analysis, often proves challenging when assessing 
technologies that strive to improve productivity. The 
traditional way of seeking the procurement and 
implementation of process-improving technology is based on 
financial analyses. These are often not only laborious, but also 
based on weak assumptions about the interrelationship 
between technology, processes, and the institutional 
environment. There is a need for a more pragmatic 
managerial approach. This paper suggests an alternative 
means, based on the theory of constraints (TOC), arguing that 
the primary focus of technology assessment should be on the 
ability of technologies to remove or alleviate organizational 
constraints, in order to increase throughput rather than 
reduce costs. Ultimately, the latter will happen as a 
consequence of the former. The suggested approach is 
illustrated through a case study of a home care organization, 
in which improved productivity is sought through the 
implementation of a mobile solution. Although conventional 
financial reasoning held that the implementation would save 
time and therefore be beneficial, the TOC approach showed 
that the implementation would in fact have an adverse effect 
under the current mode of operation. 
 
Keywords—Theory of Constraints, technology assessment, home 
care, healthcare operations management, mobile technology 

I.  INTRODUCTION 
Most healthcare providers are urged to improve their 

productivity to cope with increasing demand under resource 
constraints. There is a rising trend of seeking improvements 
in productivity through the use of technology, ICT 
(information and communication technology) in particular. 
This paper does not discuss clinical technologies, since their 
assessment follows a different logic and their methodologies 
are well developed. Instead the paper focuses on 
technologies that seek to improve productivity through 
process improvements (henceforth process technologies), 
following an OM (Operations Management) perspective. 

The number of different process technologies on the 
market is accumulating fast. Decision makers would like to 
base their decisions on hard numbers, such as net present 
value (NPV), cost-benefit, and payback time. Data allowing 
such analyses are, however, rarely available. Evaluating the 
financial measures of health technologies properly is 
difficult, for the following reasons [1]: 

• Technology solutions often impact on processes and 
may alter a service as a whole. Therefore it is 
difficult to evaluate the influence in advance, 
particularly if the operational mechanisms of a 
service are not fully understood. There may be 
opportunity costs and system effects, such as an 
improvement in one part of a process being offset by 
adverse impacts on other parts.  

• The gold standard of intervention assessment is the 
randomized, controlled trial (RCT), commonly used 
in clinical research (e.g., [2]). RCT requires detailed 
methodological design, including a statistically 
significant sample and a coherent control population. 
It can only be done for one technology at a time; 
once the technology has been implemented. RCT is 
often too time-consuming and expensive for fast-
paced process technology evaluation. 

There is a need for a more pragmatic, managerial 
approach to evaluating process-improving technologies. 
Such an approach would need to focus on the ability of a 
particular technology to move the organization towards its 
goal. Every organization has a goal and defining it clearly is 
of great importance. The generic goal of any for-profit 
business organization is to “make money now as well as in 
the future” [3],  “without violating the necessary conditions 
of providing a satisfying work environment for employees 
and ensuring customer satisfaction” [4], e.g., by offering 
quality products or services. The two prerequisites should 
not be confused as separate goals. They are threshold 
conditions which need to be satisfied at least to some 
minimum level, above which their impact on performance 
diminishes. The goal, on the other hand, has no upper limit, 
and it is something that should constantly be pursued.  

In public healthcare, defining the goal is more 
ambiguous, because of the inherent complexities. Several 
authors have suggested defining the goal of healthcare in 
terms of different outcome-related measurements 
[5][6][7][8][9], while others have chosen to define the goal 
in terms of tangibles, such as money [10][11], and the 
volume of services produced [12] or patients treated [13]. 
There is no obvious correlation between the volume of 
procedures and actual health outcomes; sometimes less is 
more [14]. However, the question of which volume and 
combination of treatments leads to the optimal outcome is 
beyond the scope of OM. Therefore efficiency studies must 
be based on the assumption that a certain clinically justified 
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level of service of a given quality is necessary, and the 
challenge is to produce those at the lowest (or optimal) cost.  

Taking on an OM perspective, Wright and King [13] 
build on the generic goal, suggesting that the goal of public 
healthcare systems is to “treat more patients, better, sooner, 
now and in the future”. The authors choose the definition of 
Ronen et al. [12], who propose that the highest-level goal of 
a not-for-profit organization, such as a publicly financed 
health organization, is to “maximize quality healthcare 
services provided to its customers, subject to budgetary 
constraints”. Both definitions assume that the two necessary 
conditions are satisfied. The condition of satisfying 
customers presumes that the right level and quality of 
service is provided to patients who need it. The authors also 
find that both definitions implicitly incorporate the pursuit 
of better health outcomes. 

In order to measure an organization’s performance 
relative to its goal, the goal needs to be translated into 
operational language through clear, simple and appropriate 
performance measures [15]. Thus, the goal should be 
defined as something easily measurable [3]. Financial 
measures, such as net-profit or ROI (return-on-investment), 
are affected by operational performance measures; therefore 
focusing on cost measures without a proper analysis of 
operational indicators is misleading. A certain technology 
can promote the operational performance measures derived 
from the organizational goal.  

Organizations should focus on throughput, defined as 
the rate at which the organization achieves its goal [3]. In a 
for-profit organization where the goal is to make money, 
throughput is defined as “the rate at which a system 
generates money through sales” [3]. In not-for-profit 
organizations defining throughput is more complex and 
varies according to the specific characteristics of the 
organization. For instance, in elective surgery throughput 
can be defined as procedures performed (output) minus 
rework. Arguing that “attainment of the financial goal [i.e., 
making enough money to cover expenses] provides for the 
realization of the clinical goal” (i.e., high-quality care), 
Gupta and Kline [10] define throughput as the income 
generated from patient care. 

Throughput is not the same as output, although the 
concepts are related. In manufacturing a finished product is 
considered output, which is turned into throughput once it is 
sold [3]. As services are produced and consumed 
simultaneously, the distinction between output and 
throughput is less obvious, particularly if payment is made 
prior to production and consumption. The practical 
definition of throughput depends on how we define the goal, 
e.g., money earned, patients treated, or service time 
produced. As a crucial operational indicator, it is important 
that throughput be defined as something manageable by a 
producer, serving its purpose, and that it is easily 
measurable. In public healthcare, throughput is therefore 
often defined as something tangible, such as the number of 

patients treated [13], services rendered [12], or money 
generated through patient care [10]. 

This paper takes a healthcare operations management 
approach, focusing on the managerial aspects of health 
technology assessment (HTA). The framework follows the 
management philosophy of the theory of constraints (TOC), 
in that it focuses on the impact of technologies on 
organizational constraints. A constraint is generally defined 
as “anything that limits a system from achieving higher 
performance versus its goal” [3]. By exploiting or breaking 
a system’s constraints, performance can be improved. The 
suggested approach explains how constraints management 
can be used as a tool for technology assessment.   

Section 2 provides an introduction to the theory of 
constraints. The objective is to clarify the logic behind TOC, 
and to provide reasoning about why it would be a suitable 
tool for HTA. First, the TOC philosophy and its main 
principles are explained, and different kinds of constraints 
presented. The more traditional strategy of reducing 
operational expense is contrasted with the TOC approach to 
maximizing throughput.  Section 3 describes how TOC can 
be used as a tool for technology assessment. Section 4 
illustrates this approach using an example from an ongoing 
case study of a home care unit, regarding a decision as to 
whether or not to invest in a certain mobile platform-based 
technology solution. In Section 5, we discuss the limitations 
of the study, the suitability of the TOC approach, and how it 
relates to financial analysis. Section 7 provides a conclusion 
and presents suggestions for further research.   

II. THEORY OF CONSTRAINTS 
Originally developed by Eliyahu M. Goldratt [15], 

“TOC views every organization as a chain of interdependent 
events (or processes) where the performance of each event 
(or process) is dependent upon the previous event” [5]. TOC 
is based on the assumption that every organization has at 
least one (but no more than a few) constraint(s) that keeps it 
from reaching a higher level of performance. Without a 
constraint the system’s performance would be infinite [16]. 
Although there is a tendency to think of constraints in 
physical terms, e.g., a lack of hospital beds, inadequate MRI 
capacity, or a shortfall in staff, it has been shown that the 
majority of constraints are not physical but policy 
constraints, such as operational procedure or management 
policy [11], which in turn may cause resource constraints. 
TOC argues that the system can only be improved by 
strengthening its weakest link, i.e., the system’s constraint. 
While an organization may experience several difficulties, 
some problem (constraint) has to be the most significant for 
the organization’s ability to reach its goal [4]. Therefore any 
improvement effort should target the system’s constraints. 
In this respect TOC differs from other management 
philosophies, such as Total Quality Management (TQM) 
and Just-In-Time (JIT), which consider any improvement in 
a process as being an improvement of the system as a whole 
[17].  
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Figure 1. A three-step process and its capacity and constraints (adapted 
from Ronen et al. [12]) 

Figure 1 illustrates the logic of TOC through a 
simplified example. It shows a three-stage process and the 
capacity of each stage, as well as its demand and output. 
The demand on the system is for 100 units (e.g., the 
treatment of 100 patients). The first department can handle 
100 units per day, the second department 50 units, and the 
final department 75 units per day. Department 2 constitutes 
the system constraint because it can only process 50 patients 
per day. The system throughput, or in this case the system 
output, can only be increased by improving the performance 
of the constraint [3]. “An hour lost at the constraint is an 
hour lost to the whole system” [15]. Departments 1 and 3 
have an overcapacity of 50 and 25 units respectively per 
day. Fully utilizing the capacity of either department will 
not impact on the output of the system, but will build up 
patient-in-process (PIP) inventory [18] (PIP is the healthcare 
equivalent to work-in-process in manufacturing). The PIP 
will lengthen the time it takes for patients to get through the 
system (lead time), as well as increase the ability of the 
system to respond to new or altered medical needs (response 
time). This has a negative effect on patient satisfaction. It 
may also affect clinical quality and thereby increase the 
operating expenses of the system. Rather than aiming for 
greater efficiencies through full resource utilization of 
departments 1 and 3, the system should aim to keep the 
production flow at a steady rate (determined by the 
constraint), by ensuring that department 2 can process its 
full capacity (50 patients per day). 

TOC distinguishes between constraints and everything 
else, which is referred to as non-constraints. According to 
the above-mentioned logic, the ability of the system to 
produce is not improved by increasing the efficiency of non-
constraints. 

A. The Five Focusing Steps of TOC 
Much like the other OM philosophies, TOC includes a 

process of continuous improvement, incorporating five 
focusing steps [3][19]: “1) identify the constraint(s); 2) 
exploit the constraint(s); 3) subordinate everything else to 
the decision taken in step 2; 4) elevate the constraint(s), and 
5) if a constraint is broken, go back to step 1. Do not let 
inertia be the cause of a constraint.” Step 2 refers to making 
sure the constraint is fully utilized at all times (provided it is 
a resource constraint), and eliminating policy constraints. 
Step 3 means that the constraint determines the pace of 
production. The main priority of the non-constraints is to 
keep the constraint(s) fully utilized at all times, their own 

utilization being of much less significance. Step 4 means 
improving the performance of the constraint(s) (e.g., by 
increasing its capacity, eliminating unnecessary work etc.). 
Step 5 expresses the need to repeat the process. 

B. The Need for a  Stable System 
A widely held assertion of OM is that a swift even 

production flow increases performance [20][21]. Other 
widespread OM philosophies such as TQM, Lean, and Six 
Sigma seek to balance the production flow by balancing the 
capacity of the system, so that every step produces at the 
same rate [22]. Efficiency is pursued though waste 
reduction; the capacity of each step should equal demand 
(e.g., a capacity and production rate of 50 units per 
department in the above-mentioned example). An even flow 
is sought by emphasizing the reduction of both internal and 
external fluctuations, in terms of poor quality, the 
processing time of each production step, quality, worker 
absence, lateness etc. 

TOC, on the other hand, recognizes that fluctuations can 
never be completely removed. This is particularly true in 
open systems, such as healthcare, which includes 
considerable customer-induced variability [23]. Because of 
the inevitable existence of fluctuations, TOC argues that a 
balanced system ultimately becomes inefficient. 
Fluctuations at steps that have no protective capacity cause 
inventory to build up, prolonging lead times, and reducing 
responsiveness etc. [24]. The fluctuations are caused by the 
combination of two phenomena: 1) internal fluctuations, i.e., 
the statistically inevitable fluctuations inherent in each step, 
and 2) cumulative fluctuation, caused by dependent events, 
i.e., the existence of a process. The fluctuations of each step 
accumulate, rather than level out, causing greater 
fluctuations downstream [15].  

TOC strives for an even production flow, but by means 
of an unbalanced system. This refers to the existence of at 
least one constraint. Contrary to the conventional view of 
constraints – something negative that should be eliminated – 
TOC regards constraints as pace setters, around which the 
rest of the system should be managed, or subordinated. The 
basic premise is that, by managing the whole system 
according to the production rate of the constraint, a stable 
flow can be reached (as opposed to by balancing the 
capacity and production rate). 

According to TOC, before the performance of a system 
can be improved it must first be stable. This requires the 
constraint to be identified, so that the non-constrained steps 
can be subordinated to the constraint, creating an 
unbalanced stable system. If no constraint exists, TOC 
suggests creating one, preferably one that is as natural as 
possible, e.g., an expensive piece of equipment. The 
positioning of the constraint is an important strategic 
decision [25]. 
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C. Traditional Focus on Cost 
Many healthcare organizations tend to follow a cost 

reduction policy, seeking to reduce all costs while 
simultaneously improving the efficiency of resources [5]. 
Although this is an intuitively logical approach, practice has 
shown that the measures, decisions, and behaviors this 
approach leads to can have quite the opposite effect 
[3][12][15][11]. If greater efficiency of all the steps in a 
process, instead of the constraints, is sought, PIP builds up, 
leading to longer waiting times, lead times, and response 
times, which in turn increases operating expenses. 
Traditional cost accounting creates incentives that 
encourage high efficiencies [3]. One reason for is that it is 
based on the false assumption that all resources are fully 
utilized at all times [15]. 

Cost accounting was first developed to deal with the 
accounting complexities stemming from the rise of mass 
production in the 1920s. At the time “direct wages were a 
major component in costs and were considered real variable 
costs […] The indirect costs were low and assigning them to 
products based on real direct wages (or another volume-
based variable such as machine hours) was a reasonable 
approximation for making business decisions such as 
continued production of a product, investment decisions, 
buy-or-make decisions, and so on” [12]. In those days, 
indirect costs (i.e., overhead) constituted around 5-10 
percent of the total costs of production. Today the indirect 
costs are 20-80 percent. Assigning them to products or 
services on the basis of the cost accounting formula creates 
severe distortions [3][12][15]. For instance, it fails to 
distinguish between constraints and non-constraints, 
creating incentives to improve the efficiency of non-
constraints, which will not increase the throughput of the 
system as a whole. In fact, it may cause throughput to 
decrease, as the flow becomes unstable. This is also known 
as “the efficiencies syndrome” [12]; a situation where 
increasing the efficiency of every production step, 
“emphasizing the utilization of inputs instead of focusing on 
outputs”, reduces the efficiency of the whole system. 

D. Focus on Throughput 
TOC holds that the most important performance measure 

of an organization is its performance relative to its goal, i.e., 
the throughput in terms of the number of “units of the goal” 
[5]. To improve performance, TOC focuses on maximizing 
throughput rather than reducing operational expense. This is 
also known as “throughput orientation” [4][26] or 
“throughput-world thinking” [26]. The logic is based on the 
assumption that the change in operational thinking will lead 
to behavior and decision making that reduces costs, through 
reduced lead time, response time, and PIP, as well as 
improved service quality [12]. Operating expenses can only 
be reduced to a certain level, while throughput, in theory, 
can be increased infinitely [3].  

As the production rate of the primary constraint 
determines the throughput of the system, the cost of the 
constraint is the cost of the entire system divided by the 
available number of constraint hours [15]. This approach is 
also referred to as throughput accounting (TA) [3][27]. It 
reduces the complexity by focusing on the production 
capacity and cost of the production step that matters, i.e., the 
constraint, instead of all steps separately. 

III. AN ALTERNATIVE APPROACH TO HEALTH 
TECHNOLOGY ASSESSMENT 

When health technologies are being assessed, the focus 
should first be on the technologies’ impact on throughput, 
then on costs.  When estimating the time-saving effect of a 
new technology, it is tempting to evaluate the saved cost in 
terms of cost per hour. If the time was saved at a constraint 
this approach might be valid. However, if the time saved 
does not affect the capacity of the constraint, it is unlikely to 
increase throughput [1]. 

Most healthcare organizations have large fixed costs, 
mainly the cost of personnel. Typically, only 10-15 percent 
of the budget is variable costs [3]. Saving the time of non-
constrained labor (mainly a fixed cost) does not affect unit 
costs, unless the time saved can be allocated elsewhere (e.g., 
moving excess capacity to the constraint to increase 
throughput) or less labor is required as a consequence, while 
still maitaining full utilization of the constraint. Unit costs, 
on the other hand, can be reduced by improving the 
throughput of the organization, as this spreads the fixed 
costs of the organization over more produced units. 

By concentrating on assessing the impact health 
technologies have on the system’s constraints, and thereby 
on throughput, it is possible to avoid some of the 
complexities associated with technology assessment in 
healthcare. If throughput can be increased at a reasonable 
cost, the additional expense is likely to be more than offset 
by the increase in throughput. 

The first step is to identify the system’s constraints using 
the five focusing steps [3]. Second, the effect of the 
alternative technologies on the constraints is evaluated. 
Which constraints does a certain technology affect and how 
does it improve throughput? Will the technology remove or 
alleviate the constraint to allow increased throughput? Does 
the implementation of a certain technology, and the 
accompanying process changes it makes possible, affect the 
constraint directly, or only in combination with some other 
technology or improvement effort? 

If it is determined that a technology can remove or 
alleviate a resource constraint (a policy constraint is not 
likely to be affected by technology), the marginal return on 
an investment in the constraint should be examined [25]. In 
other words, how much additional throughput can the 
investment achieve? Here, again, focusing on the constraint 
can reduce complexity.  

When assessing different technologies it is not 
uncommon to encounter a situation where there are several 
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constraints, as well as alternative technological solutions 
that may affect more than one constraint. Such a situation is 
illustrated in the following case study. 

IV. THE STUDY 
This section descibes the TOC approach in use through 

an empirical example. The investigation illustrated in this 
paper was performed as part of a larger ongoing study, 
aiming to explore ways of improving productivity in home 
care. 

A. Aim 
Prior to the investigation the subject organization was 

seeking to improve productivity through the implementation 
of mobile ICT technology. The objective was to ‘save time’ 
on a scarce resource, caregiver time, to be used for coping 
with an increasing demand for services. With the use of a 
mobile platform-based technology (henceforth ‘solution’), 
certain office tasks (e.g., charting) were to be transferred to 
the field, speeding up and improving the efficiency of the 
caregivers’ administrative work routines. 

In order to avoid investing in a solution that would not 
increase throughput, while simultaneously increasing 
operating expenses, the authors sought to investigate the 
potential solution’s effect on system constraints.   

B. Home Care Operations 
Home care (or domiciliary care) refers to regular 

healthcare or supportive services provided in a customer’s 
own home by a visiting caregiver. Home health care, 
meaning skilled nursing, is sometimes distinguished from 
home care, meaning non-medical care. Here they are treated 
jointly under the term home care. The services range from 
medical (e.g., health care and hospice) to supportive (e.g., 
bathing) and social services (e.g., transportation).  The 
purpose of home care is to enable people in need of 
assistance to continue living in their own homes by 
improving, maintaining, or reducing the natural stagnation 
of their health conditions and autonomy. Although age is 
not a basis for service discrimination, the vast majority of 
the clientele is typically made up of older adults, whose 
autonomy is reduced. 

The frequency of home visits varies with customers’ 
specific needs, ranging from occasional monthly visits up to 
4 visits per day, averaging 1.56 daily visits on weekdays in 
the organization that was studied. Although the absolute 
majority of the customer encounters constitute home care 
visits, occasionally services are provided over the phone, or 
a customer visits the office.   

The demand for services is based on an evaluation, 
performed by the caregivers, typically a nurse and a social 
worker, in collaboration with the potential customers. 
During the process, a care plan is made out for the accepted 
customers. The care plan is revised biannually or when 
changes in a customer’s condition so require.  

The output is the volume of procedures or service units 
performed (the provider perspective). An outcome is a 
change in a patient’s medical condition, which carries some 
health value (the patient perspective). The outcome (or 
value) is therefore the ultimate goal. The outcome cannot, 
however, be used as an operational indicator in situations 
where the outcome is significantly affected by factors 
beyond the service provider’s control, such as patients’ 
health behavior, placebo effects, or random events. The 
throughput is therefore the provider’s contribution to the 
creation of outcomes (health value). It was decided that the 
most appropriate definition of throughput was not the 
number of customers served, but the service time produced. 
Defining throughput as the number of customers or visits 
may risk constructing incentives to maximize the volume of 
encounters, rather than the effectiveness of the service. 

The schedule of the caregivers is based on the demand, 
as stated in the care plan. In home care, the demand for 
services is typically greatest in the morning [28]. The 
caregiver capacity is staggered into two 7.5-hour-long shifts. 
The morning shift workers start around 7-8 a.m., finishing 
around 3-4 p.m., while the evening shift staff comes on after 
2 p.m., finishing as late as 10 p.m. Although there is a slight 
variation in the starting and finishing times, the caregiver 
capacity is quite stable throughout the shifts, with a clear 
drop between the morning and evening shifts, the capacity 
of the evening shift being approximately 25% of that of the 
morning shift. 

C. Methods 
The inquiry adopted both qualitative and quantitative 

methods. The qualitative part was conducted to gain a rich 
understanding of the service operations of the home care 
organization that was studied. It included interviews and 
regular meetings with management, an ethnographic study 
of the service process and work routines, and several 
workshops with staff. Some results from the qualitative part 
of the study were first presented in Groop et al. [1]. 

The management team that was interviewed included the 
head of Home Care, a service manager, two ICT specialists, 
and one financial specialist. The objective was to get an 
overview of the service production system and its dynamics. 
Once the quantitative study was in progress, regular 
meetings were held with the management team for the 
purpose of feedback and analysis of findings. For the 
ethnographic study, the first author observed a staff member 
at work for an entire shift. A total of three staff members 
were observed on three separate occasions. The first two 
were registered nurses working in separate teams, while the 
third was a foreman. The first workshop was held at an early 
stage of the investigation. Its objective was to strengthen the 
comprehension of everyday services through a facilitated 
discussion with representatives from all levels of the home 
care organization. Once the quantitative study was finished, 
four workshops were held to disseminate and validate the 
findings. The first two workshops included all the foremen, 
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while the latter two targeted two separate home care teams, 
chosen by the management.   

The purpose of the quantitative part of the study was to 
quantify the home care operations, focusing on throughput 
and caregivers’ workload. The investigation consisted of a 
longitudinal analysis of operational data. Data illustrating 
the distribution of throughput, i.e., the amount, duration, and 
timing of realized home care visits, were collected for a 
period of six weeks, from February 9th to March 22nd 2009. 
This enabled analysis of the caregivers’ workload, i.e., 
services performed in terms of time, over a period of time.  

The data consisted of two consecutive three-week 
scheduling periods, and they were chosen in collaboration 
with management. According to the management team, the 
chosen period exemplified the most “normal” conditions, as 
it was least affected by staffing exceptions as a result of 
holidays. The data represented a total of 43,716 home care 
encounters amounting to a total of 21,934 hours of service. 

D. Participants 
The organization that was studied, Espoo Home Care 

(EHC), is a large public health organization. It is responsible 
for providing statutory home care services for the City of 
Espoo, one of the largest municipalities in Finland. The 
organization is divided into service homes and field-based 
services (Regional Home Care). Since the potential 
technology implementation targeted only the field-based 
services [29], the service homes were excluded from the 
analysis. Some services, such as night-time care (10 p.m. to 
7 a.m.), customer transportation, and meal and grocery 
deliveries, as well as care for certain severely disabled 
customers, are outsourced. These services were also 
excluded from the analysis. Services performed by 
temporarily leased caregivers, covering for absent 
employees, were included. 

Regional Home Care employed a field-based staff of 
326 (as of Feb 27th 2009), of whom 53 (16.2%) were part-
time employees, and 19 primarily office-based foremen, 
who were trained registered nurses or social workers. Out of 
the field-based personnel, roughly 23% were registered 
nurses, 61% practical nurses, and 15% home care assistants. 
The home services provided during the six-week period 
included services rendered to 2587 customers, by 293 
caregivers, for an average of 801 customers per day (STD 
40) on weekdays, and 389 (STD 12) on weekends. This 
corresponds to 1189 (STD 55) customer encounters on 
weekdays and 671 (STD 44) on weekends. 

The clientele of ECH consisted of both temporary 
customers, who exit the system once their health/autonomy 
improves, and regular customers, exiting the system either 
through death or transfer to a more comprehensive form of 
care, e.g., sheltered accommodation or long-term care.  
During the period of the study temporary customers 
received only 0.34% of the total services.  

V. FINDINGS 
This section first explains the process changes that 

certain technologies make possible, and provides reasons 
why these changes might help to improve productivity. 
After this, the TOC framework is adopted to evaluate 
whether the suggested process changes would in fact have 
the intended effect on productivity. 

A. Time and Location Constraints 
The home care service delivery process is field-based, 

which implies that there are constraints related to time and 
location [30], which have a great impact on the production 
flow. In the ECH the caregivers visit the office each 
morning, to collect their work list specifying which 
customers to visit, when, and which types of services to 
perform. The caregivers also pick up the keys to the homes 
of several of their customers, and company cars, if assigned 
one. Once the caregivers have completed their rounds, they 
return to the office to bring back the customers’ house keys 
and to perform office tasks, such as data entry into the EMR 
(electronic medical record)  (i.e., charting: visit summaries, 
updating patient information and care plans, placing 
customers’ grocery and meal orders etc.). All of these 
activities are subject to time and location constraints that 
can be broken using technology. The time constraint means 
that certain tasks have to be performed in a certain order 
(e.g., getting the keys before entering a customer’s home), 
and at certain times when the customer and caregiver meet. 
The location constraint means that certain services need to 
be performed at locations where the customers (home) or 
equipment (office computers) are located. The time and 
location constraints force caregivers to spend time moving 
between locations, rather than spending time serving their 
customers, which reduces throughput. 

Mobile solutions that allow data entry and the retrieval 
of patient information to and from the electronic medical 
record (EMR) can reduce the need to visit the office.  Data 
can be charted in the field rather than using a computer at 
the office, thereby eliminating a step in the process. This 
would be true if data entry were the only reason why 
caregivers visited the office. There may, however, be other 
time and location constraints. In this case, the caregivers 
also have to collect and return the customers’ home keys. 
This causes another time and location constraint that offsets 
the potential of the mobile data entry and retrieval system. 
There are, however, technologies that allow a mobile 
platform to turn into a door-opening device, combining two 
technologies that together may have the power to break the 
constraint. 

The constraints matrix (Figure 2) is an instrument that 
helps visualize the relationship between technologies and 
constraints, once these are identified. Figure 2 shows an 
example of the matrix based on the observations from the 
case study, including the previously presented time and 
location constraints that constitute major everyday obstacles 
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to a swift even flow [20]. There are other reasons for 
visiting the office as well, such as team meetings or 
collecting and sorting customers’ medication. These 
activities, however, differ from the constraints used in the 
example in that they do not have to be performed every day, 
and can be scheduled. 

The technologies are wireless mobile platform-based 
solutions. The technologies have different capabilities, each 
breaking some of the constraints. Technology 1 affects 
constraints 1, 2, and 4, while technology 3 only affects 
constraint 1. The technologies considered for 
implementation included software applications which make 
possible either one-way or two-way charting of the EMR, 
i.e., wireless data entry, or both wireless data entry and 
retrieval, as well as flexible mobile scheduling, i.e., mobile 
work lists. One technology was a Bluetooth-based solution 
for wireless door-opening. The solution can be integrated 
into any Bluetooth-equipped mobile device. The capabilities 
of the technologies are: 

• Technology 1: two-way charting and scheduling 
• Technology 2: two-way charting and scheduling 
• Technology 3: one-way charting (data entry) 
• Technology 4: Bluetooth-based wireless door-

opening 
Not all constraints have the same impact on the system. 

Some are more severe than others. It is likely that the home 
key constraint will have a lesser impact on the system’s 
throughput than the mobile data entry and retrieval 
technology. The caregivers’ information processing 
activities consume considerably more time than customers’ 
home keys logistics. However, due to synergy advantage, 
together the technologies are bound to contribute more than 
the sum of their parts, as they can remove an entire process 
step. 

 

 

Figure 2. Constraints matrix showing which constraints the alternative 
technologies affect. 

 

Unfortunately, not all technologies are equally easy to 
implement. The technology, and the ease or difficulty of 
implementation, is termed feasibility. It incorporates the 
following variables: a technology’s usability; the cost of the 
investment; the process changes involved, and their ease of 
implementation. There may be considerable differences both 
in terms of operational feasibility and in the amount of 
education and training required. Technologies by 
themselves rarely have the capability to increase throughput 
and improve productivity. Their power lies in their ability to 
allow the redesigning of the way in which tasks are 
performed, so that more can be done with less. 

For example, mobile data entry and retrieval 
technologies can allow home care caregivers to spend more 
value-adding time with their customers, improve the quality 
of the EMR information as a result of timely data entry, and 
remove the need for double data entry. Most activities will 
still need to be performed, only now at a more desirable 
time and place, which in turn may improve the operational 
flow and process throughput (quality improvement), or the 
same amount of customers can be treated with a smaller 
workforce (increased productivity).  

When evaluating technologies it is imperative that the 
process redesign be accounted for. Thus, before evaluating 
new technologies on the basis of financial measures such as 
ROI and payback time, the ease of implementing the 
accompanying process changes should be evaluated. Even if 
the time and location constraints which currently force the 
caregivers to visit the office were to be removed, will the 
caregivers stop going there? There might be other reasons 
for visiting the office, such as social purposes. By 
implementing certain technologies the constraints can be 
eliminated, but the true benefits will not be realized before 
the operating procedures and practices change. 

Goldratt et al. [31] explain that constraints force 
organizations to create rules (policies or routines) to cope 
with or work around exisiting constraints. Apparently, it is 
not uncommon for these rules to remain after the constraint 
has been removed. Failure to revise the rules has been 
shown to keep organizations from realizing the benefits of 
new technologies. The authors believe routine changes can 
be brought about by implementing suitable incentives. 

B. Constraints vs. Non-Constraints: Timing Matters 
The quantitative analysis of operational data showed the 

existence of considerable peaks in the workload. Figure 3 
shows the fluctuation in the workload throughout the day, in 
terms of the total amount of service time. Roughly fifty 
percent of the services are performed during peak hours, 
from 8-11 a.m. This causes a peak time resource constraint 
during the morning rush hour, throughout which the system 
has trouble coping with demand.  
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Figure 3. The caregivers’ workload distribution. The figure shows the 
accumulated service time per hour of the day over a six-week period. 
    

The intended mobile technology implementation sought 
to improve productivity by saving time on office tasks. 
However, the office tasks are performed in the afternoon 
during a period of low demand. Because of the uneven 
workload distribution, the time would be saved during hours 
of excess capacity (i.e., a non-constraint). TOC tells us that 
throughput can only be increased by alleviating or breaking 
the constraint, not by increasing the efficiency of non-
constraints. In practice, saving time in the afternoon would 
not allow the organization to serve more customers. 
Consequently, implementing the solution in the current 
system is unlikely to save time during the peak time 
constraint.  

By examining the home care operations through the 
TOC lens, we concluded that the sought technology 
implementation would not have the desired affect on 
productivity. The analysis also gave us the insight that the 
workload distribution was constraining the productivity of 
the system. However, once the workload is more level, 
alleviating the time and location constraints by 
implementing the technology is disposed to enable the 
organization to service more customers, improving 
productivity.  

VI. DISCUSSION 
Assessing the technologies from a traditional cost 

perspective – comparing the costs of the investment with its 
potential time savings multiplied by cost per hour – would 
not have provided a true representation of the effects on the 
system. First, reducing the required caregiver time in the 
afternoon does not reduce the organization’s operating 
expenses, since labor is a fixed cost. The capacity remains 
unaffected, but capacity utilization is reduced, which 
spreads the fixed costs over less service time. Second, an 
investment in technology increases operating expenses. 
Third, in the current mode of operation, as time saved in the 
afternoon cannot be used to treat more customers (there is 

already overcapacity in the afternoon), no additional 
throughput is gained. Consequently, there is no added 
throughput to offset the increase in operating expenses. This 
reduces productivity, the complete opposite of what the 
planned investment sought to achieve. 

A. Limitations of the Study 
As a result of a lack of accurate data on the timing and 

duration of office tasks – unlike customer encounters, back-
office activities, such as office tasks and transit, are not 
recorded – the contribution of office activities to the total 
workload could not be accurately quantified.     

The capacity utilization rate (CUR) of the caregivers 
would have been a more appropriate measure than 
throughput for analyzing the workload. The distribution of 
throughput (i.e., service time) was therefore used as an 
approximation of the workload. From a previous activity-
based costing investigation it was known that the office 
tasks consume less than 20 percent of the caregivers’ total 
working time. Transit accounts for approximately 12 
percent, and is naturally distributed alongside the 
throughput. At the time of the study, the ratio of service 
time to back-office time was less than forty percent. From 
this it can be construed that currently there is excess 
capacity in the afternoon, even though it is not quite as 
remarkable as Figure 3 would suggest, as the figure does not 
account for back-office activities. 

Because of the problem-solving nature of the 
investigation, only one organization was studied. Both the 
literature [28] and the authors’ experience, however, suggest 
that the morning demand peak is a common but poorly 
understood characteristic of home care operations.  

B. A Note on  Financial Analysis 
When constraints and their priorities are understood, 

organizations can proceed to financial evaluation. Financial 
evaluation methodology has been widely discussed in the 
literature [32][33][34][35][36] and basic concepts can be 
applied to healthcare technology evaluations. We briefly 
present two commonly used methods, cost-benefit analysis 
and cost-effectiveness analysis, as examples of basic 
financial evaluation tools. Cost-benefit analysis (CBA) uses 
a monetary frame of reference to evaluate both outcomes 
and costs. Both the costs of interventions and the values of 
outcomes are assessed in terms of money. This analysis is 
particularly useful if the outcomes exceed costs and the 
solution with the largest net benefit (outcomes subtracted 
for costs) should be selected. Unlike CBA, the focus of cost-
effectiveness analysis (CEA) is on the non-monetary 
outcomes of an intervention, such as a health improvement. 
CEA compares the cost of alternative (intervention) 
outcomes. “Alternatives are calculated and presented in a 
ratio of incremental cost to incremental effect” [37]. CEA is 
therefore more suitable for assessing technologies that 
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aspire to improve health outcomes than for evaluating 
process technologies. 

Depending on the definition of throughput (money, 
visits, customers, service time etc.), these methods can be 
used to evaluate the financial implications of a change in 
throughput. The focus should, however, be on the 
throughput of the primary constraint, not the non-
constraints’. Following TA, technologies could be assessed 
on the basis of their ability to increase the measure 
‘throughput per constraint minute’ [3]. 

C. When is the TOC Approach Appropriate? 
Prioritizing throughput over cost is particularly suitable 

for organizations that have sufficient demand to absorb the 
increased throughput. If, however, demand is a constraint 
(market constraint [12]), organizations should shift the focus 
to producing the same services with fewer resources, i.e., 
maintaining throughput while reducing operational 
expenses. Subject to a market constraint, the bottleneck 
resource that governs throughput, to which the rest of the 
system should be subordinated, is the resource with the 
highest utilization after market demand is satisfied [38]. As 
such, the TOC approach can help improve productivity even 
in the absence of an actual resource constraint. 

The framework provides a rough, easy, and simple 
approach to ranking alternative technologies, according to 
their ability to affect the true operational limitations, i.e., the 
constraints. It is advisable to use this framework as a first 
step in the right direction. The suggested approach stresses 
that increasing throughput will reduce costs, while reducing 
costs will ultimately reduce throughput. Therefore the 
primary focus of technology assessment should be on the 
ability of technologies to increase throughput rather than 
reduce costs, so that existing resources can be used to their 
full potential. 

VII. CONCLUSION AND FUTURE WORK 
New technologies are traditionally assessed on the basis 

of simplified financial estimates, with the operational 
impact being overlooked. This paper suggests an alternative 
approach based on Operations Management (OM), 
following the theory of constraints (TOC). The TOC 
approach is more pragmatic and suitable for technology 
evaluation in a fast-paced and growing health technology 
market. It holds that the performance of the system can only 
be increased by improving the performance of the primary 
constraint. Therefore technologies should be assessed on the 
basis of their ability to improve the performance of the 
constraint. The suggested approach further stresses that 
prioritizing throughput over cost will reduce costs, while 
focusing on cost reduction will ultimately reduce 
throughput. Once the operational aspects have been 
assessed, financial methods are bound to be more reliable 
and useful. 

The empirical study showed that the time and location 
constraints were not the organization’s primary constraint, 
as originally conceived. Alleviating or removing these 
constraints would therefore not have the desired affect. This 
provided the insight not to invest in the planned mobile 
solution, under the current mode of operation. The analysis 
further prompted the need to alleviate the impact of the peak 
time workload in Espoo Home Care by leveling service 
provision. An investigation of the causes behind the uneven 
workload distribution is currently taking place.  

Suggested future work includes further development of 
the methodology and empirical testing of the presented 
framework in other settings, particularly those in which a 
technology is actually implemented. Comparing the use of 
this instrument to evaluations performed with other methods 
would be a valuable contribution. 

Further testing and reporting on the suitability of the 
suggested framework for evaluating investment decisions 
outside healthcare is encouraged. Although TOC aspires to 
be the basis for all decision making, there seems to be a lack 
of published empirical studies on using it for this type of 
investment analysis. 
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Abstract - In this paper a novel spectral technique based on K-
Law Fourier nonlinear methodology is developed to classify 
White Spot Syndrome Virus inclusion bodies found in images 
from infected shrimp tissue samples. Shrimp culture is 
expanding in the world due to their high demand and price. 
This rapid increase in cultured shrimp production was 
achieved by geographical expansion and technological 
advances in reproduction in captivity of the white shrimp 
Penaeus vannamei, larval rearing, artificial diet and 
intensification in growth out systems. However, diseases are 
one of the major constraints for the sustainable increase of 
shrimp production. The white spot syndrome virus is a 
pandemic disease where frequently 100% mortality may occur 
within 2-3 days. However, several techniques have been 
implemented and developed for viral and bacterial analysis 
and diagnostic's tasks; histology is still considered the common 
tool in medical and veterinary fields. The slide images were 
acquired by a computational image capture system and a new 
spectral technique by the development of a spectral index is 
done to obtain a quantitative measurement of the complexity 
pattern found in White Spot Syndrome Virus inclusion bodies. 
After analysis the results show that inclusion bodies are well 
defined in a clear numerical fringe, obtained by the calculation 
of this spectral signature index. 

Keywords - WSSV; image processing techniques; inclusion 
bodies; shrimp; virus 

I.  INTRODUCTION 

Several techniques and methods including microscopic 
observation under light, dark field, phase contrast 
microscope, bioassay, transmission electron microscopy, 
immunological, molecular and histopathological methods 
have been developed for viral and bacterial penaeid shrimps 
diagnostics [1][2]; these can be divided in traditional 
morphological pathology, bioassay, microbiology and 
serology and molecular methods such as PCR, however 

histology is still considered the common tool in medical and 
veterinary for research and diagnostics tasks [3][4][5]. The 
contribution of aquaculture to world supply of fish, 
crustaceans, mollusks and other aquatic animals has 
continued to grow, and has gone from a 3.9% of total 
production in weight in 1970 to 36.0% in 2006. The world's 
supply of crustaceans by aquaculture has grown rapidly in 
the last decade, and has reached 42% of the world 
production in 2006 and, in that same year, provided the 70% 
of shrimps and prawns (peneidos) produced worldwide [6]. 
Penaeus vannamei is the most important shrimp species in 
terms of aquaculture production and is naturally present 
along the Pacific coast of Central and South America [7].  

This species was originally cultured in North, Central 
and South American countries but at the end of the 1970s, 
this species was introduced in Asia [8]. In spite of this 
important increase of shrimp production, the shrimp culture 
industry has been affected since the 80´s with different 
important diseases [4], being the viruses the most significant 
pathogens in shrimp. Viral diseases have caused 
considerable losses of production and jobs, reduced earning, 
export restrictions, failure and closing of business and 
decreased confidence of consumers [9]. 

The white spot syndrome virus (WSSV) is considered as 
a serious pathogen and is actually a pandemic disease 
causing important effects in production in many countries 
with the consequent social impact of many Asian and 
American countries. México traditionally is considered a 
privilege country where extensive commercial shrimp 
aquaculture can be exploited, due its weather and location 
close to the biggest consumer of the world, United States of 
America.  

Since 2000, in México, shrimp producers from the 
Northwest of the country have been affected by WSSV. 
Sinaloa and Nayarit states for example, were reflected their 
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losses by the reduction of exportations from 30.1 million 
USD in 2000 compared to the 44.8 million USD in 1999, 
the losses amount were approximately 14.7 million USD 
just in one production year, thus producers after this year 
have been taking actions to control the WSSV disease to 
reduce their impact [10]. 

Today the virus continues affecting the production 
causing the closure of many businesses and affecting the 
capital of many investors. It is reported by example that in 
the first half of 2009, the virus has caused mortalities of 70-
80 per cent in affected farms in Sinaloa and in Sonora the 
virus was dispersed in 2008 to areas of the state that had 
remained free of the pathogen (Personal communication 
with the Aquatic Health Committees of Sinaloa and 
Sonora). 

WSSV infections have been detected in various tissues 
and organs, hemolymph, gills, stomach and body cuticular 
epithelium, hematopoietic tissues, lymphoid organ, antennal 
glands, connective tissues, muscle tissues, hepatopancreas, 
heart, midgut, hindgut, nervous tissues, compound eyes, eye, 
testes and ovaries of naturally and experimentally infected 
shrimp [11]. WSSV can spread and infect shrimps of any 
stage of grow-out, asymptomatically affecting all life cycle 
stages, from eggs to broodstock. Once the clinical signs are 
developed, mortality can reach 100% in 3 days. The 
causative agent of the disease is an ovoid or ellipsoid to 
bacilliform in shape double-stranded DNA virus (120-150 
nm in diameter and 270-290 nm in length), which genus is 
Whispovirus, within the family Nimaviridae [12][13] . 

There is no efficient approach to control this disease, 
thus, the need for rapid, sensitive diagnostic methods led to 
develop new alternative techniques in different fields of 
knowledge. The selection of a method is dependent on the 
purpose, e.g., histopathology is used to determine the 
affected organs, the levels of affectation, the pathological 
changes in cells, tissues and organs and computing optic 
disciplines can be of support to these conventional methods. 
Histology makes possible to analyze pathological changes in 
several tissue cells and allow the pathogen identification, 
which are sometimes difficult to recognize with other 
alternative techniques.  

For this kind of analysis the method involves several 
steps to obtain the final sample, which contains a shrimp 
tissue slice where the inspection is conduced; this tissue slice 
has a thickness of 1-5 µm, stained with hematoxilin - eosin 
necessarily to make the examination under microscope. 
WSSV infection is commonly seen in cuticular epithelial 
cells and connective tissue cells of the stomach, carapace and 
gills. However it is also seen in antennal gland, lymphoid 
organ, hematopoietic tissue and phagocytes of the heart, 
some WSSV samples are shown in Figure 1. 

Infected cells typically have hypertrophied (enlarged) 
nuclei containing a single intranuclear inclusion. Inclusions 
at the beginning are eosinophilic and sometimes are 
separated by a clear halo beneath the nuclear membrane; 
these are known as Cowdry type A inclusions. Later 
inclusions become lightly to deeply basophilic and fill the 
entire nucleus [14], as shown in Figure 2. 

 
Figure 1.  Arrows show samples of connective tissue cells presenting the 

WSSV infection. 

There is no efficient approach to control this disease, 
however the WSSV early detection can prevent the shrimp’s 
mortality by application of different strategies, one of them 
may be the RNA genetic technique and it can be constituted 
as a new therapeutic strategy to control the WSSV infection 
[15]. Thus, the need for rapid, sensitive diagnostic methods 
led to develop new alternative techniques in different fields 
of knowledge like computing optic disciplines that can be of 
support to conventional methods. 

Several optic and computational techniques were 
developed to recognize these kinds of biological patterns, the 
analysis of inclusion bodies is determinant of the virus 
presence, e.g., the color correlation approach used to analyze 
and recognize the presence of IHHNV inclusion bodies by 
histological samples from 35 mm transparencies digitalized 
with a flatbed scanner [16]. 

The aim of this paper is to extent the development of a 
new technique to classify the WSSV basophilic and Cowdry 
type A inclusion bodies, acquired from histological 
digitalized images from infected shrimps samples by the 
analysis applied over WSSV sample’s slides, based in the 
application of Fourier spectral filtering techniques, such as 
K-Law nonlinear filter technique [1]. 

 
Figure 2.  Typical infected shrimp's cells with WSSV basophilic and 

Cowdry A type inclusion bodies. 
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These Fourier spectral and color correlation techniques 
have been demonstrated the capability of analyze important 
characteristics from viruses and pathogens [16][17][18], 
including applications in several fields [19][20][21][22]. 

Therefore, section II describes the core basis of the 
methodology and the equipment used to obtain the images 
from infected shrimp tissues; section III presents the results 
obtained with the spectral signature index developed; 
additionally the statistical analytic values obtained from this 
index and the experiments carried out from the digitalized 
images previously acquired are included; finally in section 
IV the possible future work that needs to be done to enrich 
this research is discussed. 

II. MATHERIALS AND METHODS 

Development of a new technique to analyze and classify 
WSSV inclusion bodies is divided in five subsections; 
subsection A describes how the shrimp samples were 
prepared; subsection B describes the equipment used for 
image capturing; subsection C describes how had been 
determined the best spatial color channel function from the 
multispectral images where the WSSV texture measurement 
and tissue analysis are carry out by this technique; subsection 
D explains the mathematical basis used for this technique; 
finally subsection E describes the steps involved in the 
obtaining of the classification by the signature index 
proposed. 

A. Virus sample preparation 

Experimental shrimps were obtained from a farm located 
in the state of Sinaloa, México; transported live to the 
laboratory to be fixed in Davidson’s solution; after 24 h, the 
fixative was discarded and shrimps were preserved in 50% 
alcohol solution until they were ready to be processed by 
conventional histology techniques [2][3][5][13] to obtain the 
final shrimp tissue histological sample slides, as shown in 
Figure 3, afterwards they were ready to be examined under 
microscope.  

 
Figure 3.  Shrimp tissue histological sample slides ready to be analyzed 

under microscope. 

Several types of WSSV inclusion bodies were selected 
from cuticular epithelium, connective tissue and abdomen 
tissue and were digitalized to obtain a filter bank. 

 
Figure 4.  Leica microscope model DMRXA2 equipped with a RGB color 
3.2 mega pixel digital camera (Leica model DC300) attached to a 2.5 GHz 

PC Pentium IV. 

B. Digitalized images capture 

The WSSV sample slide images were acquired by a 
novel computational image capture prototype system to 
enhance the digitalized images with novel autofocus and 
fusion techniques developed [23][24], running inside a 2.5 
GHz PC Pentium 4 with 1 GByte RAM and 80 GBytes HD 
attached to Leica microscope (model DMRXA2) equipped 
with a RGB color digital camera (Leica model DC300), as 
shown in Figure 4. 

A set of 168 microscope images were acquired from the 
shrimp’s tissues by 60x objetive with a 2088 x 1550 pixels 
color resolution digital camera; each representative field can 
contains about an average of 30 to 60 approximately 
inclusion bodies depending of the level of WSSV infection. 
Afterwards, a set of 870 WSSV inclusion body images were 
selected to build a filter bank with 100 most representative 
WSSV images obtaining the intensity spatial domain matrix 
data of each WSSV image to be analyzed; thus multispectral 
function  ,f x y  is defined for every pixel coordinates x  

and y  on digitalized images, where  , ,R G B      

acquired by a CCD’s digital camera with range  0, 255  and 

red (R), green (G) and blue (B) are channels in RGB color 
space representation. 

C. Multispectral analysis for the best spatial function 
channel determination 

Let us introduce some useful definitions and functions: 

1 2 3, , ,.., wf f f f     are a multispectral filter bank of W  
captured images of size N P  pixels from inclusion body 
samples taken;  ,wf x y  is the captured image matrix with 

pixels  ,x y  in the thw  inside filter bank images, where 

1,..,x P , 1,..,y N  and 1,..,w W . 

Each inclusion body sample image  ,wf x y  digitalized 

can be decomposed by their corresponding RGB 
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 , ,R G B     channels; thus the three intensity matrix 

data are  ,R
wf x y ,  ,G

wf x y  and  ,B
wf x y  respectively. 

Let ̂  be a vector of real numbers  , where ̂   
with   elements, whose elements are sorted in ascending 
order with respect to their values, the maximum function 

ˆ( )MAX  and the integer function     of a number can be 

expressed respectively, like 

   1
ˆ ˆ( ) , , 1,2, , 1i i iMAX h h h h i        (1) 

  , , 1                 (2) 

where   represent the set of whole numbers. 
Every intensity matrix channel of each inclusion body 

from the filter bank are analyzed by taking a intensity profile 

vector set  q w

 where 1,..,q Q vectors and 

   ,wq w
f x y   , thus  q w

  can be defined by 

     2 2, , ,..,Q Q
Vtw wq x for Vtf              (3) 

where Vt , 2
N

Vt Vt      and 1,..,x P . 

 Let 


  be a vector of mean values of intensity profile 

vector set, on each channel, where 


  , using (3) these 
mean values can be calculated as 
 

 
 q w

q
w

Q






 


. (4) 

 Figure 5 shows the intensity profile vector set  q w

  

graphics calculated from each WSSV channel using (3), 
afterwards, using (4) can be obtained the pattern 

measurement of every WSSV channel,  R
 ,  G

  and 
 B
  respectively. Calculating the maximum value MV  of 

the mean values vectors 


 can be obtained the best spatial 
matrix data from where the WSSV inclusion body pattern is 
analyzed, MV  can be obtained by the following expression  

    , , 1,..,
R G B

w w wMV MAX for w W
  

      , (5) 

therefore the channel source from MV  has a maximum 
value indicates the best matrix data, as shown in Figure 6. 

 
Figure 5.  WSSV inclusion body analysis to get the best information 

channel, (a) intensity vector set, (b) red channel intensity profile, (c) green 
channel intensity profile and (d) blue channel intensity profile. 

 

 
Figure 6.  After analyzing the WSSV filter bank and obtaining the 

maximun value from intensity profile, (a) shows mean values from red 
channel, (b) shows green channel with the maximun value, (c) shows mean 
values from blue channel and (d) shows a RGB conversion to gray space 

with the mean values from its intensity profile. 

D. WSSV spectral signature index classifier 

The spectral signature SSF  can be defined like a 
function to obtain the spectral properties of  ,wf x y  from a 

specific RGB channels  , ,R G B   ; whereas the spectral 

signature index ssi  was developed to get a quantitative 
measurement of the inclusion bodies complexity pattern.  

Let ssi  be defined like scalar number valued ssi   to 

measure the spectral frequency properties found in  ,wf x y  

obtained by SSF  function, let  ,GI x y  be the intensity 

matrix data obtained by  ,wf x y  green channel, where 

WSSV inclusion bodies characteristics are protruded.  

128

International Journal on Advances in Life Sciences, vol 2 no 3 & 4, year 2010, http://www.iariajournals.org/life_sciences/

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



Let function     , 0,1G
ContourI x y   be the WSSV inclusion 

body contour of the function  ,GI x y  calculated by the 

application of active contour technique (also known as a 
“snake”) as follows 

      
22, , * ,G G

ContourI x y G x y I x y 
   ,  (6) 

where 2  is the Laplacian operator,  ,G x y  is a Gaussian 

standard deviation  , afterwards the edge is obtained by the 

zero-crossings of     2, * ,GG x y I x y
   in the Marr-

Hildreth theory [25]. 
Morphological reconstruction has a broad spectrum of 

several functions, e.g., like those to filling holes, defining the 
function  ,G

WSSV SegI x y
 to be the image segmentation of 

WSSV inclusion body function  ,GI x y , it can be obtained 

by filling the area of WSSV inclusion body contour 

calculated by (6) , let   ,inB x y  be the pixel coordinates 

set delimited by the area of the function  ,G
ContourI x y , then 

the pixel coordinates set can be obtained by 

    , , 1G
in ContourB x y inside I x y  , afterwards the  

general segmentation function  ,G
SegI x y  can be defined as 

follows  

       1 , ,
,

0
G in

Seg

x y x y
I x y

otherwise

     


,  (7) 

where    , ,G G
WSSV Seg SegI x y I x y 

  ,    , ,G
Contourx y I x y   

and in inB  . 

 
Figure 7.  Segmentation steps, (a) shows the contour from WSSV 

inclusion body, (b) shows the centroid coordinates and image 
segmentation, (c) shows the calculation of minimum radius and (d) shows 

the circular mask to apply into its WSSV pattern analysis. 

Once WSSV inclusion body segmented function is 
obtained, it is necessarily to make the analysis just inside of 
the WSSV inclusion body pattern, thus a binary circular 

function  ,G
MaskI x y  is calculated inside the segmented 

function  ,G
SegI x y .  

The center of the circular mask function is calculated by 
obtaining the centroid  ,C Cx y of the WSSV inclusion body 

segmentation  ,G
WSSV SegI x y

 , the coordinates  ,C Cx y  can 

be calculated by the following pair equations as 

 

   

 
1 1

1 1

,

,

G

G

P N

WSSV Seg
i j

C P N

WSSV Seg
i j

i I i j

x
I i j






 


 






 (8) 

and 

 

   

 
1 1

1 1

,

,

G

G

P N

WSSV Seg
i j

C P N

WSSV Seg
i j

j I i j

y
I i j






 


 






. (9) 

The minimum radius MinR  of the circular binary mask 
where the WSSV inclusion body pattern will be analyzed 
centered on  ,C Cx y , can be obtained defining the function 

 R   used to calculate the magnitude of a vector beginning 

in coordinates  ,C Cx y  until reach the edge of  

 ,G
WSSV SegI x y

  in   direction as follows 

 

 
 

* *

* *

( ); ( )
.

1: , 1G
WSSV Seg c c

r x r cos y r sin
R

r r r if I x x y y

 





       
       

 (10) 

 
Afterwards doing  1r R   and  2r R      where 

a counterclockwise angle increment is  , thus the 
minimum radius MinR  can be defined by 

 1 1 2

2
Min

r if r r
R

r otherwise

 
  
 

, (11) 

then using (10) and (11) for 0,..., 2     is obtained 

MinR . Let the function  MinCirc R  be the circle created by 

the rotation of MinR , then the  ,G
MaskI x y  circular binary 

mask function using (7) is obtained 
by    , ,G G

Mask SegI x y I x y  doing    , Minx y Circ R   and 

    , 1in Minx y inside Circ R   , as shown in Figure 7. 
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Let the function  ,G
IBI x y be the intensity matrix data 

resulted after the application of the  ,G
MaskI x y  circular 

binary mask function over the area where inclusion bodies 
are analyzed; thus      , , ,G G G

IB MaskI x y I x y I x y    , where 

  represents the bitwise multiplication. 

Let us MaskA  be defined such as the circular binary 
mask’s total area over the region of interest analyzed of the 
inclusion bodies, defined by 

    
,

, , , 0G G
Mask Mask Mask

x y

A I x y for I x y   .  (12) 

K-Law nonlinear filter function (K-Law) in pattern 
recognition is used to analyze and explore the discriminating 
property quality of each filter [26] over the WSSV inclusion 

body segmented image  ,G
IBI x y  function. 

K-Law filter function is derived by the Fourier transform 
of the  ,G

IBI x y  function, denoted by  

      , , exp ,G G
k

IB IBI u v I u v i u v      , 1k  . (13) 

The K-Law nonlinear filter of  ,G
IBI x y  is applied by 

the change of value 0 1k   in (13), where k  is the 
nonlinear strength; thus intermediate values of k  permit the 
variability of filter features [27]. 

Let  ,G
wf u v  function be defined by the application of 

K-Law Fourier related filter, calculated over the  ,G
IBI x y

 

denoted by 

    , , , 0 1G G
w K Lawk w

f u v I u v k 
    (14) 

where 0.1k   is used in (13) and ,u v  are variables in 
frequency domain.  

The SSF  function can be obtained by 

      1, Re , 0
,

0,

G

G w k
w k

if f u v
SSF f u v

otherwise




  


, (15) 

where  ,G
w k

f u v  is obtained by (14).  

Finally, the spectral signature index ssi  is developed and 
can be defined by 

 
  

   
,

,
G

w kss

Mask w

SSF f u v
i u v

A

    
  

 , (16) 

where SSF  and MaskA  are obtained respectively according 

by (15) and (12) for every image  ,wf x y  found in the 

inclusion bodies filter bank. 

E. Spectral signature index classifier block diagram  

Figure 8 shows the block diagram of the new spectral 
technique involved in WSSV inclusion bodies classification 
by measurement of the spectral signature index ssi  over the 
infected shrimp's tissue patterns.  

 
Figure 8.  Block diagram to obtain the developed spectral signature index. 
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This methodology is explained by the following steps:  
1) The  ,wf x y  function is acquired from WSSV 

inclusion bodies color image sample filter bank; 2) This 

 ,wf x y  is divided into its RGB  ,RI x y ,  ,GI x y  

and  ,BI x y  functions; 3) Segmentation of  ,GI x y  by 

using contour “snake” techniques and a morphological 
operator to get the function  ,G

ContourI x y ; 4) Filling the 

function  ,G
ContourI x y is obtained the function 

 ,G
WSSV SegI x y

 , afterwards is calculated the centroid 

coordinates  ,C Cx y on this function; 5) From centroid 

coordinates  ,C Cx y towards the edge of function 

 ,G
WSSV SegI x y

 is obtained the minimum radius MinR ; 6) 

By rotating MinR  centered on  ,C Cx y  is obtained the 

function  MinCirc R used to build the final circular mask; 

7) A circular mask function  ,G
MaskI x y is created inside 

 ,G
WSSV SegI x y

  by filling the area of the function 

 MinCirc R , where WSSV inclusion body pattern is 

analyzed, at same time the area MaskA  is calculated from 

the  ,G
MaskI x y  binary mask function; 8) Using 

 ,G
MaskI x y  function, segmentation operation is applied 

over the WSSV inclusion body area  ,GI x y , where is 

obtained the  ,G
IBI x y  function; 9) K-Law nonlinear 

operation is applied in  ,G
IBI x y  function to get the 

 ,G
K Law w

I u v
  function then it becomes into  ,G

w k
f u v  

function in frequency domain; 10) The frequencies are 
extracted and analyzed from  ,G

w k
f u v  by the 

function SSF  and 11) the K-Law spectral signature index 
ssi  is calculated using (16).  

 

 
Figure 9.  (a) WSSV strong basophilic inclusion bodies, group I; (b)  

WSSV white halo and chromatin Cowdry type A inclusion bodies, group 
II; (c) Non-infected tissue particles, group III.  

TABLE I.  SPECTRAL SIGNATURE INDEX STATISTICAL VALUES 

WSSV 
Group 

Signature Index Statistical Behavior 

ssix  ssi
  1SE  2SE  

I 1.3748 0.4817 0.0852 0.1703 

II 2.6069 1.8533 0.4953 0.9906 

IIIa 159.4229 352.5394 94.2201 188.4402 

IVb 1.7498 1.2362 0.1823 0.3645 

a. Non-infected tissue group particles; 

b. Groups I and II analyzed together. 

 

 

Figure 10.  (a) SSF frequencies of group I; (b)  SSF frequencies of group 
II; (c) Non-infected particles SSF frequencies, group III.  

III. RESULTS 

In order to see if this technique is working with a good 
performance with the groups of representative inclusion 
bodies of WSSV with different morphological images, 
were analyzed with spectral signature index; their images 
and an additional group of non-infected tissue particles are 
shown in Figure 9; hence in Table 1 the statistical behavior 
values of the spectral signature index are shown, including 
the mean value 2SE  (two standard errors).  

A set of 168 microscope image field samples were 
acquired without any additional preprocessing like 
illumination or contrast correction just the fusion 
technique developed by [24]; then from this set 870 
WSSV inclusion body images were cut, selecting 100 
most representative WSSV inclusion bodies to build a 
filter bank, afterwards every WSSV inclusion body pattern 
were analyzed to get their frequency measurement and 
addition to build the biogenic particle cluster by this 
spectral index.  

The great difference in the statistical values of the 
infected particles with the non infected particles is due to 
the behavior of WSSV inclusion bodies frequencies in the 
green channel complex plane, while the non-infected cells 
do not show similar frequency properties, the infected 
particles show a well determined frequency signature; in 
Figure 10 are presented some examples of these 
frequencies behavior. All the WSSV inclusion bodies were 
analyzed together; the results shows that the complete 
inclusion bodies group can be located in well defined 
fringe 1.3853 2.1143ssi   with  2SE . 
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IV. CONCLUSION AND FUTURE WORK 

This paper presents a new technique to classify WSSV 
inclusion bodies from infected shrimp tissue image, based 
on the analysis of frequencies found in the green channel 
with K-Law non-lineal filter. 

Representative groups of WSSV inclusion bodies from 
infected shrimp tissues and organs were analyzed. The 
results show that inclusion bodies are well defined in a 
clear numerical fringe; thus it can be inferred that 
whatever analyzed particle with a spectral signature index 

ss
ki  value outside of 1.3853 2.1143ssi   range can be 

considered as non-infected particle. 
Future work can be done in the development of 

automatic WSSV identification system applying this 
spectral index classifier; however this kind of classifier 
can be extended by combining complementary frequency 
analysis techniques by Fourier related filters on the 
calculation of the spectral signature index to obtain better 
discriminating results. 

Experiments with new tissue samples can be done from 
others shrimps organs where the virus has a different 
pattern and its identification is more complex. 

Finally, the potential of this signature index can be 
used to classify other kind of shrimp’s viruses and/or other 
animal, human viruses or biogenic particles. 
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Abstract – Understanding the functionality of 
microcirculation is a key factor in the analysis of blood 
circulatory system. The blood flow distribution changes, 
based on the physiological effects of disorders. This study 
presents a method for analysis of microcirculation videos 
captured from lingual surface of 10 animal subjects. The 
technique applies advanced image processing methods to 
stabilize videos, segment microvessels (capillaries and 
small blood vessels), and estimate the average Functional 
Capillary Density on 20 consecutive frames for each 
subject. The algorithm consists of four main parts: pre-
processing, video stabilization, entropic-based adaptive 
local thresholding segmentation and post-processing. The 
key objective is to quantitatively examine the changes 
that occur in microcirculation over treatment periods for 
diseases as well as for the resuscitation process. The 
designed system will help physicians and medical 
researchers in diagnostic and therapeutic decision 
making to determine the sufficiency of resuscitation 
process and the effect of drug consumption in patients. In 
particular, the system focuses on minimizing user 
interaction while improving the accuracy of the analysis. 
Visual evaluation of the results by medical experts 
indicates that the technique is capable of identifying 95% 
of active capillaries and blood vessels in videos.  
 

Keywords - Microcirculatin, Image processing, multi-
resolution, entropic thresholding, Adaptive local 
thresholding, Lorentz information measure 

 
I. INTRODUCTION 

 
Microcirculation refers to the blood flow in blood 

vessels less than 100 µm luminal diameter [2]. 
Changes in microcirculation might be due to numerous 
diseases and abnormalities in humans. 
Microcirculatory studies indicate that the small 
diameter of microvessels (arterioles, capillaries and 
venules) helps observe changes in blood circulation 
more evidently compared to large blood vessels. 
Basically, the rheological properties of blood in  
capillaries and small blood vessels lead to effective 

viscosity in those vessels which considerably 
differentiates the circulation of red blood cells and 
plasma in microvessels and large blood vessels.  The 
major function of the micro-vascular network is 
distribution of nutrients, fluid and oxygen throughout 
tissues in humans [3,4]. As a result, the distributions of 
microcirculatory network and blood circulation are 
considered to be key factors in human physiological 
health [5-8]. Evidence suggests that information 
regarding the status of microcirculation plays a crucial 
role in treatment and diagnosis of several diseases such 
as sepsis, sickle cell, chronic ulcers, diabetes mellitus 
and hypertension [9-13]. Research and clinical 
experience show that each of the mentioned diseases 
uniquely affects characteristics of microcirculation 
such as structure of capillaries and features of blood 
flow [14-18]. Hence, investigation of microcirculatory 
changes has clinical significance in measurement and 
observation of the changes in response to treatment of 
microvessels under clinical conditions. Timely 
detection of such changes potentially helps in taking 
proper actions which in turns improves the chances of 
treatment success. A technique to quantitatively assess 
and monitor these alterations is extremely valuable for 
further study of such pathological conditions [19]. 
Particularly, in trauma care, continuous monitoring of 
microcirculation and measurement of microcirculation 
indices while resuscitation process helps in 
determining when to start/stop resuscitation [20-22]. 

The recent development of videomicroscopy 
technology has provided effective tools for detection 
and assessment of tissue perfusion and oxygenation 
through visualization of microvasculature [23]. 
Quantitative analysis of microcirculation allows 
monitoring changes in microvessels that occur due to 
diseases and other abnormalities. Both visual analysis 
and use of existing semi-automated video analysis 
tools are time-consuming and demanding, preventing 
real-time assessment of microcirculation. This calls for 
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automated systems to be used for applications 
including resuscitation.   

Two prevalent medical imaging techniques that have 
been widely used for examining microcirculation 
during surgery and for other clinical research are 
Orthogonal Polarization Spectral (OPS) imaging and 
Side-stream Dark Field (SDF) [24,25]. SDF is superior 
to OPS in the field of microcirculation study as it 
improves contrast and lowers surface reflectance 
compared to OPS [35]. Although advances in hardware 
systems have played a major role in acquiring 
knowledge about the physiology and pathology of 
microvascular function, lack of existing techniques for 
rapid and accurate processing of microcirculation 
videos is still an issue. Manual analysis of this 
information by experts is a complex and time- 
demanding process which may not be used for real-
time assessment of microcirculation; however, an 
automated system can therapeutically and 
diagnostically assist physicians and medical 
researchers. 

Several methods have been employed to analyze 
microcirculation images. A short version of the method 
proposed in this paper was mentioned in [1]. Dobbe et 
al. has proposed a semi-automatic, highly accurate 
method for the analysis of microcirculation [26]. The 
method applies image stabilization, centerline 
detection and space time diagram to detect capillaries 
and small blood vessels. Despite the high accuracy, 
this method is extremely time-consuming and requires 
human interaction to produce acceptable results, and 
therefore, it is not appropriate for real-time 
applications of microcirculation analysis. The image 
processing techniques that were proposed in the field 
of microcirculation are mainly used to process high 
quality color and/or grayscale retinal images; 
conversely, the accuracy of the results declines when 
the same method is applied to other microcirculation 
images due to their low contrast. Numerous techniques 
and their combinations have been employed on 
segmentation of small blood vessels. Pattern 
recognition-based techniques were used by Staal et al. 
to analyze two-dimensional color images of retina [27]. 
Several features of the image are selected and 
classified to extract image ridges automatically. The 
main shortcoming of this method is that it is likely to 
over- and undersegment the vessels.  The tracking-
based approach described in [28] locates the optic 
nerve in ocular fundus images. Utilizing fuzzy 
convergence of the blood vessel, the algorithm uses 
two features, convergence of vessel network and 
brightness of the nerve to perform segmentation. 
Despite its capabilities, the method fails to accurately 
detect blood vessels where bright lesion regions exist.  
Vermeer et al. applied a model based approach [29]. 

The method incorporates Laplace concept, 
thresholding as well as classification to detect vessels 
in retinal images. The method requires high levels of 
human intervention, therefore, is not appropriate for 
real-time segmentation of microcirculation images.  
Artificial intelligence methods use prior knowledge for 
direct segmentation [30].  

Most of the vessel segmentation methods that were 
reviewed earlier in this section are capable of 
extracting vessels in retinal images; however, lack 
essential properties to segment microcirculation images 
[31]. The aim of the proposed study is to stabilize and 
segment low local contrast microcirculation videos 
automatically, accurately and in a close to real-time 
manner in order to aid physicians and clinical 
researchers in making diagnostic and therapeutic 
decisions. This algorithm attempts to eliminate human 
intervention in the precise extraction of small blood 
vessels. Furthermore, it calculates the diagnostically 
useful measure of Functional Capillary Density (FCD) 
for 20 consecutive frames in a microcirculation video 
[34].  The algorithm segments the image using a 
modified entropic thresholding technique [33]. 
Entropy-based methods apply a threshold to the images 
using entropy of an image or similar information. The 
rest of thresholding techniques are categorized into five 
main classes [36]. In histogram shape-based methods, 
certain parts of image histogram are assessed. 
Clustering-based methods utilize mixture of two 
Gaussians to separate foreground and background in an 
image. Object attribute-based algorithms look at 
similarities between the original image and its 
corresponding binary image. Higher order probability 
distribution is used in thresholding based on spatial 
methods. Local methods use local image properties to 
threshold an image. Experiments have shown that for 
the purpose of thresholding microcirculation images, 
entropic thresholding techniques yield the most 
successful outputs. 

Section II provides a detailed description of the 
methodology including preprocessing, video 
stabilization, segmentation and post-processing. The 
results of the study on 10 video samples of 
hemorrhaged and healthy subjects are presented in 
Section III. Section IV contains the conclusion and 
discussion of the obtained results. Finally, Section V 
concludes the paper with future work.  

 
II. METHODOLOGY 

 
The proposed methodology is an extension of [1]. 

Key modifications were applied to improve the 
segmentation part. Furthermore, the algorithm was 
examined on more data samples to evaluate the 
capabilities of the technique in this paper. The 
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microcirculation videos used to validate the results of 
the proposed research study are based on SDF imaging 
technique, captured by MicroScan hardware [35]. 
MicroScan is an easy to use instrument that is mainly 
utilized in various microcirculation observations and 
analysis.  The data samples for this study were 
acquired from sublingual surface of healthy and 
hemorrhaged swine subjects. In SDF imaging 
modality, the light from light emitting diodes is 
absorbed by hemoglobin, which results in the visibility 
of flowing cells. Consequently, the walls of the 
capillaries become visible in the presence of Red 
Blood Cells (RBCs) [24]. Medical research has proven 
that lingual surface suffice for the investigation of 
microcirculation condition in the body as capillaries 
are adequately superficial for MicroScan. Thus, lingual 
recordings are considered valid indicators of normality 
or abnormalities of the microcirculatory network.  

A major challenge in the image processing of 
microcirculation videos are their low resolution and 
local contrast that complicates the distinction between 
objects of interest (capillaries and small blood vessels) 
and frame background. An instance of an original 
microcirculation frame is provided in Figure 2. 
Another challenge is the inconsistency of the graylevel 
intensity in background and blood vessels from one 
sample to another. The effect of uneven lighting due to 
the movement of camera and/or subjects results in 
different levels of intensity in different frames. 
Therefore, the choice of a single threshold level for an 
entire frame is not adequate for effective thresholding. 
The proposed study addresses the mentioned issues by 
adopting an adaptive entropic thresholding technique.  

Prior to being processed, videos are converted to 
their comprising sets of images or frames; these frames 
were either processed individually or in combination 
with other frames as will be described in the rest of the 
paper. An outline of different steps of the algorithm is 
provided in Figure 1. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

 
 
 
 

 
 
 

Figure1. Block diagram of the algorithm 
 

A. PREPROCESSING 
 

    Preprocessing of microcirculatory images is 
essential considering the low local contrast of 
microcirculation images. Preprocessing usually 
comprise a series of operations to improve the quality 
of images in order to maximize the difference between 
image background and objects of interests. In 
microcirculation images, the intensity of capillaries and 
small blood vessels are exceptionally close to that of 
background and tissues. In order to process the images, 
the first main step is preprocessing. 

As the first step, adaptive histogram equalization is 
applied to the images to help enhance low local 
contrast of the images. The histogram of an image is a 
representation for the number of different pixel values 
in the image. Microcirculation images comprise of a 
narrow range of intensities. In adaptive histogram 
equalization, the histogram for various parts of the 
image is generated and interpolated. Bilinear 
interpolation eliminates the visibility of the boundary 
lines that were produced by local histograms. The 
result of adaptive histogram equalization is a modified 
image whose histogram is different from that of the 
original image. In other words, the background appears 
rather uniform in terms of intensity with a remarkable 
contrast as compared to the blood vessels and other 
artifacts in the image.    

To further reduce the effects of background noise, 
wavelet transformation is incorporated in this step. 
Wavelet transformation decomposes the image into its 
different frequency contents. Usually, high frequencies 
represent noise and low frequencies represent details in 
an image. The image is transformed to wavelet domain 
and decomposed with mother wavelet of Daubechies 8, 
level 2.  Following that, high frequencies present 
within the image are filtered.  Then the image is 
reconstructed in the original domain. The noise in the 
resulting image is much lesser than the input image.  

A microcirculation frame usually contains blood 
vessel in different levels of proximity to the surface of 
tongue. Representing images in multiple spatial-

Preprocessing 
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Wavelet Transform 
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Matched Filtering 

Video Stabilization 
Laplacian of Gaussian 

Filter 

Segmentation 
Frame Averaging 
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frequency domains emphasizes the patterns of blood 
vessels in different scales that normally can not be seen 
in the image. The significance of analyzing images at 
various resolutions is that the objects of different sizes 
are more visible in different resolution levels. 
Experiment shows that level 2 and level 3 of Gaussian 
pyramid separate blood vessels of different sizes, thus 
making the segmentation a more accurate process. To 
construct the first level of Gaussian Pyramid, image is 
filtered using a low-pass filter and then sub-sampled. 
Low-pass filter presents an equivalent effect as 
convolving images with a series of Gaussian-like 
weighting functions followed by sub-sampling. The 
same procedure is repeated, using the resulting image 
of the earlier step as an input image to generate the 
next set of results. The filter operates as convolution of 
Gaussian blur kernel with the image to eliminate high 
frequencies components. The pyramid compresses 
image by making it coarser in each level and reducing 
the number of bits of precision. The blood vessels 
become more distinguishable after this step. In this 
study, for each frame, levels 2 and 3 of Gaussian 
Pyramid are saved for future analysis.  

Matched filter is applied to the image to extract 
features. In this step, to enhance the edges of blood 
vessels, matched filter is applied to the image [32]. 
Matched filter approximates the intensity profile of the 
image with Gaussian curves. In this study, the function 
in equation (1) is implemented for the detection of 
linear anti-parallel pieces of blood vessels. Although 
the gray-level profile varies for different vessels, 
similar properties of blood vessels make the mentioned 
Gaussian function appropriate for this purpose. The 
function is a two-dimensional kernel that is convolved 
with the image to sharpen edges of blood vessels.  

 

                    

2

2( )
2( , ) e

x

f x y δ
−

= for | |
2
Ly ≤               (1) 

 
In (1), L represents the size of the selected slice of 

the vessel with fixed orientation. The value of L is 
specified by experiment. The kernel is originally only 
aligned with y-axis. In order for the kernel to detect 
vessels in other orientations, the kernel is rotated. The 
rotation is performed convolving ten 15 16×  pixel 
kernels with the image. The maximum value resulting 
from each convolution is considered the convolution 
response of that orientation. This step of the algorithm 
enhances the edges of blood vessels, while blurring 
large blood vessels and tissue. An instance of this 
effect is illustrated in Figure 3. 

 

B. VIDEO STABILIZATION 
  

Recording videos from microcirculation provides an 
effective tool to visualize the activity of blood vessels 
and capillaries over a short period of time. This makes 
video superior to image when analyzing 
microcirculatory networks, since video contains more 
information compared to image. Despite the 
advantages of capturing videos for the study of 
microcirculation, the motion artifact due to the 
movement of the handheld camera and that of the 
subject are obstacles for effective analysis of 
microcirculation videos. To eliminate the effects of 
motion artifacts, video stabilization is performed at this 
step.   

The main aim of this step is to calculate the 
transformation between two consecutive frames in the 
video. The first step is to compute the first derivatives 
of the image using Gaussian Gradient filter. Since the 
image is a function of two variables, ( , )f x y , the 
derivatives are computed in both horizontal and 
vertical direction. The sum of the resulting values of 
the filter in each direction generates the overall 
Gaussian gradient for the image. Following that, seven 
control points are selected in the first frame. The 
control point should be on the vessels and not on the 
background in order to be tracked effectively. 
Laplacian of Gaussian filter is applied to the frame for 
choosing the most relevant control points. Laplacian of 
Gaussian filter computes the second order derivatives 
of the Gaussian function.  The filter is used to find 
regions of rapid change in images such as edges. Using 
the filter guarantees that the selected points are located 
on the objects of interest. The control points are the 
ones that yield to the highest amounts of filter output.   
Once being picked for the first frame, control points 
are tracked in the 19 following frames. To track the 
same points in the following frames, a window of 
25x25 pixels is defined around the control point. The 
points are tracked within a corresponding window of 
65x65 size in the following frames. In case any of the 
point is fallen outside the image due to excessive 
motion, new control points will be defined using the 
mentioned method.  

The next step is to calculate the cross-correlation 
coefficients between two successive frames. Cross-
correlation coefficients are calculated for tracking the 
points in the previous step. To identify the control 
points in the frames except for the first frame, the 
65x65 window is scanned to detect the maximum 
correlated regions in two consecutive frames. The 
frames are registered according to the maximum 
correlated sub-areas. Registration helps finding the 
amount of shift between the two successive frames. In 
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other words, the distance between the frames is 
acquired through calculating the cross-correlation 
value. 1( , )i id f f +  represents the distance between the 
grayscale profile of two succeeding image in which i
shows the frame number. This value will be used as a 
parameter in segmentation. An example of the 
stabilization result for 10 frames is shown in Figure 4. 
 
C. SEGMENTATION 

 
Image segmentation is performed to partition image 

into its comprising components. The objective of 
microcirculation image processing is to separate 
background from blood vessels and capillaries using 
grayscale values. Such separations make the analysis 
of the image an easier task. The outcome of 
segmentation is a binary image whose background is 
shown with white pixels and objects of interest with 
black pixels. 

One main class of techniques that is incorporated for 
image segmentation is thresholding. The main classes 
of thresholding were mentioned in the introduction 
part. Depending on the application, one may use global 
thresholding or local thresholding. Uneven grayscale 
intensity of the background and the varieties in the 
intensity of the objects in microcirculation images 
make the global thresholding inefficient. However, 
local thresholding smoothly varies across the image 
and is capable to adapt the threshold value for different 
parts of the image. This study adaptively selects 
windows in the image based on Lorentz Information 
Measure (LIM) [37]. Following that, for the 
thresholding of each sub-image, the algorithm 
implements an extension of the entropic thresholding 
technique proposed in [33].   

 Adaptive local thresholding successfully reduces 
the issue with uneven background intensity by 
partitioning the image into windows of variable sizes 
based on LIM value. If the image F is the gray level 
image and ( , )f x y is defined as the intensity image, the 
amount of information in the image known as Picture 
Information Measure (PIM) is calculated by:  

 

          
1

0

( ) ( ) max ( )
F

i

PIM f h i h i
−

=

= −∑               (2)         

 
PIM shows the minimal graylevel variation if 
( , )f x y is converted to a constant grayscale image. 

( )h i shows the graylevel histogram of the image for 

}{: 0,1,..., 1h F N− → . If the image comprises of only 

one graylevel, ( ) 0PIM f = , while ( ) maxPIM f =

occurs when the graylevel intensity of the image is 
uniformly distributed.  

The normalized form of (1) is defined as: 
 

                     ( ) ( ) / ( )NPIM f PIM f N f=              (3) 
 

where ( )N f is the number of pixels in the image. 
( )NPIM f  can be calculated for any sub-image in the 

image, indicating the amount of information in the 
given sub-image.  An experimental cutoff value for 

( )NPIM f  is chosen in order to adaptively adjust the 
sub-image size for thresholding. The values greater 
than the cutoff value ensure that the sub-images 
contain both background and objects of interest.  

The superiority of thresholding method in the 
proposed algorithm is that it considers flow 
information in addition to local property and intensity 
information. The technique is based on graylevel 
spatial correlation histogram of the image. The aim is 
to maintain the spatial structure of the image using 
pixel neighborhood property. In an image F with 
graylevel intensity of  ( , )f x y  in which ( , )x y
represents the coordination of a pixel, let Q R× be the 
number of pixels. ( , )g x y is defined as the number of 
pixels in N N× neighborhood of pixel ( , )x y  within ζ
distance of the pixel. The ζ value of 2 and 
neighborhood of 3 3×  (N = 3) were chosen empirically 
for the purpose of this study. 

The flow factor used in this part was calculated in 
the stabilization section. For every frame, the 
summation of the differences between each 
consecutive pair frames in 10 preceding frames is 
computed using the following equation: 

 

                         1
10

( ) ( , )
n i

n n
n i

Sd f d f f
=

+
= −

= ∑             (4) 

 
Three parameters of flow, neighborhood vicinity and 

pixel intensity information are used in equation (5) to 
calculate the graylevel spatial correlation histogram of 
the image: 

 
( , , ) ( ( , ) , ( , ) ,

( ) )
h k m D prob f x y k g x y m
Sd f D

= = =
=

      (5) 

 
      Equation (5) determines the probability ( , , )h k m D  
in which ( , )f x y k= , ( , )g x y m= and ( )Sd f D=  
where 0 255k≤ ≤ , 1 9m≤ ≤ and 1 2D≤ ≤ . 

According to the principle of entropy, noise and 
edge produce more information than background and 
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objects. In order to emphasize the effect of m as a key 
distinction factor, the nonlinear function in equation 
(6) is multiplied with entropy function. 

 

          
9 9

( , ) (1 ) / (1 )
m m

N N N NW m N e e
− −
× ×= + −             (6)    

      
In equation (6), N is the selected neighborhood of a 

pixel and m is the number of neighbor pixels within  ζ  
distance of the pixel, {1,2,3,..., x }m N N= .  

In the next step, threshold T is calculated; T is
0 1T l< < − . It segments the image into object and 
background, represented by O and B respectively. In 
order to calculate T, the second order entropy of image 
and background is calculated using equations (7) and 
(8). 

 
                 (7) 

255
(2)

1 1

( , , ) ( , , )( , ) ln( ) ( , )
( ) ( )

N N

B
B Bk T m
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×

=
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− ∑ ∑
 

            

          (8) 
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( , , ) ( , , )( , ) ln( ) ( , )
( ) ( )

T N N

O
O Ok m

P k m D P k m DH T N W m N
P T P T

×

=
= =

−∑∑     

                                   

In the equations of second order entropy, ( , , )P k m D  
is the normalized form of ( , , )h k m D . 

The optimal threshold is calculated as the total of 
equations (7) and (8). The optimal threshold is 
calculated using:  

 
         (2) (2)( , ) ( , ) ( , )BOH T N H T N H T N= +              (9) 
 
T is obtained by computing a value that maximizes 

H(T,N).  Experimental evidence has shown that as a 
result of noise factors, the obtained value is not the 
optimal threshold. In order to eliminate this issue,     
the median of ten maximum values of H(T,N) is 
selected to be the optimal threshold.  

The final segmentation process employs the 
information acquired through calculation of Lorentz 
Information Measure to threshold the image using the 
mentioned entropic thresholding technique. As 
mentioned in the stabilization part, 20 frames are 
stabilized for each level of the Gaussian Pyramid. The 
output of the stabilization is a set of stabilized frames 
that demonstrate active blood vessels. In many 
instances, stabilization distorts the edges of the frames 

to effectively smooth out the video. In order to 
eliminate the possible effect of the stabilization, 15 
pixels from top, bottom, right and left of the images are 
removed. Following that, the intensity values of each 
pixel coordinate in 20 stabilized frames are 
arithmetically averaged. The result of this step is the 
input for the main segmentation part. 

The size of microcirculation images of the study 
after removing a 15 pixel frame from the image 
becomes 450x690 pixels. The original window size of 
60x60 pixels is chosen empirically to divide the image 
into sub-images for thresholding. Thresholding starts 
with the original window size from the top left of the 
image. The image is partitioned into a window of size 
60x60 pixels and ( )NPIM f  is calculated for the sub-
image. If the ( )NPIM f value was greater than 0.97, the 
sub-image is thresholded using the mentioned entropic 
thresholding technique. The limit value for ( )NPIM f  
was selected experimentally. If the ( )NPIM f  value is 
less than the limit, the window size adaptively grows to 
120x120, twice as much as the original window in 
direction of x and y. The sub-image is then thresholded 
using the proposed entropic thresholding technique. 
The same process of thresholding the sub-images is 
repeated for the entire image. The output of 
thresholding is a binary image in which blood vessels 
and capillaries are represented by black pixels and the 
background with white pixels.  

Despite the success of pre-processing to reduce the 
effect of image artifacts, the result of this step might 
still contain tissue and other artifacts in shape of 
scattered small objects. One solution to eliminate the 
effect of artifacts is to apply morphological operations 
to the image. Morphology performs mathematical 
techniques on images to analyze and process 
geometrical shapes. In this step, the objects in the 
binary image are labeled. The size, width and length of 
the objects are acquired and compared to the user 
defined ones. The objects with values out of the 
defined range are removed. Such operation clears the 
image from isolated pixels with width and length less 
than 4 and 10 pixels as well as large vessels with width 
of greater than 30 pixels. The result of this step is a 
binary image with less noise. 
 
D. POST-PROCESSING 
 

Post-processing refers to a combination of 
techniques for generating the final results of the 
algorithm. In the previous steps, levels 2 and 3 of 
Gaussian pyramid were generated for 20 frames. 
Following that, the frames were stabilized, averaged 
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and segmented for each level. Accordingly, two sets of 
images were acquired.  

Different levels of Gaussian pyramid provide 
different resolution of the same image. Since different 
blood vessels might be better visible in each of the 
levels, there is a need to combine the results of the two 
levels to construct the final results. The union of points 
identified as capillaries and blood vessels in each set 
forms the ultimate results of the algorithm. The final 
result is an image that shows the active blood vessels.  

 
III. RESULTS 

 
To verify the effectives of the proposed algorithm, it 

was tested on 10 microcirculation video samples. Five 
of the subjects were hemorrhaged animals and five 
were healthy animal subjects. Equal number of normal 
and abnormal subjects helps examining the major 
difference in statistical analysis of the results. The 
videos were captured with the rate of 30 frames per 
second. The original size of a video frame is 480x720 
pixels. The sample data were provided by Virginia 
Commonwealth University Reanimation Engineering 
Shock Center.  

The algorithm was applied to the first 20 frames of 
each video. The results of different steps of the 
algorithm for a healthy case are illustrated in Figures 2-
5, while Figures 6-9 show the results for a 
hemorrhaged case. MATLAB® programming language 
was used to develop codes to examine the validity of 
the proposed algorithm and to generate experimental 
results. With respect to time complexity, the algorithm 
takes an average of 15 minutes to run on a 2.40 GHz 
computer with 3 GB of RAM. The evaluation of results 
is performed through visual inspection of medical 
experts. The inspection has shown that the accuracy of 
algorithm in extracting active blood vessels and 
capillaries is 95% on average.  

The measure of FCD was calculated for the sample 
data. The FCD value results are listed in Table 1. FCD 
is the area of the segmented capillaries in an image 
divided by the area of the image [33]. In each averaged 
frame, the total number of black pixels is divided by 
the size of the image to obtain FCD value. The result 
shows that the algorithm can successfully distinguish 
between normal and abnormal cases based on a simple 
statistical analysis.   

 
IV. CONCLUSION 

 
The proposed method is a fully automated approach 

for image processing of microcirculation videos. The 
algorithm incorporates a novel thresholding technique 
that considers flow information to be a key factor in 
calculation of entropy. Furthermore, it adjusts the 

threshold level locally based on image information 
using Lorentz Information Measure. The algorithm 
looks at two levels of Gaussian Pyramid resolutions to 
acquire a true estimate of active blood vessels in a 
video. The technique is capable of distinguishing 
between the healthy and hemorrhaged subjects in the 
10 studied samples using Functional Capillary Density. 
Visual evaluation of the results shows 95% accuracy in 
blood vessel detection. The designed technique can 
potentially assist physicians and medical researchers in 
making diagnostic decisions.  

 
V. FUTURE WORK 

 
   As future work, an extension of the current approach 
will combine multi-resolution concept with multi-
thresholding to improve the segmentation results while 
reducing the false positives.  Other diagnostically 
useful measures such as Perfused Vessel Density 
(PVD), Proportion of Perfused vessels (PPV) and 
Microvascular Flow Index (MFI) will be calculated 
using the proposed algorithm.  A larger dataset will be 
acquired and the algorithm will be tested and validated 
on the new dataset. The stabilization technique will be 
improved and combined with other registration 
techniques. The results will be validated using the 
available semi-automated commercial software tools 
such as Vascular Analysis Commercial software tools 
by medical experts. Statistical analysis will be 
performed for further evaluation of the results. 
 

Table1. FCD for five healthy and five Hemorrhaged subjects 
 Healthy Hemorrhaged 

Case 1 0.12 0.09 
Case 2 0.15 0.08 
Case 3 0.14 0.05 
Case 4 0.10 0.05 
Case 5 0.12 0.07 

 

 
Figure 2. Original image of a frame– Healthy subject 
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Figure 3. Preprocessing of the frame in Fig2, level 3 of Gaussian 
Pyramid – Healthy subject 

 

Figure 4. Stabilization results of 10 consecutive frames (Fig2 as the 
first frame), level 3 of Gaussian Pyramid - Healthy subject 

 
 

 
Figure 5.Postprocessing results of 20 frames – Healthy subject 

Figure 6. Original image of a frame – Hemorrhaged subject 

 

Figure 7. Preprocessing of the frame in Fig6, level 3 of Gaussian 
Pyramid – Hemorrhaged subject 

 
 

 
Figure 8. Stabilization results of 10 consecutive frames (Fig7 as the 

first frame), level 3 of Gaussian Pyramid - Hemorrhaged subject 
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Figure 9.Postprocessing results of 20 frames - Hemorrhaged subject 
 

ACKNOWLEDGEMENT 
 
The dataset used in this study was provided by 

Virginia Commonwealth University, Department of 
Emergency Medicine and Virginia Commonwealth 
University Reanimation Engineering Shock Center 
(VCURES). 

REFERENCES 
 
[1] N. Mirshahi, S.Demir, K. Ward, R. Hobson, R. Hakimzadeh, K. 
Najarian, "A Multi-resolution Entropic-Based Image Processing 
Technique for Diagnostic Analysis of Microcirculation Videos," 
biosciencesworld, pp.64-69, The First International Conference on 
Biosciences, 2010 
 
[2] R. F. Tuma, W. N. Duran, K. Ley. HANDBOOK OF 
PHYSIOLOGY MICROCIRCULATIO, Elsevier Science, USA,   
2008. 
 
[3] AR. Pries, D. Neuhaus and P. Gaehtgens, “Blood viscosity in 
tube flow: dependence on diameter and hematocrit.” Am J Physiol, 
263: H1770-H1778, 1992.  
 
[4]A. Krogh, Anatomy and physiology of capillaries. New Haven 
Connecticut: Yale University Press, 1929. 
 
[5]A. Krog, “Supply of oxygen to the tissues and the regulation of 
the capillary circulation.” J physiol (Lond) 52:457-474, 1919. 
 
[6] AG. Tsai, PC. Johnson and M. Intaglietta, “Oxygen gradients in 
the microcirculation”, Physiol Rev 83:993-963, 2003. 
 
[7] CC. Michel and EE. Curry, “Microvascular permeability”, 
Physiol Rev 79: 703-761, 1999. 
 
[8] U. Yuan, WM. Chilian, HJ. Granger and DC. Zaeija, “Flow 
modulates coronary venular permeability by a nitric oxide-related 
mechanism.” Am J Physiol 263:H641-H646, 1992. 
 
[9] RM. Bateman, MD. Sharpe, and CG. Ellis, “Bench-to-bedside 
review: microvascular dysfunction in sepsis: hemodynamics, oxygen 
transport and nitric oxide” Crit Care Med 7: 359–373, 2003.  
 
[10] RP. Hebbel, R. Osarogiagbon, D. Kaul, “The endothelial 
biology of sickle cell disease; inflammation and chronic 
vasculopathy” Microcirculation 11:129-151, 2004. 
 
[11] MJ. Stuart, and RL. Nagel, “Sickle cell disease”, The Lancent 
364:1343-1360, 2004.  

 
[12] BI. Levy, G. Ambrosio, AR. Pries, and HA. Struijker-Boudier. 
“Microcirculation in hypertension: a new target for treatment?” 
Circulation 104:735–740, 2001.  
 
[13] C. Verdant, and D. De Backer, “How monitoring of the 
microcirculation may help us at the bedside”, Curr Opin Crit Care, 
11(3):240-244, 2005. 
[14] KA. Nath, ZS. Katusic, and MT. Gladwin, “The perfusion 
paradox and instability in sickle cell disease”, Microcirculation, 
11:179-193, 2004. 
 
[15] DK.  Kaul, and ME. Farby, “In vivo studies of sickle red blood 
cells”, Microcirculation: 11:153-156, 2004. 
 
[16] RM. Touyz, “Intracellular Mechanisms Involved in Vascular 
Remodeling of Resistance Arteries in Hypertension: Role of 
Angiotensin  II”, Exp Physiol, 90: 499-455, 2005.  
 
[17] EH. Serne, RO. Gans, JC. ter Maaten, GJ. Tangelder, AJ. 
Donker, and CD. Stehouwer, “Impaired skin capillary recruitment in 
essential hypertension is caused by both functional and structural 
capillary rarefaction”, Hypertension: 38:238-242, 2001. 
 
[18] MA. Creager, TF. Luscher, F. Cosentino, and JA. Bechkman, 
“Diabetes and Vascular disease: pathophysiology, clinical 
consequences, and medical therapy: part I”, Circulation 108:1527-
1532, 2003. 
 
[19] O. Genzel-Boroviczeny, J. Strotgen, A. G. Harris, K. Messmer, 
and F. Christ, “Orthogonal polarization spectral imaging (OPS): A 
novel method to measure the microcirculation in term and preterm 
infants transcutaneously”, Pediatr Res 51:386–391, 2002.  
 
[20] Y. Sakr, MJ. Dubois, D. De Backer, J. Creteur, JL. Vincent, 
“Persistent microcirculatory alterations are associated with organ 
failure and death in patients with septic shock”, Crit Care Med, 
32:1825-1831, 2004.  
 
[21] PE. Spronk, C. Ince, MJ. Gardien, KR. Mathura, HM. 
Oudemans-van Straaten, and DF. Zandstra, “Nitroglycerin in septic 
shock after intravascular volume resuscitation”, Lancet, 360:1395-
1396, 2002.  
 
[22] M. Fries, M. H. Weil, Y. Chang,, C. Castillo, and W. Tang, 
“Microcirculation during cardiac arrest and resuscitation”, Crit Care 
Med 34: 454–457, 2006.  
 
[23] E. Chaigneau, M. Oheim, E. Audinat, and S. Charpak, Two 
Photon imaging of capillary blood flow in olfactory bulb glomeruli. 
Proc Natl Acad Sci, USA, 100:13081-13087, 2003. 
 
[24] V. Cerný, Z. Turek, and R. Pařízková, “Orthogonal polarization 
spectral imaging: a review”, Physiol. Res. 56, 2007.  
 
[25] C. Ince, “The microcirculation is the motor of sepsis”, Critical 
Care,  9(suppl 4):S13-S19, 2005. 
 
[26] J. G. G. Dobbe, G. J. Streekstra, B. Atasever, R. van Zijderveld 
and C. Ince, “The measurement of functional microcirculatory 
density and velocity distributions using automated image analysis”, 
Med Biol Eng Comput, 46(7): 659–670, 2008.  
 
[27] J. Staal, M. D. Abràmoff, M. Niemeijer, M. A. Viergever, and 
B. V. Ginneken, “Ridge-Based vessel segmentation in color images 
of the retina”, IEEE Transactions on Medical Imaging, vol. 23, no. 4, 
pp. 501–509, 2004.  
 

141

International Journal on Advances in Life Sciences, vol 2 no 3 & 4, year 2010, http://www.iariajournals.org/life_sciences/

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



[28] A. Hoover, and M. Goldbaum, “Locating the optic nerve in a 
retinal image using the fuzzy convergence of the blood vessels”, 
IEEE Tran. on Medical Imaging, Vol. 22, No. 8, p. 951-958, 2003.  
 
[29] K.A. Vermeer, F.M. Vos, H.G. Lemij, and A.M. Vossepoel, “A 
model based method for retinal blood vessel detection”, Comput. 
Biol. Med., in press, DOI: 10.1016/S0010-4825(03)00055-6, 2003.  
 
[30] U. Rost, H. Munkel, and C. E. Liedtke, “A knowledge based 
system for the configuration of image processing algorithms”, 
Fachtagung Informations und Mikrosystem Technik, 1998.  
 
[31] C. Kirbas, and F. Quek, “Vessel Extraction Techniques and 
Algorithms : A Survey” , Third IEEE Symposium on BioInformatics 
and BioEngineering,  2003. 
 
[32] S. Chaudhuri, S. Chatterjee, N. Katz, M. Nelson, and M. 
Goldbaum, “Detection of blood vessels in retinal images using two 
dimensional matched filters:’ IEEE Trans. Medical imaging, vol. 8, 
no. 3, 1989. 
 
[33] Y. Xiao, Z. Cao, and T. Zhang, “Entropic Thresholding Based 
on Gray Level Spatial Correlation Histogram”, IEEE Trans. on 
Wireless Communications 7(1): 334-342, 2008. 
 
[34] D. De Backer,  S. Hollenberg, C. Boerma, P. Goedhart, G. 
Büchele, G. Ospina-Tascon, I. Dobbe, C. Ince, “How to evaluate the 
microcirculation: report of a round  table condference”. Critical 
Care, 11:R101, 2007. 
 
[35] D. Johnson, "Introducing the MicroScan". MicroVision 
Medical. July 1, 2010 
<http://www.microvisionmedical.com/mvm_docs/MicroScan.pdf>. 
 
[36] S Mehmet, S Bulent, “Survey over image thresholding 
techniques and quantitative performance evaluation” Journal of 
Electronic Imaging, 2004.  
 
[37] S.K. Chang, “Principle of Pictorial Information Systems 
Design”, Prentice-Hall, Inc. 1989. 
 

142

International Journal on Advances in Life Sciences, vol 2 no 3 & 4, year 2010, http://www.iariajournals.org/life_sciences/

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



Experiences and Preferences of Patients Regarding a Rheumatology Interactive 
Health Communication Application: A qualitative Study 

 
Rosalie van der Vaart1, Constance H. C. Drossaert1, Erik Taal1, Mart A. F. J. van de Laar1,2 

1 IBR: Research Institute for Social Sciences and Technology, University of Twente, Enschede, The Netherlands 
2 Department of Rheumatology, Medisch Spectrum Twente 

Enschede, The Netherlands 
r.vandervaart@utwente.nl, c.h.c.drossaert@utwente.nl,  

e.taal@utwente.nl, m.a.f.j.vandelaar@utwente.nl 
 
 

Abstract – Interactive Health Communication Applications 
(IHCAs) can make a valuable contribution to rheumatological 
care. The development of online health applications is moving 
quickly, and positive results have been shown. Yet solid 
research on use and acceptance of different information, 
communication and participation tools by patients is still 
lacking. In this qualitative study, we examined the health-
related internet use of patients with rheumatic diseases, their 
motives for using or not using certain applications, and their 
needs and preferences with regard to a rheumatology IHCA.  
We conducted semi-structured individual interviews with 
eighteen patients, who were selected from a hospital’s patient 
panel. Participants were diagnosed with eight different forms 
of rheumatism and their mean age was 50.7 years. The 
interviews were analyzed by two independent researchers. 
Results show that the applications most preferred by 
participants were: information provision on both medical and 
support topics, online communication with their doctor and 
insight in their personal health records. Patient support groups 
were less valued, as were participation tools such as symptom 
monitoring and online exercise programs. Patients reported 
clear preferences and pre-conditions that should be fulfilled in 
order for them to use the applications.  A large discrepancy 
was found between patients’ current use and their future 
preferences with respect to information about care and 
support, online access to medical health records and having 
online contact with their doctor. In conclusion, patients see 
great value in an IHCA provided by their own hospital, since it 
could increase reliability of the provided information, and 
would give them the confidence to use the application. Overall 
a rheumatology IHCA should contain communication and 
participation tools, both linked to the hospital, and information 
about disease, care and practical support. The reported 
motives and preconditions of the respondents outline key issues 
which should guide the development of an online application. 

 
Keywords – IHCA, rheumatism, patients, preferences. 

 

I. INTRODUCTION 
The internet is making an increasing impact on today’s 

health care and the expectations about the effects of internet 
applications in health care are high. First, internet 
applications could support the growing need for health care 

resulting from both our aging population and the increasing 
number of people who suffer from one or more chronic 
diseases. Second, internet applications offer the opportunity 
to extend the patients’ role in delivering health care [2][3]. 
Accordingly, such applications could support the 
transformation of the patient from passive receiver of care 
into an active participant in the management of one’s illness, 
which is considered highly desirable in chronic health care 
[4][5][6].  

Presently, patients with various chronic diseases can go 
online to find information, self-tests, and self-help tools or to 
get in contact with peer patients. In addition, health care 
organizations and health care providers are increasingly 
developing their own web applications for their patients. 
These applications sometimes provide – besides the above 
mentioned tools – opportunities for online contact with 
health professionals and/or access to patients’ personal 
health records. Overall, three main categories of online 
health care applications can be distinguished: (1) 
information, (2) communication and (3) participation. 
Information applications mostly hold the provision of disease 
information and care information. Communication 
applications concern facilities for communication with peers 
or with health professionals. Participation – a broad area – 
concerns applications aimed at symptom monitoring, self-
management and access to medical health records.  

 

A. Interactive Health Communication Applications 
Interactive Health Communication Applications (IHCAs) 

are operational software programs which combine the 
provision of health information with at least one of the 
above-mentioned communication or participation 
applications. Patients with chronic diseases, such as 
rheumatism, can benefit particularly from IHCAs, since such 
patients are often considered to be on an ‘illness journey’: as 
patients progress through their journey, they might have 
different needs with respect to information, self-management 
and support needs [7][8][9]. An IHCA has the potential to 
meet these multiple needs because it provides a wide range 
of information, communication and participation tools. It is 
accessible independent of time and place, and its content can 
be patient tailored – which also supports the patients’ 
personal illness journey [3][10]. Moreover, the information 
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can be presented in accessible formats, such as video and 
audio clips, and graphics. Above all, two recent systematic 
reviews suggest that chronic health care IHCAs are effective 
in improving knowledge, perceived social support, and 
health behavior for various kinds of chronic diseases, as 
asthma, diabetes and heart failure [11][12]. 

 

B. Lack of supply and acceptance 
Despite these benefits, online applications for rheumatic 

patients remain scarce. Murray’s systematic review included 
24 randomized controlled trials on IHCAs, but no 
rheumatology application [11]. Another systematic review of 
online self-management systems by Solomon also did not 
include a rheumatology application in any of the 28 articles 
reviewed [13]. Our own literature search revealed only one 
study about a website for patients with rheumatic diseases 
that combined information, patient-provider communication 
and health assessment tools [14]. Other existing online 
rheumatism applications are single applications focusing 
mainly on participation, such as symptom monitoring, 
exercise support, or overall self-management [15][16][17]. 

Whereas IHCAs thus seem to be effective, it is still 
unclear which combination of tools contributes to these 
successes [18]. Moreover, not all applications on an IHCA 
are equally well used [19]. It seems that simply developing 
and implementing online applications does not suffice. 
Roughly, the often experienced lack of acceptation seems to 
be related to the patient on the one side, and to the 
technology on the other side [20][21]. Usability problems 
often occur; applications are not being developed patient-
centered and are not being tested by users before 
implementation. Furthermore, it is often reported in studies 
that patients experience an overload of websites containing 
information and support possibilities. Yet internet 
applications are often not initiated from the demand side of 
the patient, so they do not meet patients’ needs. In sum, often 
it is not known whether the services offered on the internet 
are services that patients actually desire. Furthermore, 
acceptance problems are often explainable by patients’ 
existing (negative) attitudes towards innovations [22]. Many 
people experience doubts on reliability when it comes to 
health related technology, for the large amount of supply 
causes confusion on what sources are trustworthy. 
Furthermore, privacy issues are of large concern to patients 
when it comes to private health information that is 
communicated via The Web. Overall, it is important to 
carefully match the applications on an IHCA to the needs of 
the patients, so that the offer is patient-centered and actually 
valuable for them [1]. 

  

C. Interview study 
In summary, while studies on the needs of patients 

regarding online applications have been conducted for other 
chronic diseases [8], within rheumatism there remains a gap 
in this kind of knowledge. The aim of this study was to 
perform a needs assessment among patients with rheumatic 
diseases regarding an IHCA. Our study focused on four 

questions: (1) Which (information, communication and 
participation) support applications do rheumatism patients 
already use on the internet? (2) What are their attitudes about 
available online support applications? (3) What are their 
preferences and demands for a rheumatology IHCA? And 
most importantly, (4) What are their reasons for preferring or 
not preferring certain applications? This paper will give an 
expansion on earlier presented work [1] and describes an 
overview of the methods used in our study, the results that 
were found in the three main categories of applications and a 
discussion on each category, including study limitations and 
a conclusion. 

II. METHODS 
A descriptive qualitative design was used, since this 

study was explorative. We preferred the use of individual 
semi-structured interviews to get the best understanding of 
patients’ experiences, needs, motives and preferences for a 
selection of widely used internet applications.  

 

A. Selection of participants 
Participants were selected from an existing patient panel, 

which was initiated in cooperation between the University of 
Twente and Twente’s largest clinical hospital. Patients 
registered on this panel are willing to volunteer in 
rheumatology research. The criteria for patient participation 
for the present study were: willing to participate in 
interviews, contactable by e-mail and not older than 60 
years. The interviews took place at the university or at 
people’s homes, at each participant’s choice. In total, 18 
interviews were conducted, after which data saturation was 
reached; meaning that no more new information of value was 
obtained [23, 24]. 

 

B. Interview structure 
Each interview started off broadly, by asking participants 

about their internet use. Both general internet use and health 
and rheumatism related internet use was asked about. 
Subsequently, participants were asked to reflect freely about 
their ideas and preferences for a rheumatology IHCA. The 
interview continued by discussing 7 types of widely-used 
applications within the three main categories of online health 
support: information, communication and participation. For 
each type, a prototype card was made which showed 
representative examples of existing internet applications and 
websites. The participants were asked about their current use, 
their needs and their attitudes regarding these applications. 
Also important were their motives for use or nonuse and 
their preferences for the applications. The 7 illustrated cards 
showed: (1) information about disease and treatment; (2) 
information about care and support; (3) peer support groups; 
(4) e-consultations via e-mail or online chat; (5) symptom 
monitoring (scoring of variables such as pain, swollen joints, 
mood and activity through which is visualized in graphs);  
(6) exercise programs; and (7) access to medical health 
records (the ability to give patients access to their own 
medical files, with information about their diagnosis, 
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treatment plan and latest lab results). The interviews took 
one to two hours, depending on the patient. The interviews 
were audiotaped, provided patients had given permission 
beforehand.  

 

C. Data-analysis 
The audiotapes of the interviews were transcribed 

verbatim. Current use and needs were extracted, and citations 
about attitudes and motives for use, nonuse and preferences 
or pre-conditions were selected and coded into categories by 
two independent researchers (RvdV, CHCD). The final 
categories were defined by consensus between the two 
researchers. Next, the first researcher examined the raw data 
again to ensure the robustness of the analytical process and 
to confirm that all the data were indeed reflected in the 
coding [24]. During this process, only the participant 
numbers were used to protect the anonymity of the 
participants. 

III. RESULTS 
This section gives an overview of participants’ current 
(health related) internet use and their attitudes towards 
future use of applications on a rheumatology IHCA. 
 

A. Characteristics and internet use 
Eighteen participants were interviewed: five male and 

thirteen female, with a mean age of 50.7 years (SD = 9.27). 
Participants interviewed had been diagnosed with eight 
different forms of rheumatic diseases: more than half of the 
participants were diagnosed with rheumatoid arthritis (n = 
10), two with osteoarthritis. The remaining participants were 
all diagnosed with a less common rheumatic disease. All 
participants owned a computer and had home access to the 
internet. They used the internet on a regular basis, generally 
for several hours a day. The internet was mainly used for e-

mail, obtaining information, purchasing goods and banking. 
All the participants reported that they had used the internet 
for health-related purposes, usually to search for information. 

  

B. Utilization of and attitudes toward health related 
internet applications 
Overall participants saw great value in an IHCA provided 

by their own hospital. They reported it would lower barriers 
such as unreliability of information, and would give them the 
confidence to use the IHCA. When asked an open-ended 
question about which applications participants would like to 
find and use on a rheumatology IHCA, participants 
mentioned various topics. Most frequently mentioned were: 
information on the latest developments in treatment and 
medication, insight into hospital procedures, and tips to cope 
with troubles in daily life (e.g., at work, when shopping or 
doing household chores). All these topics were covered in 
the themes that were discussed using the prototype cards. 
Table 1 shows an outline of participants’ current use and 
needs, and their motives for use or nonuse on the 7 themes. 
Table 2 shows an outline of the preferences that patients 
reported for each support tool. Both of these tables are being 
extensively clarified in this section, using participants’ 
quotes.  

The applications most preferred by participants were 
information provision on both medical and support topics, 
online communication with the doctor and insight in their 
medical health record. Patient support groups were less 
preferred, as were participation tools such as symptom 
monitoring and online exercise programs. What stands out is 
the discrepancy between current use and future preferences 
on information about care and support, online 
communication with the doctor and access to medical health 
records. 

 

TABLE I.  CURRENT USE, NEEDS AND MOTIVES OF PARTICIPANTS TOWARDS ONLINE APPLICATIONS (N = 18) 

Application Usea Needsa Motives pro Motives con 
 
Information about disease 
and treatment 

 
high 

 
high 
 
 

 
- easy and fast 
- can read what one wants 
- can read it when one wants 
 

 
- information overflow 
- can be unreliable 
- confrontational/can cause worry 
- already has all the necessary 

information 
- gets information otherwise 
 

 
Information about care and 
support 

 
moderate 

 
high 
 
 

 
- structured and complete 
- overview 
- helpful in decision-making  
- good reference tool 
 

 
- no additional care necessary 
- current health professionals recommend   

or refer to supplementary care  

 
Patient support groups 

 
moderate 

 
moderate 
 
 

 
- recognition 
- support in coping 
- giving and receiving advice 
- anonymous 

 
- unreliable information/advice 
- complaining people 
- confronting 
- impersonal 
- not wanting to spend much time on the 
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disease 
 

 
Ask your doctor 

 
low 

 
high 

 
- accessible and easy 
- reliable 
- enables time to write down questions 

and (re)read answers 
- could save visit to doctor 
 

 
- non synchronous communication 
- waiting time for a response 

 
Symptom monitoring 

 
low 

 
moderate 
 
 

 
- better disease insight for one self and 

the doctor 
- new and fun to try 
- shows patterns over time 
 

 
- confronting 
- time consuming 
- gets one too focused on pain and signs 

 
Exercise programs 

 
moderate 

 
moderate 
 
 

 
- help maintain self-respect 
- comfortable to exercise and get support 

at home 

 
- no self-discipline 
- already exercises by themselves/at a      

therapist 
- doubtful accuracy and safety  
 

 
Access to medical health 
record 

 
low 

 
high 
 

 
- more involvement in treatment 
- overview of appointments 
- overview of previous and current 

(lab)results 
 

 
- too difficult to understand 

a. Low: < 6 participants reacted positively; Moderate: 6 - 12 participants reacted positively; High: > 12 participants reacted positively 

TABLE II.  PREFERENCES AND PRE-CONDITIONS OF PARTICIPANTS FOR ONLINE APPLICATIONS (N = 18) 

Applications Preferences and Pre-conditions 
 
Information about disease and treatment 

 
Information on three topics: 
- disease (diagnosis, symptoms, heredity) 
- treatment (medication, therapies, protocols) 
- coping (psychological, social, tips and tricks) 
 

 
Information about care and support 

 
Information on two topics: 
- medical care (job description, specializations, hospital procedures) 
- practical support (tools, insurances, facilities for e.g. work, housekeeping) 
 

 
Patient support groups 

 
- positive topics; tips & tricks 
- divers target groups 
- good control and protection on posts and privacy 
 

 
Ask your doctor 

 
- valuable extension to current care but no replacement 
- contact with own health professional 
- use for minor/non-urgent questions 
- quick handling of e-mails 
 

 
Symptom monitoring 

 
- tele-monitoring by doctor 
- use in consult and treatment 
- overview in graphs 
 

 
Exercise programs 

 
- solution to self-discipline barrier 
- safe exercises  
- online coach 
 

 
Access to medical health record 

 
- clear information and instructions 
- good protection 
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1) Information about disease and treatment 
Every participant reported having searched for 

information on rheumatism on the internet. Most of the 
topics patients had searched for were related to medication, 
such as user instructions, side-effects and the development of 
new medications. Participants also went online when they 
felt pain, when they had doubts about their symptoms or 
when they had noticed new symptoms. Furthermore, the 
internet was used to gather information after participants had 
been given their diagnosis and when they heard or read 
something interesting. A final reason to search the internet 
was when a person had forgotten to ask the doctor 
something. The greatest reported benefits of online 
information were that it is easy, fast and one can decide for 
oneself what to read and when to read it. Whereas most 
participants had used the internet to obtain information, some 
participants did not have (or did no longer have) the urge to 
use the internet for health information because they believed 
it was too confrontational or led to unnecessary worry about 
their disease.  

 
“It’s fine by me, I can think of so many other things to 

search for and giving myself a hard time about. I live my life 
now and I don’t want to think about it daily [Female, 40 
years, RA].” 

 
Also, many participants already felt that they knew 

everything they wanted to know. Some participants reported 
that they felt there is an overflow of information on the 
internet, which can make it hard to find relevant information, 
judge the reliability of information and interpret the 
information correctly. Other participants reported obtaining 
their information in alternative ways, such as through their 
doctor or from patient organization magazines. Information 
provision via a rheumatology IHCA from their own hospital 
provoked enthusiasm, since it could overcome the problem 
of information unreliability.  

 
The information participants preferred the most could be 

classified into three categories. The first category is disease 
information, which contains topics such as the symptoms of 
the disease, the diagnosis, heredity and related symptoms, 
such as fatigue. Some patients mentioned that they want to 
be kept up to date on rheumatology research, to know about 
the latest results and developments. 

 
 “That is just keeping up with the newest developments 

within the field, as a patient. [Male, 55 years, Arthritis 
Psoriatica].” 

  
Second, information about treatment was preferred, such 

as medication, therapies and protocols. The final category 
concerns information about how to cope with rheumatism, 
which involves topics such as dealing with the psychological 
and social consequences relating to family, friends and work, 
how to keep exercising, and tips and tricks to overcome the 
difficulties in daily life that rheumatism can cause. 

 

2) Information about care and support 
Participants were asked to what extend they used or were 

interested in a ‘care guide’: an overview of all the 
rheumatism care and support available in the region. Half of 
the participants reported knowing of, and using existing care 
guides. Participants thought that these tools gave structured 
and complete overviews of health care and support services, 
and that they were helpful in making informed choices 
concerning health professionals. The most important reason 
participants mentioned not to use a care guide was that they 
did not need any additional care, and if necessary current 
health professionals usually made recommendations. 
However, a care guide from a rheumatology IHCA from 
their own hospital would be appreciated by most 
participants; it was seen as a potentially good reference tool 
in healthcare and support. 

 
“I used one (care guide, ed.) to find a physiotherapist in 

[small town] who was specialized in rheumatic diseases. 
Through this website I got the therapist I have now [Female, 
53 years, RA].” 

 
An effective care guide includes two kinds of 

information, according to the participants. The first type is 
aimed at medical care; the second type at support services 
and local resources. Regarding the medical care information, 
participants expect job descriptions and specializations of all 
health care facilities, including psychological and familial 
help. Each facility should show a complete overview of all 
its health care professionals. Also, information about 
accessibility, waiting periods, and hyperlinks to the web 
pages of each health professional is valued. A few 
participants would additionally like to read about 
experiences and opinions of other patients about particular 
professionals. Regarding the hospital participants wanted 
information about procedures, reciprocal expectations 
between the hospital and the patients, any changes in the 
rheumatism department and announcements of activities and 
meetings involving rheumatism. The preferred information 
on support services and local resources varied from 
household services to work reintegration authorities and 
health resorts for vacations. Participants also expressed a 
need for clear information about the options and financial 
help for home adjustments, support tools, health insurances 
and tips for disabled-friendly shopping, dining and 
entertainment in the region. 

 
“It is not just the medical part that counts, but also the 

coping in daily life. Where can you find information? Which 
regulations are important for you? How are things covered 
financially? [Female, 57 years, Forestier’s Disease].” 

 
3) Communication with peers 

One-third of the participants reported using online peer 
support groups or looking at support message boards 
occasionally. Participants identified advantages in online 
support groups since they can supply recognition, advice and 
support in coping with the disease. Furthermore, such groups 
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are anonymous, which reduces the reluctance to discuss 
personal topics. 

 
“Larger issues you discuss with your doctor, but for me it 

is very nice to read about the little things and think ‘oh, all 
those other people experience that too’ [Female, 57 years, 
RA].” 

 
Reasons for not using online support groups were that the 

information can be unreliable and some participants felt that 
people who are active in online support groups tend to 
complain a great deal or will only talk about their own 
problems. Also, some messages about the scope of the 
disease could be confrontational. Furthermore, some 
participants reported that they did not fit into the target group 
represented by the online support group. 

 
“I searched a lot in the beginning, when I was just 

diagnosed with rheumatism, and then I stumbled upon a 
rheumatism peer support forum. That’s when I thought that 
if this is where I’ll end up, then I’m never looking again. I 
was really shocked by it [Female, 40 years, RA].” 

 
“I know these (peer support groups, ed.), but they didn’t 

appeal to me because there  were mainly younger people 
posting on them,  struggling with kids, getting married and  
jobs, but I already had all of that covered, so that  wasn’t an 
issue for me anymore [Female, 43 years, Ankvlosing 
Spondylitis].” 

 
Some participants added that they perceived online 

communication as impersonal, that they didn’t want to hear 
strangers’ stories or advice, and that they didn’t want to 
spend too much time reflecting on their disease; because they 
did not want to feel like being a patient all the time. 
However, because of the large amount and large diversity of 
pros and cons for peer support groups, most people found it 
difficult to give a clear opinion or preference about the 
desirability of such an application within a rheumatology 
IHCA.  

 
“Personally, I don’t want to be occupied with my disease 

too much. But on the other hand, I don’t want to miss 
valuable advice [Female, 57 years, Forestier’s Disease].” 

 
Participants reported that there should be clear value for 

them in the online support groups: messages should be 
positive, and the exchange of tips and tricks should be the 
main function of the group. Other important pre-conditions 
were that there should be accurate control of posts as well as 
on privacy, and participants thought it was important to have 
a variety of topics and target groups on a forum.  

 
To the question if a peer support group should be 

national or regional opinions split two ways. Half of the 
patients thought such a forum should be national, because 
they felt it could provide more information about how 
treatment and coping differs around the country. One 

participant even mentioned a world wide forum to learn 
more about current research and treatment development 
globally. Furthermore, patients saw more value in a national 
forum to be able to speak to new people; instead of to people 
they can also visit face-to-face.  

 
“Yes, than I would use it more. See, I already have my 

contacts with rheumatic patients in the neighborhood [Male, 
59 years, RA].” 

 
Regional cultural differences were also mentioned; 

people in the region of Twente are known to be more 
introvert and down to earth than patients in southern or 
western regions of the Netherlands. A national forum could 
enrich the information flow, because more (different types 
of) patients can contribute. However, the other half of the 
patients reported to be more in favor of a regional forum. 
This might provide more recognition between patients from 
the same hospital, with the same doctors. Also, it would keep 
things small and orderly when not too many patients have 
access to the forum and can post messages. Furthermore, it 
would be easier to meet each other in person when desired. 
Strikingly, the regional characteristics were mentioned in this 
context as well; patients mentioned it would be nicer to talk 
to other patients who think and communicate alike. 
 

4) Communication with the health professional 
The majority of participants had never used e-mail to 

contact a doctor, either online available doctors or their own 
doctors. Almost all participants would never consider 
consulting an online doctor which they did not know, for it 
might be unreliable and it would feel as a betrayal to their 
own rheumatologist. However, there was a significant 
discrepancy between actual and preferred use of online 
contact with their own care provider in the hospital. Nearly 
all participants felt that this facility would be a valuable 
addition to the current care, since it is accessible, reliable and 
easy. Moreover, participants mentioned that e-mail allows 
them to take time to formulate a question and to carefully 
read or reread a doctor’s answer. Participants would use e-
mail mainly for minor, non-urgent questions, mostly instead 
of using the telephone to ask a question. Yet some patients 
mentioned it could stretch the time between two visits or it 
could possibly even save a visit to the hospital.  

 
“Sometimes I just have a short question and it’s not 

necessary to make an appointment. Something I just want to 
check. I don’t have to make a telephone call for it either, 
there’s no rush. Sending an e-mail would suffice [Male, 58 
years, SLE].” 

 
Despite their positive views, disadvantages were also 

mentioned: one disadvantage is the lack of immediacy in the 
communication, which inhibits both doctors and patients 
from directly asking a follow-up question for clarification. 
Also, patients would have to wait a while for a reply e-mail, 
while face-to-face or telephone contact is both direct and in 
real time.  
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Overall, participants thought that e-consultations could 

be a valuable extension of their current healthcare. The most 
important criteria for this tool are that the e-mail contact 
occurs with the rheumatology department of their own 
hospital and that it should not replace their regular contacts 
with their doctor. Moreover, participants expect a quick 
response of e-mails in a protected environment.  

 
Some patients also mentioned to bundle abound 

questions to form a ‘frequently asked questions’-tool (FAQ), 
or to create such a tool in advance, to avoid a lot of the same 
questions. Most patients reported they would use such a tool 
because the threshold would be very low. Furthermore, they 
reported that these tools often provide a lot of useful 
information. It could also contribute to the recognition that 
patients feel, because they are not the only one with those 
kind of questions.  

 
“Those are things (FAQ’s, ed.) I read a lot, and then I 

feel like ‘oh, I am not the only one with these questions and 
they are already answered’ [Female, 28 years, 
Fibromyalgia].” 

 
Yet an important precondition is that the list of frequently 

asked questions does not become too large, which causes 
overkill and disrupts the orderly presentation of information. 

 
Using a chat function to communicate with their care 

provider causes enthusiasm for almost half of the 
respondents. It would save patients the stress of visiting the 
hospital, including finding a parking space, sitting in the 
waiting room and absorb all the information of the doctor in 
one time. Still, it would be one step to far for a lot of 
patients. They are afraid the conversation would get too 
chaotic or they would not know how to use the tool properly. 
An important precondition would also be that the amount of 
offered chat sessions by the care providers could cover the 
demand by patients. 
 

5) Participation by symptom monitoring 
Half of the participants did not have experience with 

symptom monitoring. The other half had some experience in 
various ways, for example using a diary or during a 
treatment. Reasons mentioned for using a symptom 
monitoring tool were that it could give both the participant 
and the doctor a better insight into the disease, which could 
benefit communication and treatment. Also, it was 
considered to be good to be open-minded about new 
approaches and methods, and it can be fun to use the tool and 
see patterns emerge over time. 

 
“You get a much better idea of what your bottlenecks 

are, and then you can explain it a lot better to the 
rheumatologist [Female, 40 years, Osteoarthritis].” 

 
Some participants were not able to grasp the use and the 

extra value of regular monitoring. Often because they felt 

they did not have complaints that were severe enough to be 
worth monitoring or because their complaints had been 
stable for a longer period of time. Other reasons for not using 
symptom monitoring were that it could be confrontational, 
participants didn’t want to spend too much time thinking 
about their disease and some patients feared it could be 
counterproductive if one becomes too focused on pain and 
symptoms.  

 
“I just don’t want to know. Ignorance is bliss; if I’m 

feeling good on a day, then I live it to the fullest. If I feel 
miserable the next day, then that’s the way it is. I don’t think 
about it too much [Female, 57 years, RA].” 

 
Participants particularly appreciated the value of 

symptom monitoring when the data would not just be for 
their own knowledge, but when their doctor also receives the 
data and uses it to improve treatment. For example, a doctor 
could adjust treatment or medication according to reported 
complaints by patients, or a doctor could go deeper into 
conversation about monitored problems during consultation. 
An advanced way of getting the monitored information from 
the patient to the care provider would be via tele-monitoring. 
The IHCA could offer an application with which it is 
possible to get the patients’ data directly to their own care 
providers. This way it could be a valuable addition to regular 
care. 

 
“For me personally it would only work when it would 

benefit me, when I could improve something with it 
(symptom monitoring, ed.). But if I would only be scoring all 
my pains en symptoms, that would not do any good for me 
personally [Female, 56 years, Sjögren’s Syndrome].” 

 
Symptoms that participants would like to monitor were 

primarily inflamed and swollen joints. Furthermore, the 
monitoring of pain, overall health, and exercise is important 
to patients. Stress, fatigue, medication and nutrition were 
also mentioned. Furthermore, the participants thought it was 
important to see possible correlations between these various 
factors in graphs. For example the effect of exercising on 
perceived pain, or the effect of sleep on the amount of 
stiffness. Symptom monitoring would mainly be used semi-
regularly in times of high disease activity, and before a 
consult. Participants also mentioned that it could be a very 
valuable tool for patients who were recently diagnosed, for 
exactly than it can give good insight in the variability and 
fluctuation of symptoms and pain.  
 

6) Participation by exercise programs 
Most participants did not have any experience with 

online exercise programs. They mentioned not having 
enough self-discipline to persist and they mostly preferred 
visiting the physiotherapist. Some participants regularly 
exercised by themselves, through daily activities such as 
walking or cycling, visiting the gym or using exercises from 
a self-help book or on a game computer. Still, these people 
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also mentioned having self-discipline problems in regulating 
their behavior.  

 
“One time I got a booklet with exercises from the Dutch 

Arthritis Association. I started it, but on some point in time 
the motivation slipped away and I thought ‘well, never mind 
then’ [Female, 50 years, Osteoarthritis].” 

 
Some participants reported that using an online exercise 

program might, in comparison to physiotherapy, help to 
maintain a sense of self-respect: doing things on your own. 
Furthermore, being able to exercise at home and get tips and 
support via the internet would be comfortable. Still, almost 
half of the participants did not see any value in an exercise 
program on a rheumatology IHCA. They did not think the 
tool could address the need for self-discipline. They were 
afraid of the accuracy and the safety of the exercises, and of 
doing them without a supervisor.  

 
“It all depends on proper supervision. I can and I want to 

exercise, but if I do things the wrong way I get injured easily. 
When a healthy person does something incorrectly, he gets 
muscle aches, but if I do something incorrectly I can’t walk 
for a week. To prevent this, I want a physiotherapist next to 
me. I want to keep on exercising, but in a healthy way 
[Female, 43 years, Ankvlosing Spondylitis].” 

 
These barriers might be overcome by an online coach, 

someone who can watch the patient via a webcam, so that 
the coach can look along and give tips and advice. For some 
participants, this seemed like a good idea. Furthermore, 
patients would appreciate information and tips and tricks 
considering exercising. They would like to know which 
exercises are good, and which are not, or which could even 
be bad. They would also like advice on which exercises are 
good for what specific problems or for what specific parts of 
the body. Participants reported that this information would 
lower thresholds for them to start exercising in their own 
pace and convenience.   

 
“I would indeed look up which exercises they 

recommended, and I can imagine that I would also actually 
use them [Female, 56 years, RA].” 
 

7) Participation by access to medical health record 
The most enthusiastically identified example of an online 

application by participants was access to their personal 
health record. Fifteen out of eighteen participants were 
positive about this; they would like to have access to their 
complete personal health record, including previous and 
current test and lab results, their treatment plans and an 
overview of all the upcoming appointments. The most 
important reason why they wanted this was to feel more 
involved with, and in control of, their disease and treatment. 

 
“It would mean more involvement in myself. It concerns 

information about me, so I would like that very much (insight 
in personal health record, ed.) [Male, 59 years, RA].” 

 
Also, it would give a good overview of the entire 

treatment, both back in time and in the future. Patients could 
see how their lab values and their disease activity have been 
changing over time, and they could see how their treatment 
is going to proceed and what they can expect from the 
hospital in the upcoming months. 

 
“According to my treatment plan I have to give blood 

every 4 weeks and I have to get a consultation every 6 
months. If I could see that in a schedule, I would never have 
to ask myself anymore ‘How did this work again?’ [Male, 59 
years, Osteoarthritis].” 

 
One reason for not desiring access to their personal 

health record would be that participants feel it is too difficult 
to understand all the information. Participants argue that it is 
the doctor’s information and they would not know how to 
interpret it. Therefore, an important pre-condition is that the 
personal record should contain enough clear information and 
instructions to allow the patient to correctly interpret all the 
results and information. 

 
“How is that score calculated and what is good or bad? I 

would not know, the nurse always scores everything and 
than says ‘Well, you are doing fine’ [Female, 39 years, 
RA].” 

 
Furthermore, it is important that the records are safely 

secured. Patients want the information to be only accessible 
for themselves and for their care providers.  

 

IV. DISCUSSION 
To the best of our knowledge, this is the first study to 

identify a broad overview of use, needs, motives and 
preferences of rheumatism patients on a full spectrum of 
online support applications. Results reveal that the provision 
of an IHCA by ones’ own hospital causes enthusiasm. With a 
hospital based IHCA barriers of online applications, such as 
information overflow or doubts about the reliability, could be 
overcome. Overall, participants were most interested in 
receiving information on both medical and support topics, 
online contact with their doctor and access to their personal 
health record. Patient support groups were less preferred as 
well as participation tools such as online symptom 
monitoring and online exercise programs. Furthermore, a 
significant discrepancy between current use and future 
preferences was seen in information about care and support, 
online communication with the doctor and access to a 
personal health record.  

 

A. Information 
Presently, participants used the internet predominantly to 

search for information. Previous research among rheumatism 
patients, as well as among those suffering from other 
diseases, has shown similar findings [25][26][27]. In this 
study the emphasis was on the kind of information and the 
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reasons for which patients searched the internet. We found 
that the participants were predominantly interested in disease 
information, treatment information and information on care, 
which was also reported by Gordon [28] and Hay [29]. Still, 
many participants reported searching for other information 
than the aforementioned subjects, which is not reflected in 
earlier studies. First, many participants emphasized 
information about coping: how to deal with psychological 
and social consequences relating to stress, family, friends 
and work, how to keep engaged in exercising, and tips and 
tricks to overcome the small difficulties in daily life that 
rheumatism can cause. Second, information on support 
services and local resources was valued, such as on 
household services and financial support for home 
adjustments. Overall, participants seem to want rheumatism 
information in a broader spectrum, while on the other hand 
many participants mentioned that they often experience an 
information overload. This is widely described in the 
literature, moreover, the available health information is often 
unreliable or biased [21][30]. Information provision by way 
of a hospital IHCA, could meet the preferences of patients by 
overcoming the problem of a doubtful information overload, 
while still offering a wide amount of information. 
 

B. Communication 
Participants were asked about online communication 

possibilities with both their doctors and their peer patients. 
The reported overall current use of communication tools by 
participants is limited. Much is written about the possible 
positive results peer support groups can give [31][32]. Still, 
actual usage of online support groups seems to be moderate 
[24][33][34][35][36]. The current study shows that most 
participants do not immediately reject the concept of online 
peer support groups, but they only want to participate under 
certain conditions. Participants would like to read positive 
messages and practical tips from other patients. 
Communication with health professionals shows a large 
discrepancy between current use and needs for the future. 
This is also shown by Van Lankveld in a study on current 
and expected use of online health applications by the 
chronically ill [27]. This discrepancy is largely due to lack of 
opportunity. Most participants have never communicated 
with their doctor online [33], because such applications were 
not available. Still, when offered, e-mail contact appears to 
be a popular facility [13][18][34][35][37]. Our study reveals 
that rheumatism patients thought it would be an accessible, 
reliable and easy way to improve their current care. 
However, patients do not want e-mail communication to 
replace consultations or other face-to-face contact. 
Moreover, practical implementation might be difficult as e-
mail communication might be impeded by legal, budgetary 
and motivational barriers [38].  
 

C. Participation 
The current use of self-management or exercise programs 

is reported as moderate by patients. Many of our participants 
did not see the purpose of these applications, or they 

believed it would demand too great a time investment 
without clear benefits. Previous trial studies concerning self 
management and physical activity in rheumatism showed 
good results using computer-based technologies 
[15][31][39]. However, despite of promising results, the 
predicted use of suchlike tools on an IHCA is still moderate. 
Reported explanations for this are barriers in both self-
discipline and accuracy, and safety of the exercises.  

On symptom monitoring patients stated that their 
motivation to use the application would definitely increase if 
their doctor would use the information for treatment 
purposes. Therefore, the greatest promise of these tools is 
when linkage to the treatment can be realized. The perceived 
usefulness for themselves and for their treatment is a large 
motivator for use: this raises interesting questions about the 
possible future use of these applications. For example, tele-
monitoring, in which the doctor applies a patient’s self-
reported data on monitoring and management during the 
consultation. 

Finally, a participation tool with great potential is online 
access to medical health records. Previous studies have 
shown that this application is well received by patients 
[18][37][38][40] and the participants in this study also report 
enthusiasm. This application would give patients the sense of 
being involved in, and in charge of, their own disease and 
treatment. Motivations such as this are very important 
because they demonstrate the value an IHCA can have in 
involving patients in their care process.  
 

D. Preferences 
Results show that patients mentioned a lot of pre-

conditions which should be fulfilled in order for them to use 
the various support tools, especially for the communication 
and participation tools (Table 2). Often, the reported motives 
for not using the support tools could be overcome when the 
patients’ demands on possibilities, quality and care provider 
involvement for each online support tool are met. Therefore, 
it is very important to meet these pre-conditions when 
developing a rheumatology IHCA; this is what makes the 
application patient-centered. If we wish to overcome the 
current acceptance problems that many online applications 
face when it comes to actual use, patients’ wishes should be 
complied with as much as possible and feasible. Still, it 
should be noticed that many patients have not yet had the 
opportunity to use most of the participation applications, so 
their preferences and pre-conditions are not based on 
experience, but on expected usefulness [41]. 
 

E. Study limitations 
There are limitations to this study. This qualitative study 

may not be representative for all patients. The participants 
were volunteers who, being more actively involved in 
research than usual patients, may not represent typical 
patients. Furthermore, the participants had mostly suffered 
rheumatism for a longer time. This can influence their needs 
and preferences; they are in a later stage of their illness 
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journey than recently diagnosed patients. In a quantitative 
follow-up study these limitations will have to be averted. 

 

V. CONCLUSION 
Patients see great value in an IHCA provided by their 

own hospital, since it could increase reliability of the 
provided information , and would give them the confidence 
to use the application. The current study shows a significant 
discrepancy between current use and future preferences 
rheumatism patients have regarding online communication 
with their doctor, online symptom monitoring and access to 
their medical health record. Furthermore, our results provide 
an overview of important preferences and pre-conditions that 
patients have for each support tool in order to improve 
intention to use the application. Overall, patients prefer a 
rheumatology IHCA that contains both communication and 
participation tools, which are linked to the hospital, and 
information about disease, care and practical support. 
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Abstract - This paper addresses the problem of how to 
develop a conceptualization of context that can support the 
development of technology-rich learning activities. The term 
technology-rich encompasses mobile, hybrid and on-line 
learning approaches and the work reported here is intended 
to bridge these different approaches. In this paper we 
suggest that a learner-specific definition of context can 
ground research across mobile, hybrid and on-line learning.  
We discuss a definition of context that is theoretically 
grounded in the socio-cultural approach to learning and that 
has been used to develop the Ecology of Resources model. 
This model is an abstraction that can be shared between 
social and technical researchers and practitioners to support 
analysis and to generate technology design.  An example 
that demonstrates the way that the Ecology of Resources 
model is empirically as well as theoretically grounded is 
presented. This example is used to support the proposal that 
the Ecology of Resources model can be used as a design 
tool to sensitize designers to the importance of each 
learner’s context. 

 
Keywords - context, zone of collaboration, ecology of 

resources model, distributed scaffolding. 

I. INTRODUCTION 

The continuing increase in the range of pervasive, 
interconnected, and embedded technologies in our 
environment allows people to digitally link their 
experiences across, between and with multiple locations, 
multiple people and a range of subject matter. These 
technical developments have the potential to support the 
better integration of learners with their social, physical and 
digital worlds. Or in other words these developments have 
the potential to enable us to take batter account of each 
learner’s context. The aim of this paper is to discuss the 
concept of context and to evaluate a context-based model of 
learning that is intended to support the development of 
technology-rich learning activities. The model is called the 
Ecology of Resources and it offers a potentially unifying 
concept for the sub-fields of learning with technology, both 

technical and sociological. In particular, the Ecology of 
Resources model aims to engender the development of 
activities that use technology to overcome the traditional 
physical and temporal constraints that are part of many 
learning environments and that are at the heart of 
approaches within the sub-fields of mobile, hybrid and on-
line learning.   

In this paper we extend [1] and discuss the Ecology of 
Resources model to consider some of its theoretical 
grounding. We then present an empirical example of the 
model in use. This example is drawn from the Homework 
research project: a project that explored the use of multiple 
technologies to support young learners (aged 5-7 years) with 
numeracy both inside and outside school. Such a situation is 
particularly compatible with the aim of the Ecology of 
Resources to support the development of activities that use 
technology to overcome the traditional physical and 
temporal constraints. This type of empirical evaluation adds 
both to our understanding of learners’ interactions with 
technology, and to the continuing development of the 
Ecology of Resources model and design approach. 

 

II. CONTEXT AND LEARNING 
 

There is nothing new about the suggestion that one 
should explore the educational context in which learning 
takes place in order to understand more about learning. 
Work such as that completed by [2] suggests that the 
organization of learning resources, including the computer, 
influences the manner in which these resources are used. 
Similarly [3], when evaluating Integrated Learning Systems, 
concluded that the impact of technology upon learning was 
heavily dependent on the specifics of the educational 
environment into which the technology was introduced. 
This type of work is useful in confirming the importance of 
looking at the wider environment, but is limited by a focus 
that is mainly on specific environmental locations, such as 
school classrooms. To make the most of the possibilities 
afforded by new technologies a clearer, learning-specific 
definition of context is now required, to support the 
development of technology-rich learning activities. 
Activities that take advantage of the growing range of 
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technological artefacts that can support interaction across 
multiple physical and virtual spaces, multiple knowledge 
domains, multiple time periods and with multiple 
collaborators. The provision of such a definition is not an 
easy task. Nardi, [4] states the problem clearly: ‘How can 
we confront the blooming, buzzing confusion that is 
“context” and still produce generalizable research results?’ 

 
In [5], we confront this “confusion” by looking at a range 

of ways in which context is talked about within literature 
drawn from multiple disciplines to identify common themes 
of concern that transcend disciplinary boundaries. This 
encompasses work drawn from geography and architecture, 
anthropology and psychology and from education and 
computer science.  We conclude that:  
 

“Context matters to learning; it is complex and local 
to a learner. It defines a person’s subjective and 
objective experience of the world in a spatially and 
historically contingent manner. Context is dynamic 
and associated with connections between people, 
things, locations and events in a narrative that is 
driven by people’s intentionality and motivations. 
Technology can help to make these connections in an 
operational sense. People can help to make these 
connections have meaning for a learner. 
 

A learner is not exposed to multiple contexts, but 
rather has a single context that is their lived 

experience of the world; a ‘phenomenological gestalt’ 
[6] that reflects their interactions with multiple 
people, artefacts and environments. The partial 

descriptions of the world that are offered to a learner 
through these resources act as the hooks for 

interactions in which action and meaning are built. In 
this sense, meaning is distributed amongst these 

resources. However, it is the manner in which the 
learner at the centre of their context internalizes their 

interactions that is the core activity of importance. 
These interactions are not predictable but are created 
by the people who interact, each of whom will have 
intentions about how these interactions should be. ” 

[5] 
 

This definition portrays context as something that is 
centred around an individual. This results in a 
conceptualization of context with a time-scale that is an 
individual’s life and boundaries that are those of the 
individual’s interactions. We suggest that this definition of 
context can be used to ground the development of 
technology rich learning activities that do not differentiate 
between the various flavours of learning that inhabit the 
growing rhetoric of descriptors that include mobile, hybrid, 
virtual, on-line, and e-learning. All are concerned with 
learning and all can be supported by such a learner centric 
definition of context. But what theory of learning is 
consistent with this view of context and capable of being 
used to develop a context-based model of learning that can 

be made operational and that can form the foundation for a 
design framework?  

There are several theoretical viewpoints that specifically 
relate to learning and context; for instance, work from the 
socio-cultural tradition, such as that of Vygotsky, activity 
theory, Michael Cole’s cultural psychology, Hutchins’ 
distributed cognition and the situated and communities of 
practice approaches. The discussion of context above 
favours an intentional role for people, a learner-centredness 
that defines context as an interactional concept, combining a 
learner’s active experience of their physical reality with 
their mediated experiences through human-made artefacts.  

The process of internalization through which an 
individual’s distributed meaning-making interactions lead 
that individual’s development is key to this enterprise. This 
narrows down the compatibility of the potential learning 
theories to those from a socio-cultural stance. The relational 
attributes of activity systems certainly make them appealing 
for this purpose. However, it is my intention to focus upon 
the learner at the centre of their interactions we therefore 
consider in more depth the socio-cultural approach of 
Vygotsky [7] [8]  
 

A. Vygotsky, Learning  and Context 
The socio-cultural approach of Vygotsky is 

developmental and describes an individual's mental 
development as an interaction between that individual and 
their socio-cultural environment. The nature of these 
interactions influences the nature of their resultant mental 
processes; the interpsychological becomes 
intrapsychological via the process of internalization [7].  

This approach offers compatibility with a context-based 
model of learning and is further focused in the Zone of 
Proximal Development (ZPD), which can be described as 
the crystallization of the internalization process. When 
Vygotsky [7] introduced the ZPD, he proposed that a child's 
ability to solve standardized problems unassisted was not 
the whole story of their development, but rather it simply 
reflected the completed part of their development. The ZPD 
was defined as: 
 

“The discrepancy between a child’s actual mental age and 
the level he reaches in solving problems with assistance 

indicates the zone of his proximal Development; … 
Experience has shown that the child with the larger zone of 
proximal development will do much better in school. ” [7] 

 
Vygotsky suggested that when instruction is aimed at 

what the child can achieve when aided by a more able 
partner then it can play a major role in the development of 
that child’s higher mental processes. The purpose of the 
ZPD is to focus the dialogue between the more able partner 
and the child, so that the learner can reflect upon this 
dialogue and reformulate it into their own thought [10].  
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The ZPD has an important process element as well as a 
conceptual one. This process element can be seen more 
clearly in Vygotsky [8], in which the ZPD is described as 
something that must be created through instructional 
interactions and that can only operate when the child is 
interacting with other people in the environment.  

The ZPD could be thought of as the basis for a context 
of productive interactivity. However, the ZPD is 
underspecified; it does not, for example, specify the manner 
in which the ‘actual developmental level and the zone of 
proximal development’ [8] are to be identified. This need 
for clarification has been recognized by many researchers, 
such as [11 and 12]. Work such as the scaffolding metaphor 
of [13] and the constructs proposed by [14] have provided 
useful clarifications about how a ZPD might be created and 
have informed the interpretation of the ZPD that this paper 
discusses and that is at the heart of the Ecology of 
Resources.  

My interpretation explores the relationship between the 
identification of a learner’s collaborative capability and the 
specification of the assistance that needs to be offered to the 
learner in order for them to succeed at a particular task. We 
refer to this interpretation as the Zone of Collaboration, 
which uses two additional constructs called: 
 

 
The Zone of Available Assistance (ZAA);  
and  
The Zone of Proximal Adjustment (ZPA).  
 
The ZAA describes the variety of resources within a 

learner’s world that could provide different qualities and 
quantities of assistance and that may be available to the 
learner at a particular point in time. The ZPA represents a 
sub-set of the resources from the ZAA that are appropriate 
for a learner’s needs. Figure 1 represents these concepts 
graphically. 

B. Scaffolding 
As can be seen from the discussion so far, the ZPD 

requires assistance for the learner from a more able other. 
The nature of this assistance was, however, left 
underspecified in Vygotsky’s writing. Seminal work done 
by David Wood [9], in which he coined the term 
‘Scaffolding’ to describe tutorial assistance, is particularly 
relevant here. Effective scaffolding is presented as 
something more than the provision of hints and graded help. 
It involves simplification of the learner’s role and 
interactions in which learners and their more able partners 
work together to achieve success, but the contributions from 
each vary according to the child’s level of ability [15].  
 

 
Figure 1 The Zone of Collaboration [5] 

 
The scaffolding approach has been used to develop a 

variety of educational software, such as that of Wood, 
Shadbolt, Reichgelt, Wood & Paskiewitz [16], and has been 
used, adapted and extended to guide the development of a 
variety of  technology enhanced learning applications (see 
for example, [17, 18, 19]). A further dimension to the use of 
technology for scaffolding can be seen in the use of 
scaffolding to support the development of higher order 
thinking skills, such as metacognition [20] and help-seeking 
skill development [21]. 

The potential offered by connected technology and the 
need to focus on context as discussed in the introduction to 
this paper require that consideration is given to resources 
that are beyond those offered by a single interactive learning 
environment, which is where most of the research attention 
has been focused to date. Some consideration has however 
started to be given to the possibilities afforded by 
scaffolding in these much more complex environments. 
[22], for example, use the term ‘distributed scaffolding’ and 
explore this through classroom-based science learning. Key 
findings from their work include identification of the 
increased complexity that occurs when scaffolding is 
distributed and the potential for distributed scaffolding to 
offer learners more opportunities to notice scaffolding 
opportunities. Tabak [23] also explores complex settings 
and distributed scaffolding and also identifies this positive 
possibility of increased opportunities for scaffolding. Her 
vision for distributed scaffolding is that learners can take 
advantage of different types of support provided by different 
means in an integrated manner, in order to solve complex 
problems. This notion of distributed scaffolding is 
increasingly important when a learner’s broader context 
beyond a single learning environment is considered. 

We therefore add to the definition of context that: 
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“it is the role of the more able participants to scaffold 
a learner’s construction of a narrative that makes 
sense of the meanings distributed amongst the 
resources with which they interact. Through this 
scaffolding the learner at the centre of their context 
internalizes their interactions and develops increased 
independent capability and self-awareness.” 
 

[5] 
 

III. THE ECOLOGY OF RESOURCES MODEL OF CONTEXT 

The Ecology of Resources model builds upon this 
definition and develops the ZAA and ZPA concepts into a 
characterization of a learner and the interactions that form 
that learner’s context. An earlier version of the model is 
discussed in [24] and its full detail can be found in [5]. Here 
we describe it briefly in order to ground the presentation of 
an empirical example and to support the suggestion that it 
might act as a useful mediating artefact to integrate work 
across various subfields such as mobile and hybrid learning 
(see Figure 2 for an illustration of the Ecology of Resources 
model).  

The resources that comprise a learner’s ZAA embrace a 
wide range of types, including people, technologies, 
buildings, books and knowledge. It is useful to consider the 
different types or categories of resource that might be 
available in order to help us identify them and the 
relationship they bear to the learner and to each other. One 
of the resource categories that the learner needs to interact 
with comprises the ‘stuff that is to be learnt’: the knowledge 
and skills that are the subject of their learning. A second 
category of resource is that described as ‘Tools and People’. 
This category includes books, pens and paper, technology 
and other people who know more about the knowledge or 
skill to be learnt than the learner does. The last category of 
resource is that represented by the ‘Environment’ descriptor. 
This category includes the location and surrounding 
environment with which the learner interacts: for example, a 
school classroom, a park, or a place of work. In many 
instances, there is an existing relationship between the 
resources within these three categories: Knowledge and 
Skills, Tools and People and Environment. For example, the 
book resources appropriate for learning French are located 
in the Language Learning section of the library and formal 
lessons probably take place in a particular location in 
school. Hence, in Figure 2 the categories of resource 
surrounding the learner, and with which they interact, are 
joined together. In order to support learning, the 
relationships between the different types of resource with 
which the learner interacts need to be identified and 
understood. They may need to be made explicit to the 
learner in order to build coherence into the learning 
interactions. For example, if we wish to teach French 
conversation to an evening class, which involves how to 

order a meal, we may choose to provide a menu and to 
organize the room like a restaurant. We will also need to 
ensure that the language concepts we introduce are relevant 
to meal ordering. 

 
Figure 2 The Ecology of Resources Model [5] 

 

A. The Ecology of Resources Filter Elements 
This language-learning example highlights another factor 

that needs to be taken into consideration. We mentioned that 
we might organize the room in a particular fashion. This is 
an example of the way in which a learner’s interactions with 
the available resources are often filtered by the actions of 
others — in this case, me as the teacher — rather than 
experienced directly and unimpeded by the learner. For 
example, the subject matter to be learnt is usually filtered 
through some kind of organization, such as a curriculum, that 
has been the subject of a process of validation by other 
members of the learner’s society. This resource filter is 
stronger for subjects such as mathematics and other formal 
educational disciplines than for more grounded skills such as 
farming. However, even with skills-based subjects there is, 
to some extent at least, still some formalization of what is 
recognised as the accepted view about the nature and 
components of the skills that need to be mastered. The tools 
and people that may be available to the learner are also 
organized or filtered in some way. For example, a teacher 
taking a French conversation evening class is only available 
during that class, or perhaps at some other times via email. 
Classroom technologies are not always available to learners 
whenever they want: there are school rules and protocols that 
restrict the learner’s access to resources. Finally, and again 
as reflected in the French conversation learning example, a 
learner’s access to the Environment is mediated by that 
Environment’s Organization. This resource filter is more 
obvious in formal settings such as schools, where timetables 
and regulations have a strong influence on the ways in which 
learners interact with their environment. In the same way that 
there may already exist a relationship between the different 
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resource elements in the outer circle of Figure 2, there may 
also exist a relationship between the filter elements. The 
coherence of the learner’s experience can be enhanced 
through careful consideration of the existing relationships 
between the filter elements and between the individual 
resource elements and their associated filter. All of the 
elements in any Ecology of Resources bring with them a 
history that defines them, as well as the part they play in the 
wider cultural and political system. Likewise, the individual 
at the centre of the Ecology of Resources has their own 
history of experience that impacts upon their interactions 
with each of the elements in the Ecology.  

IV. THE ECOLOGY OF RESOURCES MODEL IN USE 

The Ecology of Resources model offers a way to talk 
about learners holistically – to sensitize us to the range of 
interactions that constitute their contexts, to frame the 
participatory design process; to explore data to understand 
more about learners’ contexts; to identify the assistance that 
could be available and the way that learners’ interactions 
with it might be filtered and supported and to identify 
situations where scaffolding might be used. The Ecology of 
resources approach has been used in a variety of projects 
that include science learning in school, informal and formal 
learning in the developing world and home education in the 
UK.  

The example we draw upon here is that of the 
Homework project through which a system called 
HOMEWORK was developed. This was an interactive 
mathematics education system for children aged 5–7 years. 
The system used a combination of interactive whiteboard 
and Tablet PC technology, plus some bespoke software, 
consisting of lesson planning, control and home use 
components. The system contained a rich set of multimedia 
and associated interactive numeracy resources drawn from 
the popular television series called the Number Crew. 
Teachers used the software to link resources into lesson 
plans. In the classroom, the interactive whiteboard was used 
for whole class activities and each child also had their own 
Tablet PC for individual and small group activities. The 
teacher could control the classroom activity from their own 
Tablet PC and could allocate new activities or send 
messages to individuals or groups of children in real time. 
When planning each lesson the teacher could also decide 
upon homework activities and allocate them to individual 
children’s Tablets as appropriate. After school, the children 
took their Tablet PC home with them and used it at home or 
elsewhere; individually or with parents. At home, in 
addition to homework activity set by the teacher, the Tablet 
provided access to the resources the learner had used in 
class that day, the resources that they had used in previous 
sessions (irrespective of whether the child was actually in 
school or not) and information for parents about the learning 
objectives to which these activities related. There were also 
links to other relevant fun activities and a messaging system 

to support parent and teacher communication. The 
HOMEWORK system was developed incrementally and 
interactively with learners, teachers and parents. Each 
iteration gave the design team a clearer understanding of the 
interactions that made up the learning contexts of the 
children who the system was developed to support. It is 
described in some detail in [24]. Here, we use the example 
of the system that was the product of this development and 
its empirical evaluation to demonstrate its use of mobile, 
classroom and e-learning technologies and the manner in 
which the Ecology of Resources model of context can be 
used to model learner interactions and design technology 
use. 

Evaluations of the HOMEWORK system were 
conducted in different schools and classes throughout the 
system’s development. The evaluation on which we draw in 
this paper was conducted with a class of 32 children aged 5–
7 years. The research was exploratory and was concerned 
with understanding the nature of the learning interactions 
that learners, teachers and parents were able to engage in 
supported by the HOMEWORK system. There was no 
intention to set up a comparative control group trial.  

Multiple data sources were collected which included: 
logs maintained by the system; diaries maintained by 
parents; interviews with parents; and questionnaires 
completed by parents. In this example we focus upon the 
data that illustrate how the Tablets were used by children 
and their families outside the classroom. It is these data that 
can offer valuable information about the child’s wider 
learning experience across multiple locations, tools and with 
a variety of other people. 

The HOMEWORK system was used for three, hour-long 
mathematics lessons per week in school. The log data 
indicate that the Tablets were used at home, on average, 
slightly less than once a day for the equivalent of 25 
minutes a day. However, there was great variability in both 
session length and in the total time children spent using the 
Tablets during the research period. The diaries maintained 
by parents indicate that the most common time for the 
Tablet to be used was weekday evenings (after 5.30 pm) and 
during the daytime at weekends. These diaries also reveal 
that the Tablet was most often used at a table located in a 
communal space such as a lounge, and that mum was the 
person who most frequently helped children with their 
Tablet activities.  

There was also evidence of learning gains during the 
time the HOMEWORK system was in use. These can be 
seen in the changes in children’s scores in a pre-test and 
post-test set by the teacher. The mean scores for the 
youngest children (5–6 years of age) increased by 17 per 
cent between the start of the study (T1) and the end of the 
study (T2); and for the older children (6–7 years of age) by 
26 per cent, as illustrated in Figure 3.  

In addition to these test scores, parents’ comments in the 
diaries they maintained and during interviews also suggest 
that children’s learning may have benefited during the 
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Homework project studies. For example, a parent 
commented about her daughter Jane: 
 

“Jane wanted to go through the videos of the number 
crew.  Jane has definitely found having the PC a 
more interesting way of doing maths, as with most 
things, seeing and having an active part to play 
means more than just listening. Jane said that she had 
learnt a lot this weekend and showed me ½s and = 
and 10s and 100s counting on and backwards and 
you could tell how pleased she was with herself.  
Jane cleaned the PC and is taking great care of it.” 

 
In the interviews with the class teacher there are also reports 
that reflect the teacher’s belief that children are benefiting 
from their use of the HOMEWORK system. The findings 
from the interviews, both with parents and teachers, provide 
confirmation of the pre-test/post-test data. 

 
Figure 3 Average test scores pre and post system use  

 

A. Family Case Study 
In addition to this data about learning gains and how, 

when and where the tablets where used, the project team also 
wanted to explore more about the nature of the way in which 
the system may have supported learning, and the range of 
interactions that the HOMEWORK system was able to 
support. The multiple data sources were therefore pulled 
together to produce narrative family case studies. We discuss 
an excerpt from one such case study here to illustrate one 
family’s use of the system in more depth. This narrative is 
about a learner — Robert, and his family — and the way that 
they used the HOMEWORK system through the Homework 
Tablet. The narrative is constructed from the data logged by 
the Homework Tablets and the entries made in the diary kept 
by the family. The timings for the length spent on activities 
are rounded down to the nearest minute. The ‘…’ symbol 
indicates where there is a day’s entry in the full narrative that 
is not part of this extract.  
 

1) Robert’s Story (an excerpt) 
Robert is 5 years old and lives at home with his parents 
and two brothers.  

 
It’s Wednesday and Robert has used his Tablet PC in 
school this morning, from 11.20am, working on an 
activity about estimating a number of objects.  He 
watched a video to begin with and then worked 
through activity number 7. He completed activity 
number 7 at level 1 for 5 minutes, skill number 7 at 
level 1 for 3 minutes, activity number 7 at level 2 for 
2 minutes, skill number 7 at level 2 for 3 minutes and 
activity number 7 at level 3 for a little over 2 
minutes. He finished at 11.45am. 
 
Robert takes his computer home this evening and 
uses it at 6.10pm.  He works in the lounge, sitting on 
the floor with his Tablet PC on the coffee table, with 
his grandmother and brother.  He works on the 
‘Number Themes’ digital camera homework for 
about 15 minutes (6.10pm – 6.25pm). This asked 
him to look for numbers in his home and to take 
photographs using the camera integrated into the 
Tablet PC. He takes 2 photos, which do not come out 
very well.  Mum says there was not enough light to 
take photos (in diary).  He then has a look at the 
other homework activity called ‘Number Bags’ at 
about 6.35pm. 
… 
 
Friday - Robert’s teacher uses the HOMEWORK 
system for the maths lesson today and starts the 
session with the whole class together sitting on the 
floor in front of the interactive whiteboard singing 
the Number Crew song, watching a video and 
completing a numeracy activity. Each child then 
returns to their seat and uses their individual Tablet 
PC. Robert uses his Tablet PC this morning at 
11.45am for about 20 minutes. The teacher has set 
some homework and Robert looks at this while the 
teacher explains it to the class. The homework 
activities for this week are called  ‘Numbers are 
everywhere’, which involves using the Tablet PC 
camera to take pictures out of school of numbers up 
to 100 around the house and then complete a 
worksheet; an interactive activity called ‘Ten Down’; 
and a video called ‘Storm and Seasickness 1’. Robert 
has a practice with the camera, for about 10 minutes, 
and takes and looks at some pictures.  
 
Robert takes his Tablet PC home for the weekend 
today. He uses it when he arrives home from school 
at 3.45pm.  He works at the kitchen table with his 
brother.  He looks at the fun activities and the 
homework.  He then spends 25 minutes doing the 
‘Ten Down’ homework activity (see Figure 4), from 
about 3.50pm – 4.15pm and briefly looks at the 
‘Numbers are everywhere’ camera homework sheet.  
He turns on his PC again at 5.20pm and once again 
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works at the kitchen table, this time with Mum.  He 
looks at the ‘Numbers are everywhere’ homework 
again, has a 2-minute go with the camera, during 
which he records a video and then has another little 
play with the ‘Ten Down’ activity for 10 minutes.  
This involves a lot of exploration as Robert looks at a 
number of different activities for a few minutes each.  
He keeps coming back to the Tablet PC: he plays for 
about 20 minutes at 5.35pm, then 10 minutes at 
6.10pm, then again for about 10 minutes at 6.50pm. 
Mum says he really enjoyed the ‘Ten Down’ activity 
and grasped it quickly.  The day’s session finally 
ends at 7pm. 
 

 
Saturday Robert uses his PC again on Saturday 
morning, turning it on briefly at 8.40am when he 
returns to the ‘Ten Down’ exercise for 5 minutes, 
working in the lounge. At 10.30 am he works at the 
kitchen table with his Nanny and wants to repeat the 
‘Ten Down’ activity as he had enjoyed it.  He also 
explores a little more and looks at the fun activities 
and the activities that he did at school yesterday. He 
has another look at the ‘Numbers are everywhere’ 
worksheet, and takes a picture with the Tablet PC 
camera.  
 
 

 
Figure 4 Ten Down activity 

 
Robert’s story offers an unusual and valuable insight 

into technology use out of school. It illustrates that he made 
use of the flexibility offered by the technology and used his 
Homework Tablet in a variety of locations, and at different 
times throughout the day. He could choose when and where 
to work on his numeracy within the constraints negotiated 
with his family. Sometimes he worked on an activity for a 
minute or two and on other occasions for longer. Robert 
worked on the homework activities set by the teacher, but 
did more besides and was able to choose what he wanted to 
work on, could show it to his other family members and, in 

so doing, behaved independently. He used the Tablet PC 
review activities completed in the past, both at school and at 
home: these activities might be whole class, small group or 
individually based and might use the fixed whiteboard 
technology or the mobile Tablet PC technology.  
 The nature of the technology is not the 
differentiating factor of Robert’s learning experience. The 
homework system, with its combination of technologies, 
linked each learner’s experiences at school with their 
experiences outside school, and helped provide conceptual 
coherence, so that the knowledge learnt at school was made 
relevant for home, too, and not seen as something that was 
only for formal school education. The empirical analysis 
also highlighted the fact that the experience that a learner 
has, when using a particular piece of content, is part of its 
personalization for that learner. So whilst two learners may 
both watch the same video clip or complete the same 
worksheet in their homes, their experience of this will be 
different owing to the interactions that surround their 
experience, such as the conversations they have with their 
sibling about the video clip or the comment that Mum 
makes whilst they are completing the worksheet. There can 
be no assumptions made about content that works well in 
school working equally well, or in the same way, when this 
same content is used outside school. The content needs to be 
adapted if the learning interactions we want learners to 
engage in are to be integrated both inside and outside 
school.  
 One of the important possibilities afforded by new 
technology is that it can also link together the people who 
are acting as MAPs in the different locations that comprise a 
learner’s context. In the Homework project example this 
would mean linking parents and family members with the 
teacher and assistant, for instance. In fact this was achieved 
through various mechanisms: for example, there was a 
messaging service available with the tablet PC through 
which staff and parents could communicate; those at home 
could view the material seen by the child at school and look 
at the activities that they had completed, and vice versa for 
the teacher, who could view what the child had done at 
home. To make the most of this potential to link MAPs 
together across locations it is also necessary to increase our 
understanding of these MAPs and how learners engage them 
in their learning. 

For example, at the end of the study, Robert’s mother 
reported that he very much enjoyed his numeracy work. She 
also reported that the amount that Robert talked about 
numeracy had increased from that before he had the Tablet 
PC and that his requests for help and her provision of 
assistance had also increased. 

All parents whose children took part in the study were 
asked to complete a numeracy attitude questionnaire at the 
beginning of the study.  Those that returned a completed 
questionnaire (n= 29) were sent a second, identical post-
study questionnaire.  Nineteen parents also completed both 
questionnaires and their post-study answers were compared 
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against their pre-study answers. Each question was asked 
against a 5 point Likert scale ranging from ‘Not at all’ to 
‘Very much / All the time’. One of the questions parents 
were asked was concerned with their child’s requests for 
help. This is an important element of the learner’ 
interactions with their more able partners, such as parents 
and other family members. These interactions are key to the 
Zone of Collaboration and to the Ecology of Resources 
model of context. This question was: 
 
Q6. My child asks for help with their numeracy homework 
 

The average parental answer to Q6 about help changed 
from pre to post study more than any other question and in a 
positive direction, indicating that children were asking for 
more help when doing their numeracy work with the 
HOMEWORK system than they had done previously. 
Parents also reported that children were choosing to work 
on their numeracy more without parents asking them, and in 
preference to other subjects. They reported that their 
children’s interest had increased and that their children 
enjoyed their numeracy work. 

One of the major aims of the HOMEWORK system 
development process was to build a model of the learner’s 
interactions that could take into account their interactions 
across multiple locations and with multiple other people. In 
particular, the technology was developed to help link each 
learner’s experiences at school with their experiences 
outside school, and to help provide conceptual coherence, so 
that the knowledge learnt at school was made relevant for 
home, too, and not seen as something that was only for 
formal school education. The system also extended the 
application of the scaffolding concept beyond the learner to 
explore the possibility of scaffolding parental interactions 
with their children, and to help family engagement and 
communication with the school.  

The HOMEWORK system interface on the Tablet PC 
mapped out some of the resources that could be accessed 
through the Tablet PC by a learner and those helping that 
learner. Figure 5 illustrates this and shows that the resources 
available are categorized as those that arise from the child’s 
interactions when at school, those that represent the history 
of that child’s interactions inside and outside school, 
activities that are part of the Homework set by the teacher 
and fun activities. There is also a messaging facility for 
communications with the teacher. These represent the ZAA 
resources offered by the HOMEWORK system software 
through the Tablet PC. Interactions between the learner and 
other resources, such as the learner’s family, and features of 
their environment can also be supported through the Tablet 
PC, as illustrated in the description of Robert’s interactions. 
 

 
Figure 5 The HOMEWORK system interface when the 

tablet is out of range of the classroom network 
 

As we stressed in earlier discussions about the role of 
the More Able Partner, the process of selecting resources to 
enable the construction of a ZPA is a negotiation between 
learners and More Able Partners. In a situation such as that 
described by the Homework case study, it is clear that in the 
out-of-school environment there may be various people who 
play the role of the More Able Partner at different points 
during the learner’s interactions. Likewise, in the school 
environment, there will be the teacher, classroom assistant, 
peers, other teachers and parent helpers, each of whom may 
also fulfill the role of the More Able Partner at different 
points in time. The HOMEWORK system was designed to 
support both the child’s learning and to support those in the 
position of the child’s More Able Partner. It also had a part 
to play in the negotiation of the learner’s ZPA with, and 
between, those playing the role of the child’s More Able 
Partner, through, for example, the provision of information 
for parents and teachers about what each had done with the 
learner at home and at school. The ability to replay and 
review completed activities also offers each person acting as 
the learner’s More Able Partner the ability to see what the 
child has done when either working alone or with another.  

This emphasis upon the interactions between the 
different resources that a learner encounters is at the heart of 
the Ecology of Resources model that was used in the 
analysis of the data. Figure 6 illustrates the Ecology of 
Resources model for an extract of Robert’s experience with 
the HOMEWORK system. 

V. CONCLUSION 

The Homework project has been used in this article as 
an example case study to demonstrate the empirical 
grounding of the Ecology of Resources model. The data 
from the project was also used to develop guidelines for the 
use of technology to support parental engagement. In 
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particular, the data and findings was combined with findings 
from another large study in the UK and reported in [25]. 
These includes, for example, highlighting the need for: 
 
“- Carefully designed, parent focused support. 
- Understanding what parents really need in order to help 
them get involved. 
- Ensuring that continuity between in school and outside 
school is built, e.g. through carefully designed activities that 
aim to make work done at school relevant to the home 
context.” 

[25] 
The findings presented in this paper draw upon fresh 

data examples and extend the discussions previously 
published in [26]. 

The definition of context that is discussed in this paper 
recognizes the interconnectedness of all the elements with 
which learners interact and the way in which these 
interactions shape our understanding of the world. Context 
should be considered as something that is defined with 
respect to an individual person:  

“it spans their life. A person’s context is made up of 
the billions of interactions that they have with the 
resources of the world: other people, artefacts and 
their environment. These resources provide ‘partial 
descriptions of the world’ with which the learner can 
build connections through their interactions. These 
interactions help the learner to build an 
understanding of the world that is distributed across 
both resources and interactions: a distributed 
understanding that is crystallized with respect to a 
particular individual through a process of 
internalization.” 

[5] 
The Ecology of Resources model is offered as an 

abstraction that represents part of this reality for a learner, 
an abstraction that can be shared between social and 
technical researchers and practitioners to support analysis 
and to generate system design. It is concerned with learning 
and considers the resources with which an individual 
interacts as potential forms of assistance that can help that 
individual to learn. These forms of assistance are 
categorized as being to do with Knowledge and Skills, 
Tools and People and the Environment. These categories are 
not fixed, but rather offer a useful way of thinking about the 
resources with which a learner may interact and the 
potential assistance that these resources may offer. This 
emphasis upon the potential assistance that resources might 
offer highlights that it is the role that a particular resource 
element plays that is important, rather than its particularity. 
This emphasis upon context and the roles played by 
resources elements, including technologies, and upon the 
interactions between these resource elements means that the 
Ecology of Resources model could act as an integrative 
approach for Mobile Hybrid and On-line Learning. In this 
way the focus of the design process highlights the manner in 
which the resources and the relationships between them can 
be scaffolded and adjusted in order to meet the needs of the 
learner and to form their Zone of Available Assistance 
(ZAA).  

The Ecology of Resources model is the basis for a 
design framework that offers a structured process through 
which educators and technologists can develop technologies 
and technology-rich learning activities that take a learner’s 
wider context into account. This offers a basis upon which 
Distributed Scaffolding can be built. The process is 
participatory and iterative (for full detail see [5]).  
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Figure 6 An example of an Ecology of Resources model of Robert’s interactions with the HOMEWORK system. 
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Abstract— Although telenursing is well established in 
developed nations, developing nations have much less 
such activity. In Africa, and particularly South Africa, 
some effective pilot telenursing schemes have been 
introduced and are presented here. A further success 
has been in a wide variety of teleeducation programmes 
which target nurses. Usually telenursing equipment and 
procedures that have been successful in the well-
resourced world are inappropriate for transfer, without 
modification, to developing countries. However African 
telenursing applications have used relevant prior 
knowledge in the field, wherever possible. These 
applications, with a likely future course and means of 
accomplishing it, will be outlined using what little 
quantitative data is available.    

 

Keywords - Telenursing; Africa; Telemedicine; 
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I.  INTRODUCTION  

 Because of a general shortage of physicians in 
Africa, its nurses often have greater responsibilities than in 
many other countries and much of the continent’s public 
health care is provided by nurse practitioners in village 
clinics. Such nurse-directed clinics, also found in some 
small towns, form the backbone of African primary health 
care (PHC) services. These facilities are commonly far from 
the nearest medical doctor, or hospital, and they are usually 
located in regions where local infrastructure and transport 
services are poor. So, African nurses often have much 
authority. Telenursing can greatly aid their provision of 
PHC, and their management of both chronic conditions and 
certain acute situations. But there are significant differences 
between telenursing in developed countries and Africa, 
because of funding available, experience with, and 
availability of, information and communication technology 
(ICT), other infrastructure and physical conditions, the 
nature of their patients’ illnesses, stage of presentation of 
the diseases encountered, etc. Many of these differences are 
also applicable to telenursing in other poorly-resourced 
regions.  
 Telenursing has many definitions, but we consider 
it as the use of ICT and electronic transfer of information 
relevant to nursing. As we shall show, telenursing can 

support virtually all aspects of nursing activity, often in 
ways not otherwise possible. This is especially true in 
Africa, where personnel, equipment and expertise often 
lack, as is the case sometimes in the developed world’s most 
remote rural situations. In this report a nurse is deemed 
someone, often a female, who has been trained to care for 
those experiencing illhealth; the sick, infirm and disabled. 
Equally importantly, a nurse promotes healthy growth and 
development in children and the establishment and 
maintenance of health in all age groups. Telenursing is 
closely associated with telemedicine [1], which has been 
available since before the invention of the telephone, whose 
availability greatly increased telenursing and telemedicine 
activity in the first half of the last century. However 
telenursing has greatly increased in the last few decades. 
This results from the recent vast explosion of computer 
power and the wide variety of readily available electronic 
communication modalities, whose costs are steadily  
decreasing.   
 From a search of the U.S. National Library of 
Medicine’s database it was determined that there are over 
150 times more publications on telenursing from developed 
countries than on African telenursing, which today is in its 
infancy [2]. Hence its practices, norms and applications are 
still in the process of being established. Because application 
of ICT is necessary for telenursing, it was first set up where 
there was appropriate funding, technical expertise and 
infrastructure. Therefore in developed countries, telenursing 
grew steadily and, after its utility was confirmed, it began to 
be applied to the needs of the poorest nations in Africa and 
other developing regions.  
 Today’s level of African telenursing justifies a 
critical study of its history, current applications and impact. 
This study is based mainly on South African telenursing. 
Using South African experience is particularly apposite 
now, for several important reasons. In contemporary rural, 
and much of peri-urban, South Africa there are social and 
economic conditions that are characteristic of the poorest 
nations of Africa. (In contrast, there are also infrastructure, 
nursing and medical services in South Africa of a high 
standard, principally in the private health care domain of 
large urban centres.) Before democracy was established in 
1994, South Africa was almost totally isolated from other 
African nations. Since that date warm relations have 
developed between South Africa and other nations of the 
continent, resulting in steadily increasing numbers of 
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cooperative projects in all medical fields and throughout 
Africa. Such health care endeavours have increasingly 
allowed South Africa to use its expertise and experience, 
gained in its own poorly developed remote rural regions, for 
the benefit of others. Also experience gathered in well-
resourced nations is relevant to Africa’s telenursing, for 
lessons learned elsewhere can reduce wasteful duplication. 
At the same time it is essential to appreciate that often 
telenursing practice, training, equipment and application in a 
wealthy country may be inappropriate to be transferred 
without change to a public health service in Africa. Here the 
physical and other circumstances and needs often differ 
from those of the developed world. So for effective 
introduction of telenursing, modification is frequently 
essential.  

There is a world-wide lack of all types of health 
care workers (HCWs), especially so in the most 
economically-deprived nations, many of which are found in 
sub-Saharan Africa. [3] Nurses are usually the principal 
HCWs in poorly-resourced nations, especially in their rural 
regions.  Yet the attitudes of patients to nursing practitioners 
in developing countries have not been extensively 
investigated, in contrast to the USA. There such nurses, with 
more independence and clinical responsibility, have been 
practising for over 40 years and their professional activity is 
known to the vast majority of the USA population. They are 
in great demand and about 60% of that nation’s population 
have used their services. A large majority (82%) of their 
patients were satisfied, or better, with their ministrations. [4] 
Similar or better results are probable in Africa, where fewer 
health care alternatives are available. In South Africa most 
public health service rural clinics and dispensaries are 
located in villages, with rare visits (or often no visits at all) 
from medical doctors. Thus, the potential for telenursing to 
support and improve these nurse practitioners’ service to 
their local public is very great. Another aspect of 
telenursing, particularly valuable for Africa, is provision of 
continuing professional development using distance 
learning. This important topic is already the subject of 
current successful projects and will be considered in greater 
detail below.  
 Worldwide there are few formal qualifications 
concerning the practice of telenursing and in most African 
countries very little incorporation of telenursing and 
associated subjects in the state-approved nursing 
curriculum. Although South Africa has many, varied, 
ongoing telenursing activities, the South African Nursing 
Council, a statutory body, which, “controls and exercises 
authority in respect of all matters affecting the education 
and training of registered nurses, midwives, enrolled nurses 
and enrolled nursing auxiliaries” and determines nursing 
curricula, has no material on telenursing in the official 
curriculum of 2010, although ICTs do feature. So in South 
Africa and most other countries telenursing is usually 
informally taught with few recognised requirements for its 
practitioners. However in Queensland, Australia, the State 

Government has introduced the formal qualification of 
“Telenurse”. This can only be obtained by a state-registered 
nurse, who must then undergo further study and training. [5] 
Most persons involved in telenursing (both telenurses and 
callers) are female, so gender issues can play an important 
role in telenursing. A telenurse must be able to interact with 
a caller in a wide variety of ways. This is because on 
occasion the telenurse may be required to advise, assess, 
refer, support, teach and also offer selfcare advice and 
triage, if necessary. [6] Therefore telenursing requires a 
marked level of competence. African state-registered nurses 
have this in abundance, for often they have more 
responsibility than their equivalents in developed countries 
and their professional instruction is of a high standard. This 
is confirmed by the ongoing brain drain of African state-
registered nurses to European and other developed nations 
and the frequent lack of examinations that they must pass 
before they are allowed to practise after emigration.   
 A shortage of HCWs exists in all developing 
countries and detailed World Health Organisation (WHO) 
studies of HCW needs in Ethiopia, Ghana, Kenya, Malawi 
and Tanzania suggest approaches to improve this situation. 
These include increased use of modular education and ICTs. 
[7] Telenursing can also play a major role in such 
programmes in all African developing countries. There, over 
60% of health problems result from largely preventable 
infections (e.g., malaria, tuberculosis (TB) pneumonias and 
viral infections [8]). Adaptations necessary for African 
telenursing to be practical and effective and the roles of 
educational and clinical telenursing activity will be outlined 
and discussed below.   

II. AFRICAN TELENURSING’S STATE OF THE ART 

Recent publications have indicated that in the last year there 
have been many significant advances in African telenursing. 
However since infrastructure is often lacking, simple 
modalities of communication are most often employed. In 
developing countries about half of reported telemedicine 
uses Email, with many fewer real time interactions. [9] 
Mobile phones are readily available .throughout Africa and 
their utility to support management of the chronically ill of 
the poorest Hondurans has been reported. [10] Moves are 
afoot to reproduce this in Africa.  A successful pilot scheme 
in Malawi combines mobile phones and text messages to 
contact patients up to 100 miles from the base health care 
facility. [11] After 6 months, 2000 hours of travel time were 
saved and the number of patients in an anti-TB programme 
doubled. Cervical carcinoma is very common in Africa and 
a novel telenursing network attempts “to bridge the gap 
between screening and diagnosis” in Zambia. [12] Use of 
digital cervicograms allows participating nurses to discuss 
their significance with patients and permits further 
consultation as required. But in spite of these successes, it is 
very clear that “The human touch is essential. A named 
health care provider with access to telehealth” facilities 
must, wherever possible, be available. [13] Incidence of 
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cardiac problems is steadily increasing in Africa and it has 
been clearly demonstrated that a telenursing programme 
directed towards aiding chronic heart failure results in 
“improved patient care and medication concordance and 
reduced use of health care services”. [14] Similar 
advantages have been reported for preventive care where 
telenursing intervention improved cardiovascular disease 
risk awareness. [15] This work presents the current situation 
of African telenursing and some indications of how it may 
evolve.  

III. TELEEDUCATION IN AFRICA FOR NURSES 

Teleeducation applications of telemedicine in 
Africa have demonstrated even more success, than clinical 
health care. [16] Although telenursing links are usually set 
up to transmit queries, requiring a consultant’s response, 
and information concerning patient healthcare, their 
bidirectional nature also enables educational material to be 
sent to nurses at telenursing sending locations. African 
nurses have enthusiastically embraced such teleeducation. It 
can provide both theoretical and practical knowledge. Also 
it can allow the sharing of experience to improve the quality 
of professional services offered to patients. Conventional 
face-to-face, teaching methods, whether residential or not, 
can achieve the same ends, but these may involve travel 
(often over large distances for rural African nurses), 
significant time spent away from the usual workplace and 
accommodation expenses. Teleeducation can overcome 
many of these limitations and costs. Teleeducation for 
nurses in Africa can not only provide possible future 
theoretical educational possibilities. It is important to 
recognise that there have already been concrete 
achievements at a variety of levels in African distance 
learning for nurses.  

Web-based distance learning is now possible for all 
countries with Internet connections and according to 
UNESCO (the United Nations Educational, Scientific and 
Cultural Organisation) there are at least 53 such African 
nations. [17] Its success has been clearly demonstrated in 
several existing African nursing projects, which are web-
based, sometimes totally so. For example nurses usually 
play a crucial role in palliative care.  The only recognised 
qualifications obtainable in Africa in this field of study are a 
postgraduate diploma and degree (M Phil), both offered by 
the University of Cape Town, South Africa. These courses 
depend almost entirely on web-based distance learning. 
Since the course‘s beginning, 11 years ago, it has trained 
over 200 students from 12 English speaking African 
nations. A very recent educational evaluation of this 
programme considered the 125 registrants of the course, 
who were enrolled between 2000 and 2007. [18] It 
concluded that it is, “applicable to current community needs 
and appropriate for the participants”. Further, the 
assessment expects that, “palliative and hospice care no 
doubt will evolve into a mainstream service within South 
Africa’s health care system”. Such are the impressive 

consequences of one specific African teleeducational 
course. This postgraduate programme is only open to nurses 
and medical doctors. Its curricula are adjusted for conditions 
in the student’s homeland and emphasise family dynamics, 
both for extended and nuclear families, since they must have 
much relevance for the current scourge of HIV/AIDS that is 
now sweeping across sub-Saharan Africa. Although there is 
a clear need for these skills in Africa, many of the 
continent’s countries have no expertise in palliative care. 
[19] In 2011, the same university will offer another Master’s 
degree course in Public Mental Health, based on 
teleeducation. This too will be directed towards 
postgraduate nurses and in its first year will emphasise 
planning and implementation of policy. [20] The University 
of Cape Town has also made available 14 modular, 
computer-based teleeducation courses on community 
paediatrics. These are intended for nurses in rural 
community health centres and clinics, who often have no 
direct access to paediatricians. [21] Teleeducation in other 
nursing fields is also available and/or under development. In 
South Africa there is compulsory community service of one 
year for newly graduated nurses, who are usually assigned 
to remote rural areas where there is the greatest lack of 
HCWs. In spite of working with experienced colleagues, 
they frequently feel very isolated. With telenursing facilities 
at their workplace this sense of isolation is greatly reduced, 
leading to a happier and more productive community 
service, in addition to valuable acquisition of knowledge. 

Moroccan nurses have available a paediatric 
oncology-haematology web-based programme that also 
serves nurses in other developing countries. [22] Overall, 
paediatric cancer cure rates are about 75% in developed 
countries and a third of this in developing nations, where it 
can be the leading cause of death in children aged 5-15 
years. Hence such a programme can save many lives, for 
about 80 - 85% of all childhood cancers occur in developing 
countries, where survival can be under 10%. [23] Another 
application of a web-based site has been for a nursing study 
in Ethiopia, and other developing countries, investigating a 
mother’s mental health and her child’s nutrition status.  This 
work “confirms that promotion of maternal mental health 
may be important for the improvement of child nutrition.” 
[24] Obstetric complications are a frequent cause of death in 
developing countries and worldwide this causes >500,000 
deaths yearly. [25] The assessment and improving of skilled 
birth attendants in Benin, Rwanda and other developing 
countries has recently been underway, with WHO support. 
A website played an important role in training local 
assessors and this successful pilot scheme has been 
extended to Niger and Kenya. [26] A joint Eritrean-USA 
teleeducation programme for nurses provides instruction in 
challenging aspects relevant to their practice in Eritrea. One 
of its aims is to train tutors for local nursing schools. [27] 
Midwifery was selected as the first discipline for this 
approach. Appropriate technology was introduced and the 
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overall emphasis was on clinical application. Student input 
and flexibility were crucial parts of the curriculum design. 
 A particularly distressing statistic is that of recent 
trends in infant mortality rates. In many developing 
countries they have either remained static or have increased 
(as in South Africa) during the last few years. Such deaths 
are mainly preventable and most often are caused by 
infectious diseases (pneumonias, tetanus, etc) in the first 
week of life. Such mortality can be reduced by appropriate 
and sufficient nutrition, particularly breast feeding. This 
assists in giving the infants antibodies to fight infectious 
diseases, as well as nourishment. UNICEF, the WHO and 
other bodies recognise that nurses can play an important role 
in improving this situation. So an “essential newborn care 
programme” to decrease high infant mortality rates was 
drawn up and has been evaluated. Use of a self 
administered, computer based course was found to be 
equally successful in increasing relevant knowledge as the 
conventional face to face course in South African and 
Zambian studies. [28] In developing countries, resources are 
lacking and the lower cost of a teleeducation course in this 
critical field can allow much greater dissemination of 
relevant knowledge, for a given level of funding. 
 In order to benefit from telenursing advances in 
developed nations, without duplication of the efforts 
required to make these advances, it is essential to examine 
how established telenursing programmes, and those under 
development, can be adapted for use in Africa. Some 
examples follow. Disaster aid in regions affected by abrupt 
deterioration/destruction of health care facilities or sudden 
and overwhelming need for such facilities is often provided 
by nurses. A British postgraduate qualification in nursing 
for post disaster relief uses teleeducation and emphasises 
aspects of transcultural nursing. All these characteristics 
make it especially useful in the African context. [29] In the 
Netherlands nurses drive a pilot programme to enable 
appropriate and vulnerable patients to monitor, and if 
necessary change, their risk profile for vascular disease, by 
teaching them to self-manage more effectively. [30] This 
interactive principle is suitable for some African 
applications, for it is noted that vascular disease prevalence 
is steadily increasing in Africa, paralleling the continent’s 
rapid urbanisation of the last few decades and the resulting 
life style changes. 
 Developing countries often lack proficiency in 
paediatric emergency care and the necessary facilities are 
scarce. A training scheme to address this lack in Vietnam 
was established initially in Australia for Vietnamese nurses 
with different professional backgrounds, and others. It also 
undertook instructor training and provided organisational 
experience. [31] This training programme proved 
sustainable for transfer to the developing regions in need of 
this expertise. African nations can clearly benefit from this 
approach, to obtain improved expertise in this and other 
fields and moves are under way to establish such a course in 

Africa. The programme and necessary updates use 
telenursing techniques. 
 In Malawi, as elsewhere in Africa, malaria is a 
principal cause of morbidity and mortality, especially for 
children, in whom about 90% of the life threatening form 
occurs. The greatest mortality is found in those less than 5 
years of age. Relevant clinical management in Malawi was 
studied [32] and the principal result was that the care 
offered to children at the first referral level, principally 
given by nurses, required revision. Telenursing can provide 
the necessary information to those in PHC clinics to 
implement this important finding, in the many countries of 
Africa where malaria is a serious health problem.  
 In South Africa a video programme, transmitted 
from a central location and operating for 4 years, is directed 
by nursing staff for the benefit of those in waiting rooms of 
public health service facilities. This programme aims to 
improve the patients’ understanding of HIV/AIDS and other 
conditions. Results are very encouraging and it is to be 
extended to neighbouring nations. [33] 

IV. TELENURSING’S ADAPTATIONS FOR  AFRICA 

 African public health budgets are usually meagre, 
so extensions or modifications to existing telenursing 
equipment must be carefully evaluated to prevent waste of 
resources. The simplest procedure for telenursing, to 
purchase equipment and then connect it to an existing 
communications network, is often inappropriate for Africa. 
[34] So before embarking on an African telenursing project 
the complete project and its integration with available 
facilities should be very carefully reviewed. Obtaining the 
supportive involvement of central government, local 
medical bodies and leaders is crucial, especially for 
questions of regulation and incorporation with pre-existing 
health services. [35] The technology and procedures finally 
selected will depend on the users’ computer literacy 
abilities, available infrastructure, etc. All these points may 
be self-evident, but they are too often passed over for many 
reasons, ranging from a lack of technical knowledge, to 
equipment sellers’ lack of scruples. Because of 
incoordination between the nine South African provinces’ 
ICT standards, there is no single ICT system for HIV/AIDS 
management that can be used in the whole country. [36] 
Hence, adequate preparation before setting up a telenursing 
network is essential. If possible, nurse users should be 
invited to use the equipment, before a final choice is made. 
Frequently their suggested modifications in procedures, 
equipment, etc., may be of great benefit, for this can 
improve network and other function. [37] As an example of 
such benefits, a ruggedised, simple, telenursing workstation, 
designed in South Africa, was modified by adding a remote 
control and simplified menus. So then it became much more 
acceptable for its nurse users, whose previous ICT 
experience was minimal or zero.  
 Cellular/mobile phone systems have been 
introduced into almost all African countries and adopted so 
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enthusiastically at all levels of society that 40% of Africans 
have a mobile phone. [38] Since many poor regions of 
African nations have satisfactory phone signals, this 
technology can be incorporated into African telenursing, as 
has been successfully done in India. [39] Such application 
has been beneficial for management of serious chronic 
conditions [40] and to ensure appropriate action in medical 
emergencies, such as those occurring in childbirth. The 
latter suggestion was made for Burkina Faso. [41] What is 
now new in developed nations’ telenursing will later often 
become available, if required, in Africa. But local African 
needs and conditions must be considered to ensure the most 
effective application. For example software used to aid 
decision making by telenurses has both pros and cons. It 
simplifies telenursing and often complements telenurses’ 
knowledge. But also it can be incomplete and in conflict 
with their independently formed decisions. Overall 
telenurses preferred having it available, although it cannot 
always replace their own nursing expertise. [42] Such 
software, being considered for use in Africa, should be 
modified, for example to include and emphasise conditions 
common in the continent, but much rarer elsewhere.  
 Kenya is the only sub-Saharan African developing 
nation with a nursing database. [43] It provides reliable 
nursing information about workforce capacity, 
demographics and migration patterns, so allowing assistance 
in determining optimum distribution and most effective use 
of health personnel.  

V. AFRICAN CLINICAL TELENURSING 

 African telenursing has been able to benefit from 
experience in developed nations where telenursing has been 
applied and steadily developed. Resulting knowledge and 
experience gained there have been adapted and expanded as 
necessary to provide telenursing most suitable for Africa. 
Transfer of such activity and knowledge to Africa has 
accelerated as costs of equipment have decreased and ICT 
availability and expertise have both improved in recent 
years.  
 It is well known that HIV/AIDS is currently 
savaging Africa. About 60% of the world’s HIV infections 
are in sub-Saharan Africa [44] and the world’s largest 
current anti retroviral therapy programme is in South Africa. 
[45] Applications of telenursing can alleviate many aspects 
of this scourge. Feeding of infants by mothers infected by 
HIV/AIDS has been studied by the WHO and guide-lines 
drawn up to aid prevention of virus transmission from the 
mother to infant. Three clear conditions for this feeding 
have been established, to greatly reduce the occurrence of 
infant infection. However, over two thirds of South African 
HIV/AIDS infected mothers do not fulfil these criteria, with 
increased risk of viral transmission to their infants. 
Appropriate counselling of these mothers at their baby 
clinics, or elsewhere, is urgently required, not only in South 
Africa but in many other similarly affected African nations. 
Telenursing links can facilitate provision of guidelines for 

nurses to provide such counselling and also to make 
available counsellor training. [46]  
 Stigma of those infected by HIV remains a serious 
problem in many African societies and this has been 
unambiguously shown to violate human rights in South 
Africa, Swaziland, Tanzania, Lesotho and Malawi. [47] 
Until this stigma is overcome and the associated damage 
redressed many believe that the pandemic will continue, 
because of the consequent difficulty in ensuring that 
individuals’ HIV status known. A recent detailed survey in 
Tanzania, Zimbabwe and South Africa, indicates that 
education and widespread HIV testing are essential to 
produce any significant reduction of HIV related stigma. 
[48] A teleeducation programme, outlined above, attempts 
to provide such education. [33] A report has shown that 
Zambian nurses, either infected with HIV/AIDS or caring 
for HIV positive patients, can be greatly aided by 
participating in local support groups, which focus on 
appropriate training and monitoring. [49] Telenursing 
techniques allow such assistance to be rendered more 
effectively at reduced cost, than by using traditional 
methods.  
 A South African project illustrates how an initial 
emphasis on clinical consultation via telenursing can lead to 
improved nursing ability and service to the public in several 
different ways, which include teleeducation. At a nurse-
directed clinic, in a poor region where there is much 
alcoholism and violence, disturbed patients often present. 
This provides a dilemma, especially at the weekend, when 
specialist opinion is unavailable. The nurses have had little 
training in psychology and the only management available 
at the weekend is for the patient to be transferred to police 
cells, to await the arrival, on the following Monday, of the 
district surgeon. S/he likewise may have had little 
psychological training. A department of psychology (of the 
University of the Western Cape, in South Africa), located in 
the provincial capital, is responsible for this clinic’s mental 
health practice, but due to its location 450 km away, there is 
infrequent direct contact. An audio-visual telepsychology 
link greatly improved this situation and other benefits 
quickly followed. Psychology students in the university 
could experience pathology, rarely encountered in their 
urban setting, through the telenursing link. Practical training 
for the clinic nurses in managing disturbed, and other, 
patients became possible. Also two other distance learning 
programmes, provided by staff members of the department 
of psychology and using the telenursing link, resulted in 
much additional benefit. Both programmes trained volunteer 
lay counsellors. One was directed towards local 
professionals, such as clergymen, librarians, school 
teachers, social workers, etc. The other novel programme 
taught high school pupils, as peer-counsellors and this 
proved particularly effective. Such programmes would have 
been totally impractical without a teleeducation facility. It 
was much regretted that this programme ended abruptly 
because of equipment theft.   
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 South African telenursing programmes are being 
extended throughout the continent under the aegis of 
regional bodies, such as the Southern African Development 
Community (SADC) with 15 southern African members and 
the New Partnership for African Development (NEPAD), 
with 18 nation members in all parts of Africa. Both SADC 
and NEPAD emphasise collaborative health programmes for 
African nations and actively encourage telemedicine.  

DISCUSSION 

 It is clear that in Africa there are many telenursing 
activities underway; some are pilot schemes and others are 
well established. It is now appropriate to enlarge their scope 
and to involve more African countries. South Africa is ready 
to take a leading role in this extension, having had a head 
start, as shown by its current telenursing activities, some of 
which have been outlined above. African telenursing is 
changing rapidly, as is indicated by the recent publication 
dates (2007 and later) of about 80% of the references to this 
paper. Benefits of telenursing are well known and varied, 
including savings in travel costs and increases in nursing 
expertise. After several patients with similar conditions have 
been referred by a telenurse, subsequently s/he is often able 
to manage comparable patients without referral. This was 
clearly demonstrated by a local pilot dermatological 
telenursing project.  The referring telenurses very often 
encountered HIV infected patients, for >95% of HIV 
infected patients have dermatological lesions and the 
severity of such dermatological pathology closely reflects 
progress of the HIV infection. After the telenursing link 
provided management regimes, for a few weeks the 
participating nurses’ steadily increasing experience enabled 
them to diagnose and manage increasing numbers of HIV 
lesions without referral.    

Very little analysis of economic benefits of African 
telenursing has been performed. However in developed 
countries diminished travel costs provide clear savings and 
this benefit is becoming apparent in Africa too. The 
telenurses’ increased experience from telereferrals has 
already been outlined and its consequence is an improved 
local health care service. The principal advantages of 
teleeducation are plain, for the resultant nursing education 
of all sorts, especially continuing professional learning, is 
less costly when travel is eliminated. African telenursing is 
evolving to satisfy African needs. It recognises that 
technical and infrastructure conditions and pathology in the 
continent may differ from those of the nations where 
telenursing equipment and applications were first derived, 
so for an optimal role, modifications are often necessary, as 
summarised above.  

Overall the essential benefit of telenursing is an 
improved service for those whom the nurses serve, 
especially patients receiving PHC. This has been recently 
confirmed in an extensive pilot programme in Brazil, which 
is intended to a model for a National Telehealth Program. 
[50] Its findings substantiated South Africa’s related 

experience, which is that both direct PHC health care and 
the professional knowledge of the nurses who administer it, 
benefit significantly. A report on this pilot found that 
“Telehealth has strengthened the role of primary health 
care… It has reinforced primary care units … and has 
provided primary care staff with a powerful arsenal of up-
to-date information and tools”. [50] Telenursing is usually 
less expensive than traditional nursing, but there are 
situations when it may even be more costly, for in some 
rural areas of Africa it replaces a situation where no local 
service at all was previously available. Today, all 
Australasians have free access to nursing advice via the 
phone. [51] One day such telenursing service will be 
available in Africa. The path to this goal is long, but the first 
steps of this journey have been made, by preparing projects 
using the rapidly increasing numbers of mobile phones in 
Africa.  
 

CONCLUSION  
Telenursing activity in Africa has steadily increased, as 

the work of telenursing pioneers, in well-resourced nations 
has been studied and adapted according to African needs, 
conditions and infrastructure. It is essential to modify 
techniques and equipment in terms of the continent’s 
technical, infrastructural and computer literacy levels and its 
different range of pathologies. This can ensure effective 
application of telenursing in Africa. Also teleeducation has 
greatly benefited African nurses and, with the wide range of 
existing collaborations, it seems that Africa’s particular 
form of telenursing is now set to expand steadily, so that it 
will continue to contribute significantly to marked 
improvements in Africa’s health care.   
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Abstract--To assist faculty at KSU (Kennesaw 
State  University outside Atlanta, Georgia in the 
United States) in using instructional technology, 
the CHSS (College of Humanities and Social 
Sciences) Office of Distance Education has 
created, piloted, and implemented a hybrid 
training workshop designed to take potential 
online instructors from curious to comfortable 
and competent in three months. This workshop is 
offered through the KSU CHSS. This workshop 
design is based on secondary research into adult 
learning and ten years of grant supported primary 
research in professional development instructional 
technology. Five workshops have been completed 
so far, with the latest workshops ending January 
28, 2011. Sixty two faculty in the humanities and 
social sciences, education, and nursing successfully 
completed the training. Before, during, and after 
the training, participants were surveyed regarding 
their various aspects of distance learning, 
including their own thoughts and beliefs. This 
paper presents the rationale, methods, results, and 
lessons learned in these trainings.  
 

Keywords-distance learning; hindrances to distance 
learning; incentives; instructional technology; 
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I.  INTRODUCTION 
     Those who direct distance learning are often 
called upon to share their expertise with others.  We 
have served in various capacities where we have been 
called upon to assist faculty in using instructional 
technology. We have observed what works and have 
endeavored to improve upon those results. That effort 
has yielded some valuable insights. In 2009, the 
Office of Distance Education in CHSS (College of 
Humanities and Social Sciences) at KSU (Kennsaw 
State University outside Atlanta, Georgia, in the 
United States),  created, piloted, and implemented a 
hybrid training workshop designed to take potential 
online instructors from curious about instructional 
technology to comfortable with instructional 
technology in three months, or one semester [1].  

     The workshop content, rationale, and research are 
presented here along with a link to resources for the 
workshop and faculty responses to each round of 
implementation. This workshop and its delivery 
methods are based on secondary research into adult 
learning and 10 years of grant supported primary 
research in training and supporting faculty in 
instructional technology. 
 
A.      Assessing the Need for Training 

     The first step in training is assessing the need for 
training [2]. We have found that while some faculty 
might do well with a handout on distance education 
or a book on online learning, the majority of today’s 
faculty want a person to assist in the technological 
and design aspects of putting a course online. Faculty 
do not need in-depth training in pedagogy and 
assessment. They prefer training in how to transfer 
their successes in the physical classroom into 
successes in the online classroom.  
 

B.     Putting the Faculty Member in the Position of 
Online Student 
 
     One of the hardest things for faculty to understand 
is how different the orientation in the online 
classroom is from the orientation in the physical 
classroom. We all know how the physical classroom 
operates. The students walk into the assigned room at 
the assigned time and take seats. From there, the 
instructor tells the students how the course will 
progress. In the online classroom, where does the 
student get his or her information about the course? 
How does he or she know how to get started in the 
course or how to navigate it? How does the student 
communicate with the faculty member? How does he 
or she know how to navigate the course successfully? 
Having the first two sessions of this faculty 
development workshop meet online helps the faculty 
members to understand how confusing a poorly 
structured online course can be.  This experience is 
intended to impress upon the faculty member the 
importance of setting up the course in a logical way 
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and letting the student know how the course should 
progress. 
 

II. EXPLANATION OF THE WORKSHOP 
   The design of the workshop considers faculty needs 
and current research into andragogy to provide 
effective and practical training to assist faculty in the 
exact skills they need to transport their teaching 
styles into the electronic classroom.  
 

A. Workshop Rationale: A Practical 
Approach 

     Faculty and administrators complain of high-
priced “consultants” who zoom into campus to teach 
or explain some technological gizmo to faculty and 
then leave campus, leaving faculty feeling that time 
was wasted because 1) they didn’t have enough time 
to explore the uses of what was taught, 2) no one 
applied the content to faculty needs and uses in the 
classroom, and 3) either unsatisfactory support or no 
support at all was provided after the training. In 
designing this workshop, our first consideration was 
respect for the faculty who might be involved.  
Faculty are adult learners, and as Malcolm Knowles 
established, “adults and children learn differently” 
[3].  Adults desire respect for their experiences, and 
faculty have a great deal of experience both in their 
subjects of expertise and in delivering education.   
 

1)   Respect for Faculty Time 
 

     Faculty are busy, and converting a course from the 
traditional classroom delivery method to online 
delivery is an added burden. Stacking an additional 
training workshop atop that load is unappealing to 
faculty. We designed this workshop to  lighten the 
load upon faculty.  For busy faculty tapped to teach 
online, training in instructional technology should 
lighten their loads considerably. 
 

2)    Respect for Faculty Expertise 
 
     Some faculty fear that distance learning will 
replace them with computers. During training, we 
emphasize the importance of individual faculty 
expertise in the content being developed.  If faculty 
are tapped to teach online, no one can put their 
expertise online but them. Faculty can borrow and 

share online teaching ideas and content, but even if 
two faculty use the same slide presentation in their 
individual classes, the uses they make of it will be 
unique to the individual faculty member. 
     A breakthrough moment we had in training once 
occurred when we were asked to assist several 
faculty developing web courses who were resistant to 
creating content for electronic delivery. One faculty 
member said, “The students have a textbook, so I 
don’t need to bother with creating my own content.” 
The other faculty member had loaded scholarly 
articles and YouTube videos into his online course in 
lieu of creating his own content. To both, we 
explained,  “The magical substance holding all of this 
course content together is  your expertise. That’s 
what students pay for,  and that’s what students 
hope to learn from. But looking at this course, we 
don’t see your expertise. We see YouTube, we see 
scholarly articles by other experts, we see discussion 
boards where students interact with each other. All of 
that content is good, but one might ask of this course, 
what does anybody need you for?” The light bulb 
went off for both faculty, and their attitudes changed. 
After realizing how vital their decisions and expertise 
were to creating high-quality electronic courses, they 
were excited about adding their own course content, 
even though it is one of the most time consuming 
elements of creating an electronic course. 
 
B.    The Workshop 
     Ideally, the workshop should have been capped at 
15 registered participants per session and consisted of 
11 modules, running at most two hours each.  
However, given the high demand for this workshop, 
50 faculty were originally accepted for the first run of 
the workshop, and 42 successfully completed the 
workshop. But even 42 participants, in two classes of 
20-25 each, were too many.  
     In the evaluations of the workshop, eight 
participants complained that there was too wide a 
range of skill levels among participants. We believe 
that fact in itself would not have been a problem if 
there had not been so many participants in the 
workshop to begin with. Individual assistance during 
the workshop sessions, which is an important part of 
this workshop, was simply not available as it needed 
to be.   
     In the second run of the workshop, 20 faculty 
were accepted, and the workshop was broken into 
three sections of five to eight participants each. 
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Evaluations for the second run have not yet been 
completed, but faculty satisfaction seemed to be 
higher. Faculty still complained that there was a wide 
range of participant skill levels the workshop, and in 
response, four additional trainers are being added in 
the future to allow for more sections at popular time 
slots.  
     A third run of the workshop begins in January 
2011 with 34 faculty participating in three sections of 
10-12 faculty each.  That workshop will also train 
three additional trainers. Two of the faculty enrolled 
in the third run successfully completed the first run of 
the workshop and are re-taking the workshop without 
incentives. A fourth run is planned for the fall of 
2011. Data collected in every run are used to improve 
the next run. 
     In addition to four online modules and seven, two 
hour workshop face to face meetings, faculty are also 
expected and encouraged to work on their own to 
develop their courses in between meeting times. 
Faculty reported that optional, small group session 
“recaps” between meeting times, as well as 
individual sessions working one-on-one with the 
trainer to solve individual problems, were highly 
beneficial.  
     An example of a typical workshop is featured in 
the list below.  
1. Online Session. Orientation to Online Learning 
and overview of the workshop, including streaming 
media lecture, discussion board, and assessment 
activities. 
2.  Online Session. Vocabulary and theory lessons. 
Quality Matters. Puzzles and games. Discussion 
board. 
3. F2F (face to face) session in a computer lab: 
Faculty who have already taught online will share 
their experiences and advice and demonstrate 
strategies. 
4. F2F Session in a computer lab: Workshop on 
creating content with MS Word, PowerPoint, and 
Adobe Professional. 
5. F2F Session in a computer lab: Participants will 
create a web page using a free html editor 
(SeaMonkey). 
6. F2F Session: Participants will use a Wiki 
(PBWiki) to critique the previous web page session. 
Then, participants will use the knowledge gained in 
the web page session to create blogs (using Blogger) 
and podcasts. 

7. F2F Session: Participants will create streaming 
media (using Camtasia, Captivate, Jing, and 
ScreenToaster)  and interactive course content (using 
Hot Potatoes and Quandary) 
8. F2F Session: Participants will finalize their goals 
and assessment techniques and start to implement 
these items in their courses.   
9. Online Session. Workshop on designing and 
implementing a web course, including designing 
banners and buttons (using Aviary). 
10. Online Session. Participants will view a 
humorous video called “Late Night Learning with 
John Krutsch.”  
11. F2F Session: Participants will demonstrate their 
courses so far and discuss plans for completing their 
courses. 
 
C.     Requirements and Resources for Successful 
Implementation 
 
     The workshop requires a learning management 
system such as Blackboard or Moodle. KSU uses 
GVV (GeorgiaView/Vista). The workshop also 
requires a dedicated computer lab. The resources for 
the workshop, such as instructions and presentations, 
can be kept on the learning management system. 
However, the CHSS Department of Distance 
Education maintains and updates the resources on a 
teaching resources web page [4].       
    An advantage of having resources available to 
faculty on the open web is that faculty can access the 
information long after the training workshop is over 
or after they have moved on to other career 
opportunities. Faculty have told us that even a few 
years after taking a training workshop, they might 
find themselves working on a project late at night and 
remember a resource on the training page. They 
could access the resource and solve their problem 
instantly. 
 
D.   Marketing and Delivering a Friendly Workshop: 
An Open Door Policy and Rewards 
 
     Sometimes professional development trainers 
believe that faculty must be coerced and punished if 
they resist performing in the way the trainer has 
commanded. The real factor in such instances may 
not be the need for faculty compliance so much as a 
need on the trainer’s part to feel important and 
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powerful. Such an attitude breeds resentment on the 
part of faculty.  
   Ultimately, blatant disrespect for faculty time and 
expertise is ineffective and obstructs the goal of 
faculty success in the electronic classroom. It is 
important to note that most examples of such 
behavior come from trainers who do not understand 
and respect the differences in instruction across 
disciplines. The trainer should deliver his or her 
method as a possible way to meet a desired goal 
rather than as the litmus test of instructor worth.  
 
   1)     What Faculty Need, Not What the Trainer     
   Wants 
 
     Faculty often balk at the idea of committing to a 
training workshop. Some will make the commitment 
because they are almost coerced by an impending 
online teaching assignment. Other faculty may wish 
to learn more about wikis, for example, and nothing 
else. In this training workshop, faculty are invited to 
drop in to any session that interests them, without 
committing to the entire training.   
 
  2)    Rewarding Faculty 
 
     Those faculty who finish the entire workshop 
should be rewarded with more than a sense of 
achievement. The final grade rests solely on the last 
session of the workshop.  Of course, it is not really a 
grade, but an incentive.  To ensure faculty are on 
track to achieve the workshop goals, they must “show 
off” their progress midway through the workshop. 
During the sixth session on blogging, all faculty are 
required to post a three minute video “course so far” 
tour on the workshop blog [5]. Other faculty then 
view and comment on their colleagues’ work. This 
project also allows others to see all the work 
participants are doing in the workshop.        
   During the last session, participants present half of 
the course that they have designed during the 
training. KSU evaluates all electronic courses using 
the QM rubric. Therefore, a “passing” presentation is 
one that provides a tour of the faculty member’s 
course with attention to how it fulfills QM guidelines. 
Participants are encouraged to peer review each 
other’s work during the presentations with their own 
QM rubrics. This session is a fun session, with snacks 
and a friendly atmosphere. Participants lavish praise 
on each other’s work.  To those who may express 

concern that presenting work might be humiliating to 
some, we would respond that a public presentation 
does motivate faculty to produce. If the trainer 
models an attitude of support throughout the 
workshop, then during the presentations, participants 
will point out the strong aspects of a colleague’s 
work with praise before moving to suggest areas 
where improvement should be made.   
     Certainly, some faculty are more talented at 
design aspects, some at technological aspects, and 
some at pedagogical aspects. Often during the 
presentations, faculty find colleagues whose work 
inspires them, and they make plans to work together 
with that colleague to share resources and expertise—
an outcome that we find very exciting.  
     Participants who attend all sessions and present 
part of a course at the end, including a coherent 
delivery plan and handout of the rest of the course 
plan, receive a participation certificate, QM 
certification, and a $3000 stipend.  Also, any faculty 
member who attends any of the sessions receives, at a 
later date, a certificate listing session(s) attended.   
     Of course, faculty do not work for rewards such as 
praise, recognition, certificates or thumb drives. Also, 
$3000 is not enough money to compensate a faculty 
member for his or her time and expertise. However, 
despite what many students might imagine, faculty 
are human beings. Like most other human beings, 
faculty do like the idea of rewards.  Sorcinelli has 
noted that faculty like to be recognized and rewarded 
and will respond positively to incentives that 
recognize their participation and work: “[Participants 
in a technology workshop for senior faculty] 
expressed a need for something often vaguely 
described as respect or recognition. Senior faculty 
who have been ‘good citizens’ and have put 
considerable time into developing as teachers often 
remark that they receive little acknowledgment for 
such efforts” [6].  Faculty may not realize it, but it is 
likely that they will receive even less 
acknowledgment for online efforts.  
     The online environment is different from the 
physical classroom in that it does not exist in physical 
space. While colleagues may see the faculty member 
ferrying books and teaching materials to the 
classroom, and hear faculty teaching, and think 
“Wow, what a great teacher and hard worker!” and 
even comment to that effect to the faculty member, 
online faculty will not get such positive 
reinforcement.  In fact, the first time we taught 
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classes online, another faculty member remarked to 
us, “Oh, you’re teaching online? It must be nice to 
get so much time off!” Recently an administrator 
remarked to a group of faculty, “I just feel that 
faculty who teach online are getting away with 
something!” These comments are absurd given that 
creating a online course generally takes three times 
more time than creating a traditional course. Online 
faculty often complain that they feel unappreciated, 
so the presentation session in the training workshop 
may be the only time faculty get support from 
colleagues regarding their online work.  
     The Office of Distance Education in CHSS also 
encourages all faculty to “show off” their courses to 
us any time. We very much enjoy visiting with 
faculty and seeing their hard work and success. As a 
young assistant professor struggling to teach our first 
course online, we remember being hit hard with the 
realization that the administrators who assigned us 
this task had no idea what we were doing or how we 
were doing it. There were even mean-spirited 
whispers that we weren’t really doing anything but 
answering email while others were working hard at 
teaching in the traditional classroom. We felt very 
isolated, and we knew our work would never be 
appreciated by our peers. We want to make sure the 
faculty we serve do not feel that way.  
 
D.    The Importance of Post-Training Support 
    
   After the training is over and the faculty member 
receives his or her incentives, he or she may still need 
assistance with developing and implementing an 
online or hybrid course.  
 

   1)    Encouraging the E-Faculty Community 
 
   Support for online faculty does not end when the 
workshop ends. The CHSS Office Of Distance 
Education is available on campus for personal and 
electronic support throughout year.  Another 
important aspect of the training is the building of a 
community of faculty who teach online. Without an 
e-faculty community such as that which can emerge 
from an “e-faculty coffee hour” every month to 
discuss, share, and even complain about instructional 
technology, faculty may feel that only the trainer can 
assist and support him or her. Fig. 1, below, 

illustrates the faculty/trainer relationship that may 
emerge.  
 

 
 
Figure 1. Possible model of trainer/faculty relationships after 
training. 
 
Such a model does two things that should be avoided. 
First, it puts the trainer in a position of power, where 
all learning must go through him or her. While such a 
model might be flattering, it makes unreasonable 
demands upon the trainer, especially as he or she is 
called upon to train more and more faculty. In 
addition, no one person knows everything about 
anything. Faculty will quickly have tips and tricks to 
share with each other and the trainer, and such 
development should be fostered and encouraged. The 
desired model would look more like Fig. 2, below.  

 
 
Figure 2. Desired model of trainer/faculty relationships after 
training.  
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 2)    Anytime, Anywhere Support 
 
     The method used to conduct the instructional 
technology workshops includes providing a hard 
copy handout with step-by-step instructions specific 
to the task that will be performed in the workshop. 
These instructions are created and updated by 
members of the KSU CHSS Distance Education 
Department with regard to the version of software we 
will be using and the order in which steps will be 
presented.  We include, when appropriate, how to 
load content onto our learning management platform.  
In the past, we have used many different methods, 
including purchasing ready-made software texts for 
participants and putting general and specific 
instructions online. Nothing has worked as 
consistently well as creating task specific, linear 
instructions for faculty.  Many people have suggested 
we try videos instead, and we did try them for some 
basic training in the first run. Participants commented 
that the videos were not helpful, and they preferred 
the handouts. After almost ten years of research, this 
method of creating goal-specific, text and graphic 
based, linear instructions is the one that works most 
effectively in assisting faculty in learning and 
retaining information. Research supports this 
observation. According to Sorcinelli, “Like most 
adult learners, [faculty] responded best to lots of 
‘hands-on’ practice rather than listening to 
presentations” [6]. And while much visual design 
research supports the superiority of all graphic vs. all 
text instructions [7], many faculty are used to 
following text-based instructions and are very 
comfortable with them. In addition, most of the 
resources that we create integrate text and graphics.  
     When a member of the CHSS Distance Education 
Department is called to a faculty member’s office to 
assist, he or she is usually greeted with the instruction 
sheet used in class with markings all over it. The 
faculty member will usually say, “I am stuck here” 
and point to the instruction sheet. The sheets seem to 
be well-used, and such specific information helps us 
to help the faculty member effectively.   
     The task specific, linear instructions are time-
consuming to create, but it seems to be the best tool 
to help faculty save time and work more effectively.  
We believe that part of our office’s relationship to 
faculty as distance learning support means that we 
will devote time and effort to creating resources, 
instituting usability tests, and updating the resources 

when needed. This work is one way our office shows 
that we respect faculty time and expertise. That 
respect goes a long way toward building a 
community of elearners.  
 
E.   Overall Perceptions of the Faculty Training 
Workshop  
 
     Participants were asked to evaluate their training 
experiences in the workshop. They were asked fifteen 
questions, and asked to answer “strongly agree,” 
“agree,” “disagree,” “strongly disagree,” or “do not 
know.” Of the 42 participants in the first run of the 
workshop, 33 participated in the survey, although not 
all answered every question.  Below, in Fig. 3-17,  is 
a graphic summary of their responses. 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 3. Question 1. The workshop provided me with 
useful information related to designing an online course.  
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Figure 4. Question 2. The workshop provided me 
with useful information related to delivering an 
online course.  
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Figure 5. Question 3. The facilitator was prepared 
and effectively led the face-to-face portions of the 
workshop. 
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Figure 6. Question 4. The facilitator created effective 
components for the online portions of the workshop.  
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Figure 7. Question 5. The facilitator used 
GeorgiaView/Vista effectively in designing and 
delivering the workshop. 
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Figure 8. Question 6.  The facilitator provided 
adequate support as I created my online or hybrid 
course. 
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Figure 9. Question 7. The software training sessions 
were effective in helping me to learn what software I 
might choose to use in my courses.
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Figure 10. Question 8. The training materials 
provided to me during the workshop assisted me 
in creating course content. 

 
 

Figure 11. Question 9. The guest speakers were 
appropriate to the workshop and provided helpful 
information 
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Figure 12. Question 10. My questions related to 
designing and delivering online courses were 
answered during the workshop.  
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      Figure 13. Question 11. The workshop prepared  
      me to teach online.  
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Figure 14. Question 12. The workshop prepared me 
to go through the QM process. 
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Figure 15. Question 13. If I have problems while    
  working on my course, I know where to go or who to ask     
  for assistance.  
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     Two additional questions were asked. Question 16 
was “Identify the aspects of the workshop that most 
contributed to your learning (include examples of 
specific materials, exercises, and/or the faculty 
member’s approach to teaching, supervision, and 

mentoring).” It received 31 open-ended responses, 
and the following summations are not necessarily 
taken from separate responses. Some participants 
mentioned many things that helped them to succeed, 
and some mentioned only one or two. Ten 
participants mentioned that the availability of the 
facilitator most contributed to their learning 
experiences. Seven participants noted that the 
handouts contributed the most to their learning 
experiences, and seven participants said the “hands 
on” experiences contributed the most to their learning 
experiences.  Four participants said actually having to 
build components for a real course and meet 
deadlines for that course contributed the most to their 
learning experiences. One participant said that “It 
was helpful to have a cohort of peers who were 
working on the same project.”   
     Question 17 was “Identify the aspects of the 
course, if any, that might be improved (include 
examples of specific materials, exercises, and/or the 
faculty member’s approach to teaching, supervision, 
and mentoring).” Thirty participants answered the 
question and three skipped it, although eight 
answered it with “none” or “does not apply.”  The 
following summations are not necessarily taken from 
separate responses. Some participants mentioned 
many things that could be improved, and some 
mentioned only one or two. Nine participants 
mentioned that the varying skill levels of participants 
was a drawback, and that the class could be improved 
with separating participants into advanced and 
beginner sections. Four participants stated that more 
information on the QM process would improve the 
workshop. Three mentioned that technology 
problems either in their offices or in the workshops 
were drawbacks to their success. Two participants 
mentioned that one of the classrooms where one 
section of the workshops was held was arranged in a 
way that made participants choose between facing the 
screen or the facilitator, and that aspect was 
considered to be a drawback. One participant 
believed the workshop would have been better if it 
were only about GVV. Finally, three Mac users 
participated in the workshop, and the workshop was 
strongly (almost entirely) geared toward PC users. 
Therefore, one participant requested that Mac support 
be added to the workshop to improve it.  
     The first run of the faculty development workshop 
concluded in May 2010. Six months later, in 
November 2010, after faculty had received all their 

 
 

Figure 16. Question 14. Overall, I was satisfied with 
the workshop.  
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Figure 17. Question 15. Overall, I was satisfied with 
the facilitator.  
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incentives for successfully completing the workshop, 
faculty were again surveyed regarding their opinions 
of the workshop.  
     Of the 18 participants who responded to the 
survey, 66% said they used what they learned in the 
workshop at least once a month or more. Out of those 
66%, 22%  said they used what they learned more 
than once a week. Regarding what faculty use the 
most from the workshop, instructional technology 
information ranked first, followed by course design 
information and pedagogical information. One of the 
main goals of the workshop was to help faculty 
become more comfortable with teaching online. 
Faculty were asked,  
 At the end of the workshop, participants 
 overall rated themselves as twice as 
 comfortable with creating blogs, wikis, 

 websites, and audio/video materials as 
 before they took the workshop. They 
 also rated themselves as twice as 
 comfortable as the control group 
 participating in surveys. Now, seven 
 months later, how confident do you feel 
 about your abilities to use blogs, wikis, 
 websites you created, and audio/video 
 materials you created in your face to 
 face, hybrid, and online courses? 
 Fifty percent responded that they were confident in 
their abilities. Twenty five percent rated themselves 
as very confident, and 6.3% said they were extremely 
confident (“I am the master of the Web 2.0 
universe”).  Only 18.8% rated themselves as “not so 
confident.” See Fig. 18, below.

 

 
 

 

     When asked what instructional technology tools 
they used the most from the workshop, faculty rated 

GeorgiaView/Vista first, with Camtasia second. 
SeaMonkey and Hot Potatoes tied for third place.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 18. Six months after successfully completing the workshop, how  confident do you feel about your instructional technology skills? 

183

International Journal on Advances in Life Sciences, vol 2 no 3 & 4, year 2010, http://www.iariajournals.org/life_sciences/

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



Participants were asked “On the whole, after half a 
year to reflect, do you feel the workshop was a 
valuable experience?” Ninety-three percent of 
responders answered “yes,” and seven percent 
answered “no.”  When asked what could be 
improved, more emphasis on Mac users and products 
was mentioned repeatedly.  
 
 
F.   What Hinders Faculty from Adopting Elearning?  
 
     Many self-described “experts” on education and 
college faculty speculate as to why faculty do not 
rush to join the online course boom. What hinders 
faculty from embracing online learning? At 
conferences, we have heard these “experts” proclaim 
faculty to be lazy and egocentric, afraid to learn 
something new because they won’t know everything 
about it. But it turns out, the widespread public 
opinion that distance education is not to be taken 
seriously has infected the students. Therefore, some 
students enter online courses expecting an easy 
grade, and those erroneous expectations make online 
courses extra hard to teach. In addition, such students 
are often dissatisfied, and express that dissatisfaction 
in evaluations, which in turn jeopardizes faculty 
tenure and promotion.   
 KSU faculty who participated in this 
workshop were asked what hindered them from 
teaching online, and student attitudes topped the list.   
According to the KSU faculty in this survey, 31% 
said student attitudes was the main hindrance (see 
Fig. 19).  The learning management system used at 
KSU and the poor reputation of elearning tied for 
second place. Other faculty attitudes came in third. 
All factors but the learning management system stem 
from stereotypes of and attitudes toward elearning, 
not faculty laziness and egocentrism. Only 6.3% said 
that mastering the technology was a hindrance.  
Faculty also wrote in additional responses:  
 
 
1. Chair's erratic attitude. Sometimes seems 
supportive, then does not approve. Changes mind 
about whether we're allowed to offer hybrid courses. 
2. Students in my hybrid commented that they hope 
we don't get too many hybrids and online courses at 
KSU because then we'll be like "them" (i.e. Univ. of 
Phoenix). The other hindrance is the QM...this 
system needs to be changed ASAP. I get tired of 

justifying to people outside my area (many of whom 
have never taught online) that I want to use "learn" 
"apply" or whatever verb there is. I know my field 
and I know how to teach. I don't want someone 
looking and nitpicking my course to 
death...especially if they don't teach online or know 
my field. 
3. The negative attitudes of some faculty members in 
the English department towards online learning.  
4. The huge amount of extra time in doing an online 
class vs an in class one. 
5. The small size of our program: we need the small 
number of full-time faculty in our program in the 
traditional classroom (especially for our upper-level 
courses). 
6. In addition to the item above, the unreasonable 
rigid structure of that is required for teaching online. 
Also, it is extremely difficult to develop a course 1 
year in advance of approval. 
7. Time required to put an online course together. 
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G.   Does the Training Work?  
 
     The proof of success, of course, is in results. Every 
faculty member accepted into the workshop signs a contract 
stating which course will be developed into an online course 
or hybrid, and when it will be put taught.  Therefore, 96 new 
online or hybrid courses should be offered in the next three 
years. But how many new online courses are running now at 
KSU because of this workshop? Of the 18 participants who 
responded to the survey, only half had offered the course 
they developed. As can be ascertained from the responses, 
even after developing an online course at KSU, it can be 
over a year before it is allowed to be offered. For that reason 
it is no surprise that this number is low.  
     Of those who had taught their courses online, 55% said 
they were comfortable or very comfortable teaching their 
courses online after the workshop. 

III. CONCLUSION 
We have spent the past ten years in various capacities 
preparing institutions to design, develop, and implement 
electronic  learning. We have faced a multitude of scenarios, 
including an institution that saw distance learning as a cash 
cow, desired to expend as few resources as possible to 
develop and deliver distance education, but desired to make 
money hand over fist regardless. We have been hired to give  
a two hour workshop on distance learning to a university, 
only to find out that the faculty we had briefly introduced to 
distance learning were  
expected to go out and develop programs in distance 
learning by the end of the next week—we quickly explained 
to the gentleman who contracted us that that scenario was 
not  realistic.  However, as far as he was concerned, his 
work, and our work, were done.  The burden was now solely 
upon the faculty.  
     As many of us in the field now understand, electronic 
learning is an investment that must be made with full 
understanding that it is not a cash cow, but when developed 

 
 

Figure 19. After successfully completing a workshop on building web courses, faculty were asked what hinders faculty from teaching 
hybrid/online courses.  Student attitudes topped the list.  
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correctly, it can yield multi-faceted benefits. Because the 
burden of electronic learning falls mostly on the faculty, 
faculty must be a priority in distance education 
development. A university’s desire to move into online 
learning is not an excuse to overburden and abuse faculty. 
     It is important to have institutional infrastructure and 
planning in place. Technological and developmental support 
must be available for all involved in distance learning, 
including faculty. Faculty also need incentives to develop, 
teach, and redesign online courses. Hiring a full-time team 
to assist faculty with instructional technology is also a good 
way to support faculty. Bringing in a guest speaker for an 
hour long presentation on “what is distance learning” is fine, 
but it is not a solid leg of support for faculty who are 
expected to create online courses and programs.  And 
certainly money to bring in the guest speaker would be 
better spent as incentives for faculty to complete 
instructional technology training.  
     All faculty use faculty evaluations to improve their 
courses, and this workshop is no different.  After the first 
run of the workshop, faculty feedback resulted in 1) more 
support for Mac users, 2) fewer participants in each 
workshop session, 3) more self-check and quiz items on 
areas that participants seemed to overlook, 4) “what’s next” 
components to help participants orient themselves at the end 
of each module, and 5) small weekly prizes to help 
participants stay motivated and engaged. 
     In the faculty evaluations of the first workshop, although 
the entire second online module of the workshop addressed 
QM, three participants commented that QM was not 
addressed early in the workshop. One participant also added 
to his/her comments that  “I do not think that the power 
point  [sic] presentations with voice were effective. They 
took quite a while to listen to and much of the information 
could have been presented in a quicker format that would 
have been easier to review at a later date.” This comment 
stands in stark contrast to all other comments about that 
content delivery mode. This comment also seemed to 
indicate that the participant did not listen to the online 
modules and, therefore, missed the QM information 
presented early in the workshop. Subsequent runs of the 
workshop have included recaps of online modules in the 
face to face meetings to encourage participants to take the 
online workshop materials as seriously as the face to face 
activities.  Faculty who teach hybrid courses often remark 
that students “dismiss” the online portions of hybrid courses 
as “not important.” Clearly, some faculty attitudes parallel 
those of our students. 
     Formal evaluation data from the second run of the 
workshop is not yet available. However, informal 
participant feedback resulted in 1) more trainers being 
added to each workshop session, 2) printable activity 
checklists for each online module, 3) use of the calendar 
function in GVV to help participants gauge what tasks 
should be completed each week, 4) the addition of the 
Hybrid-O-Matic, a online tool developed by the CHSS 

Department of Distance Education that counsels faculty 
regarding how to translate their face to face teaching styles 
into a hybrid course, 5) an advanced workshop series 
focusing on those with a higher level of skills, and 6) brown 
bag workshops led by faculty experts in various techniques 
and technologies, mainly focusing on hybrid learning. We 
expect that improvements will be made for each run for the 
life of the workshop. 
    To help address the negative attitude toward elearning 
both from the public, from faculty, and from students, KSU 
has launched a distance learning website  to support students 
and faculty interested in online learning [8]. A video, 
“Words of Wisdom from KSU Online Faculty,” located 
prominently on the site, works hard to dispel the myth that 
online courses are not serious courses.  
     As a result of these training workshops, we had hoped to 
see more of a building of an elearning community, but 
invitations to socialize outside of class were met with replies 
of “We’re too busy,” as indeed, faculty are. Faculty did 
socialize to a degree on the workshop wiki at the beginning 
of the workshop, and perhaps more electronic social 
networking opportunities will better serve faculty needs. 
That area is ripe for future research. 
     In short, there’s no easy, fast, and cheap solution to 
moving faculty toward creating quality online instruction. 
However, the investment and time are worth it, as online 
education becomes part of every university’s offerings. 
Especially in the United States, a lack of affordable child 
care, coupled with the rising cost of health care, including 
elder care,  in part, drives the demand for distance education 
opportunities. Many adults want educational opportunities 
but can’t leave children and elderly parents alone and travel 
to the university. For the increasing number of adults in 
such situations, distance education is a necessity. The 
demand will continue to increase.  
      The workshop described in this paper won the 2010 
Sloan Consortium Award for Faculty Development in 
Online Teaching. 
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Figure 1. Enterprise levels as defined in VDI 5600 [6]. 
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Abstract - Today’s enterprises are operating in a complex and 

volatile business environment. To address this situation, 

enterprises endeavor to realize horizontal and vertical 

integration of enterprise processes (i.e., business and 

manufacturing processes) leading to a real-time enterprise. 

Research has been carried out in integrating data generated 

from automation devices in (milli) seconds and transactional 

data from business applications, referring to long time 

horizons (e.g., days).  However, this integrated data is not used 

extensively for online control of enterprise processes. 

Therefore to overcome this issue, a process model is presented 

for identification and assimilation of knowledge.  This process 

model comprises four steps: (i) analysis and (re-) design of 

enterprise processes to be controlled, (ii) creation of enterprise 

data model and data flow diagrams for automation devices and 

business applications, (iii) (offline) knowledge identification 

based on knowledge discovery in databases process, and (iv) 

online monitoring and control of enterprise processes using 

complex event processing. The envisaged process model is a 

prerequisite for implementation of IT-framework used for 

online monitoring and control of enterprise processes. Both, 

the process model and the corresponding IT-framework have 

been implemented and validated in a casting enterprise. 

Keywords - enterprise integration, knowledge discovery in 

databases, data mining, online control, complex event 

processing. 

I.  INTRODUCTION 

The business environment of an enterprise has become 
complex, volatile and mainly driven by uncertainties [1]. In 
addition, pressure on an enterprise to manufacture 
components with high quality, reduced lead time and low 
cost has been intensified. As a consequence, relevant 
enterprise (value creation) processes (i.e., business and 
manufacturing processes) have to be flexible, adaptable and 
controlled online. In this regard, the integration of enterprise 
processes in horizontal and vertical direction of an enterprise 
has become indispensable. Available enterprise application 
integration (EAI) systems can be used to horizontally 
integrate existing business applications like enterprise 
resource planning (ERP) systems, supply chain management 
(SCM) systems, and customer relationship management 
(CRM) systems [2]. Along with this horizontal integration, 
vertical integration of different enterprise levels can be seen 
as a prerequisite for establishing online control of enterprise 

processes [3], and the vision of a real-time enterprise (RTE) 
[4][5].  

According to German standard VDI 5600 [6], an 
enterprise can be classified into different manufacturing 
execution system (MES) levels as illustrated in Figure 1: (i) 
enterprise control level, (ii) manufacturing control level, and 
(iii) manufacturing level. VDI 5600 focuses on the problems 
and benefits related to MES. Similarly, standards like IEC 
62264 [7] are available and emphasis on realization of MES. 
In the current contribution, various terminologies are based 
on VDI 5600. 

At enterprise control level, business processes are 
performed to achieve the enterprise‟s long term strategies. 
Thus, business processes can be designed, configured, 
enacted, and analyzed applying four steps of a business 
process management (BPM) life cycle: (i) business process 
design, (ii) business process configuration, (iii) business 
process enactment, and (iv) business process diagnosis 
[8][9]. Process-aware information systems (PAIS) like 
workflow management systems (WMS) are in charge to 
invoke business applications (e.g., ERP system) and (web) 
services along a workflow execution (i.e., automation of a 
business process) to fulfill certain enterprise‟s strategic 
objectives [8][9]. During business process enactment at 
enterprise control level, planned performance values (i.e., 
TO-BE values) are generated offline (i.e., in months or 
weeks) and further, these values are transactional [10]. 

On the contrary, manufacturing processes are employed 
to accomplish the objectives set at the enterprise control 
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level. Automation devices are available at manufacturing 
level to execute manufacturing processes. Enormous amount 
of data (e.g., sensor data) is generated by these devices 
during execution of manufacturing processes in real-time 
(i.e., seconds or milliseconds). In addition, operators provide 
necessary data related to automation devices or orders like 
pre-defined reasons for a resource breakdown, order details 
during start of order execution, and so forth. Overall, these 
values (i.e., AS-IS values) indicate the actual performance at 
the manufacturing level. 

MES solutions and business process applications are 
available to achieve computerized and automated vertical 
integration at certain MES levels [11]. However, major 
problems still remain open with respect to the interface 
between the enterprise control level and the manufacturing 
level [12]. More precisely, the realization of enterprise-wide 
multi-loop control within and across all levels from 
enterprise control level to manufacturing level is not 
adequately achieved [10][12]. Also, inadequate vertical 
integration hinders the establishment of enterprise-wide 
knowledge and learning cycles [13]. First, data from 
different MES levels is not adequately integrated and thus, it 
cannot be exploited to identify new knowledge. Second, if 
any new knowledge has been derived, it is not incorporated 
in online control of enterprise processes. As a consequence, 
concepts of RTE: sense-and-respond and learn-and-adapt are 
integrated insufficiently into enterprise processes [14]. 

The current contribution is based on the IT-framework 
for digital enterprise integration [13], and presents a 
methodology for identification and assimilation of 
knowledge for online control of enterprise processes in 
manufacturing. State-of-the-art on enterprise integration (EI), 
monitoring and control of enterprise processes, and data 
mining in manufacturing is summarized in Section II. A 
novel methodology is elaborated in Section III to establish 
enterprise-wide knowledge and learning cycles for online 
control of enterprise processes. Section IV describes an 
industrial case study. Finally, conclusion and future work are 
discussed in Section V. 

II.  STATE-OF-THE-ART 

The methodology elaborated in Section III is based on 
various concepts like EI and data mining. Therefore, the 
current section summarizes state-of-the-art research in the 
area of EI, enterprise data model, identification of 
knowledge, and utilization of knowledge for online 
monitoring and control of enterprise processes. 

Around the mid 1990‟s, several EI reference 
architectures (e.g., CIMOSA, PERA, ARIS and GRAI/GIM) 
were available to guide the design and implementation of an 
integrated enterprise [15]. However, these reference 
architectures were different in terms of their theoretical 
background [15], and enterprise understanding, modeling 
approaches, and purposes [16]. Hence, GERAM - 
generalized enterprise reference architecture and 
methodology has been developed to address these 
differences [17]. Aforementioned reference architectures 
have contributed in defining GERAM and later, it was 

standardized as ISO 15704 - requirements for enterprise 
reference architecture and methodologies [18]. 

The reference architectures mentioned above do not 
reveal how to realize them in terms of technologies. Apart 
from enterprise reference architectures, several software 
vendors have developed MES solutions to bridge the vertical 
integration gap between MES levels, like MES-HYDRA 
[11]. But also with MES, the exchange of data between MES 
levels is done manually or at most semi-automatically due to 
inflexible and proprietary interfaces [12][19]. 

An agent-based production monitoring and control 
system (PMC) based on the JADE framework was 
elaborated [20]. The PMC Provis.Agent integrates various 
IT-systems and machine control devices, and establishes the 
use of information between various systems (e.g., for 
visualization). Also, NIIIP-SMART architecture provides 
horizontal and vertical integration, and interoperation 
utilizing workflow, enterprise rules, agents and STEP [21]. 

Service orientation (especially by means of web and grid 
service technology and their corresponding standards) has 
been used for EAI [22]. In service oriented architecture 
(SOA), business applications offer their functionalities as 
services. These services can be loosely coupled and 
orchestrated to complex workflows. Because of the loosely 
coupled structure, the realized IT-architecture is flexible and 
adaptable. Hence, European-funded projects SIRENA [23] 
and SOCRADES [24] aim to exploit this SOA paradigm to 
seamlessly integrate heterogeneous resources located at 
manufacturing level with business applications at enterprise 
control level. In this regard, a prototype for vertical 
integration of SOA-ready devices with SAP MII was 
presented [5]. Unlike the predominant request-reply 
communication approach of traditional SOA, an enterprise 
has to react to events online, and hence, necessitates 
implementation of publish-subscribe mechanism [25]. 
However, this doesn‟t make SOA obsolete as SOA and event 
processing are complementary concepts for achieving 
modularity, loose-coupling, and flexibility [26]. 

Enterprise data model is necessary to enable EI, i.e. to 
relate TO-BE and AS-IS values from different MES levels. 
IEC 62264-2 [7] describes models and terminologies that 
enable to implement enterprise control between enterprise 
control level and manufacturing control level. Further, this 
standard can be augmented with various technical models 
like DIN EN 61512-2 [27]. An MES database structure for 
system integration was analyzed with respect to resource, 
system plans, system status and system configurations [28]. 
A factory data model was defined to represent strategic 
intent, capability, organization structure and behavior of an 
enterprise [29]. This factory data model consists of strategy, 
facility, process, resource, token and flow classes. The token 
classes represent physical flow of material (e.g., work piece, 
invoice). Flow classes represent links to token classes and 
process classes. 

Knowledge is embedded into enterprise processes by 
enterprise members (i.e., know-who) in form of know-what, 
know-why, and know-how [30]. However, this knowledge is 
tacit and context-specific. This knowledge is externalized by 
enterprise members and can be expressed by means of 

189

International Journal on Advances in Life Sciences, vol 2 no 3 & 4, year 2010, http://www.iariajournals.org/life_sciences/

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



 
Figure 2. IT-framework for digital enterprise integration (adapted from [13]). 

enterprise process data (i.e., TO-BE values). These process 
data are updated online during execution of enterprise 
processes in terms of feedbacks (i.e., AS IS values). TO-BE 
and AS-IS values from different MES levels are integrated 
for online control of enterprise processes [13][31]. These 
integrated values are stored in a relational database as 
historical data, which is periodically exploited in offline 
processes to calculate key performance indicators (KPIs) and 
overall equipment effectiveness (OEE), among others. 

Extensive research has been carried out to convert tacit 
knowledge embedded in processes into explicit knowledge 
using analytical methods (e.g., data mining), but this research 
focuses mostly on transactional data (e.g., finance, sales) at 
the enterprise control level (e.g., [32]). Around 7% of data 
mining methods are utilized to address problems in 
manufacturing [33]. This limited usage of data mining in 
manufacturing enterprises originated in the perception of 
relatively high efforts to achieve EI [33]. Nonetheless, data 
mining methods have been used in manufacturing domains 
like manufacturing system, and maintenance [34][35].  

A decision making process related to enterprise process 
control can be a complex task spread across different MES 
levels, and depends upon the quantity and quality of 
information. In this regard, a framework for organizing and 
applying knowledge for decision making in manufacturing 
and service applications was elaborated [36]. The decision 
making process was supported with the knowledge derived 
using data mining algorithms. 

European-funded project K-NET (sub-project of Future 
Internet Enterprise Systems (FInES) cluster) has presented 
an approach at a conceptual level to enhance, monitor and 
reuse of knowledge in a networked enterprise [37]. In 
addition, an enterprise modeling and integration framework 
was presented based on knowledge discovery in databases 
(KDD) by extending the views of CIMOSA i.e., adding 
knowledge and mining views [38]. In most of the enterprises, 
explicit knowledge is codified as rules managed in rule-
based systems (RBS) [39]. 

RBS like Drools Expert [40] are often lacking in taking 
temporal and causal relations between events into account. 
As a consequence, research attempts are been made to 
employ the externalized knowledge for creating event 
patterns utilized in a complex event processing (CEP) 
engine. Unified event management architecture was 
conceptualized to deal with primitive and complex events for 
monitoring and control of manufacturing processes [41]. 
Nonetheless, the architecture is positioned at manufacturing 
control level and integrates real-time data from 
manufacturing level but neglects to integrate transactional 
data from enterprise control level. Further, architecture for an 
extensible event-driven manufacturing system was 
elaborated [42]. This architecture was built on a MES 
solution with a tight integration with enterprise control level 
and manufacturing level, and utilized CEP engine to manage 
events triggered in manufacturing level. However, the 
presented approach does not address knowledge 
identification required to define event patterns. 

System Insights provides an open source framework for 
online monitoring and analysis of manufacturing enterprises 
[43]. The framework constitutes following components - 
data delivery, data collection, and data analysis. Data 
delivery from different devices is achieved through 
MTConnect standard and MTConnect data bus. Data is 
stored in (high speed) databases using functionality of data 
collection. For control of enterprise processes, data analysis 
is performed online utilizing the services of EsperTech [44] 
or Drools Fusion [45] CEP engines. Also, the stored data is 
utilized offline to calculate various metrics. 

III. METHODOLOGY 

 An IT-framework for digital enterprise integration was 
articulated [13][31]. This framework utilizes tracking objects 
along with a RBS. However to consider the temporal and 
causal relations between events triggered across various 
MES levels, it is essential to replace RBS with state-of-the-
art CEP engine. On basis of this framework, a methodology 
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Figure 3. Flow of process data and control data in IT-framework for 

digital enterprise integration. 

is elaborated for identification and assimilation of knowledge 
for online control of enterprise processes. This methodology 
encompasses following components: (i) enterprise process 
analysis, (ii) enterprise data model and data flow diagram, 
(iii) knowledge identification, and (iv) assimilation of 
knowledge for online control of enterprise processes. In the 
following subsections, the aforesaid IT-framework is 
introduced in brief and further, the components of the 
methodology are elaborated. 

A. Overview of IT-Framework for Digital Enterprise 

Integration 

An architectural overview of the IT-framework for digital 
enterprise integration is illustrated in Figure 2. In addition, 
flow of process data and control data between various 
components of this IT-framework is depicted in Figure 3. 
The IT-framework is based on available standards (e.g., ISO 
15704 [18], IEC 62264 [7]), technologies and paradigms 
(e.g., SOA paradigm) and involves various IT-systems (e.g., 
ERP system). Enterprise processes are instantiated from 
predefined workflow patterns (see Step 1 in Figure 3) and are 
supplied with necessary planned performance or process 
values (i.e., TO-BE values) from business applications like 
ERP systems (see Figure 2 and Step 2 in Figure 3). Business 
applications or at least their crucial functionality in a certain 
context (e.g., accessing planned performance values) are 
made available as services within an SOA. 

As one of the purposes of the IT-framework is online 
control of enterprise processes, publish-subscribe mechanism 
usually applied in event-driven architectures (EDA) is 
implemented. EI layer subscribes to the events triggered by 
manufacturing resources (i.e., automation devices) at the 
manufacturing level. Three-tier architecture for physical 
integration has been implemented to collect data from these 
manufacturing resources and forward the collected data to all 

the subscribers, here EI layer (see Step 3 in Figure 3 and 
[13]). The received real-time data from the manufacturing 
level denotes actual achieved performance (i.e., AS-IS 
values). Planned performance values from enterprise control 
level (e.g., ERP system) together with actual achieved 
performance values from manufacturing level are integrated 
according to an enterprise data model, and stored in 
relational database as historical data (see Step 6 in Figure 3). 

The digital enterprise integration framework was further 
enhanced for online monitoring and control of enterprise 
processes using tracking objects [31]. Tracking objects 
represent control-relevant objects like orders, products and 
resources, and are instantiated simultaneously with a 
corresponding workflow instance in a WMS (see Step 2 in 
Figure 3). These objects are updated during enterprise 
process execution with the values acquired from different 
MES levels (see Step 4 in Figure 3). The changes in tracking 
objects‟ status can be analyzed online by a RBS (e.g., Drools 
Expert) [31]. However, the usage of RBS implicates the lack 
of taking temporal and causal relations between events into 
account. In addition, it is remarkable that only a few WMS 
support the collection and interpretation of real-time data 
[8][9]. Hence, the usage of a CEP engine (e.g., EsperTech 
[44]) instead of RBS is necessary. Here, the CEP engine is in 
charge of continuously analyzing tracking objects and 
dispatching control data to required MES levels (see Step 7 
in Figure 3). 

In addition to the control of enterprise processes 
employing CEP engine, the historical data is periodically 
utilized offline to calculate KPIs and OEE. However, 
historical data is seldom exploited to identify new 
knowledge and further this identified knowledge is not 
utilized for online monitoring and control of enterprise 
processes. To overcome the aforesaid drawbacks, a 
methodology is elaborated to identify and assimilate 
knowledge for online monitoring and control of enterprise 
processes. 

B. Methodology for Knowledge Identification and 

Assimilation in Manufacturing 

An overview of the process model towards the realization 
of digital enterprise integration has been depicted in Figure 
4. This process model consists of four process steps, which 
are unique to a particular enterprise. The process model can 
be put into practice by means of implementing the 
aforementioned IT-framework. These process steps need not 
necessarily be performed sequentially and further, individual 
process steps can be carried out from time to time to enhance 
enterprise (value creation) processes. 

Prior to the implementation of the IT-framework for 
digital enterprise integration (see Section III.A), it is 
essential to analyze and (re-) design the enterprise processes 
as it is in the case of BPM life cycle [8][9] (see Step I in 
Figure 4). An enterprise data model based on industrial 
standards (e.g., IEC 62264 [7]) and enlarged with technical 
models (e.g., DIN EN 61512-2 [27]) is in charge of relating 
AS-IS and TO-BE values from different MES levels (see 
Step II in Figure 4). Also, data flow diagrams (DFDs) can be 
created to reveal the interdependencies between business 
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Figure 4. Process model towards the realization of knowledge-based 

online control of enterprise processes. 

applications and resources, and associated events triggered at 
various MES levels. 

Knowledge is embedded in enterprise process data (e.g., 
pressure, temperature) generated before and during execution 
of these processes i.e., TO-BE and AS-IS values. These 
process data is mapped onto the aforementioned enterprise 
data model and stored in a relational database as historical 
data. Subsequently, offline KDD process can be employed 
on the historical data to identify new knowledge (see Step III 
in Figure 4). Applying repeated and time-consuming 
database queries executed on the integrated database are not 
useful for online control of enterprise processes [46]. Instead, 
event streams (i.e., TO-BE and AS-IS values) created during 
process execution need to be analyzed and processed online 
using a CEP engine (see Step IV in Figure 4). Here, the 
externalized knowledge can be codified as event patterns and 
event pattern rules, and these event patterns can be used for 
detection of complex events in event streams. Along with 
this detection of complex events, event processing can be 
employed for online control of enterprise processes.  In 
following subsections, each of the process steps will be 
elaborated. 

 

1) Enterprise Process Analysis and (Re-) Design 
Enterprise process analysis and (re-) design is part of 

enterprise reference architectures (e.g., ARIS [47]) and 
business process reengineering (BPR) [48]. BPR can be 
described using four main phases: (i) identification of critical 
enterprise processes, (ii) review, update and analysis of 
enterprise processes (AS-IS analysis), (iii) (re-) design of 

enterprise processes based on AS-IS analysis, and (iv) 
implementation of (re-) designed enterprise processes. 

 Comprehension of enterprise processes and their 
integration within an enterprise‟s organizational structure is 
crucial for the implementation of online enterprise process 
control strategies. Hence, process analysis and (re-) design 
incorporates enterprise‟s organizational structure as well as 
its process-oriented organization. 

The activities and functions of an enterprise process are 
executed by various resources (e.g., IT-systems), which are 
in charge of an enterprise‟s organizational unit. Thus, the 
organizational units can be organized and modeled using 
organizational charts. In addition, functions and activities of 
an enterprise process take several kinds of inputs. These can 
be data (e.g., printed documents) but also intangible inputs 
like implicit knowledge of enterprise members. In summary, 
each function of an enterprise process can be linked with an 
organizational unit, various inputs and outputs. Further, the 
functions are orchestrated to enterprise processes using 
logical connectors like „and‟, „or‟, and „exclusive or‟. 

Several modeling languages and methodologies are 
available to model enterprise processes like event-based 
process chain (EPC) and business process modeling 
language (BPML). Apart from these modeling languages that 
focus on tangible inputs and outputs (e.g., data and 
documents), knowledge management description language 
(KMDL) can be employed to describe knowledge intensive 
processes, i.e., creation, use and necessity of knowledge 
along enterprise processes [49]. 

 

2) Enterprise Data Model and Data Flow Diagram 
Today‟s business applications and automation devices 

are complex, and several inputs are required by these 
systems to define enterprise processes. In addition, enormous 
amount of data is generated by the automation devices in 
real-time denoting information like feedbacks, product 
positions and alerts. For online monitoring and control of 
these enterprise processes, it is essential to analyze the 
business applications and automation devices, and their 
corresponding processes to identify critical control-related 
process parameters. In this regard, enterprise data modeling 
is an essential step to establish important control-relevant 
parameters. It influences the quality of information that is 
necessary to execute enterprise processes, achieve EI, and 
enhance online monitoring and control of enterprise 
processes. 

IEC 62264-2 describes models and terminologies that 
enable to implement enterprise-wide control between 
enterprise control level and manufacturing control level [7]. 
An enterprise data model based on IEC 62264-2 can be 
further augmented with technical models depending on the 
type of manufacturing process, like DIN EN 61512-2 (for 
batch manufacturing, [27]) and DIN 8582 (for metal forming 
processes, [50]). Overall, IEC 62264-2 facilitates to 
exchange structured data between business applications and 
manufacturing resources. 

Besides the static structure of an enterprise data model, 
DFDs reveal the interdependencies between processes‟ 
systems and manufacturing resources, either in isolation or in 
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Figure 5. Knowledge discovery in databases (KDD) process (adapted 

from [51]). 

combination [51]. Further, DFDs identify the flow of data, 
describing the dynamic behavior of enterprise processes. 
Process data is generated and manipulated by several 
resources during process execution. The DFDs can be 
employed to expose the relationships between various IT-
systems and resources. As the number of systems and 
resources has been increased in industrial scenarios, DFDs 
are usually organized in a hierarchy of DFDs. Coarse-
grained DFD can depict an overview of the shop floor and its 
resources while a certain DFD is been created with regard to 
a certain enterprise (sub-) process.  

 

3) Knowledge Identification 
Knowledge can be defined from different perspectives. In 

the current research context, following definition is adapted: 
“Data is raw numbers and facts, information is processed 
data, and knowledge is authenticated information” [39]. As 
mentioned earlier, knowledge is embedded into enterprise 
processes as process data. This knowledge is enriched and 
enlarged during execution of enterprise processes (e.g., 
feedbacks). Further, integrated enterprise process data (i.e., 
TO-BE and AS-IS values) is stored as historical data based 
on the aforementioned enterprise data model.  

Historical data can be also exploited to derive new 
knowledge, which can be utilized in online monitoring and 
control of enterprise processes. Hence, knowledge 
identification can be performed utilizing KDD process, 
defined as a “process of mapping low-level data into other 
forms that might be more compact or abstract or useful” 
[52]. KDD process is depicted in Figure 5. Input to KDD 
process is historical data and outputs are patterns, subjected 
to certain defined quality known as interestingness measures 
[53]. These interestingness measures can be objective 
measures based on the statistical strengths or properties of 
the discovered patterns and subjective measures, which are 
derived from the user‟s beliefs or expectations [53]. A 
pattern is an abstract representation of a subset of data and 
needs to be evaluated by domain experts to identify 
knowledge.  KDD process consists of several steps (see 
Figure 5), which are elaborated in the following paragraphs. 

Understanding of manufacturing domain in concern is 
indispensable for successful employment of KDD process. 
This can be carried out as described in process analysis and 
(re-) design, and enterprise data model and DFDs (see Step I 
and II in Figure 4). Major activities of manufacturing 

enterprises are production, maintenance, quality and 
inventory [7], and consequently, define the goals of the KDD 
process. Depending upon the goals of the KDD process, 
specific data (target data) is selected from the historical data 
on which patterns will be searched. 

However, historical data might be inaccurate due to 
various reasons and thus influencing the identified 
knowledge. During data acquisition process, data is collected 
from operators through console, and analog equipments and 
digital measuring devices through programming logic 
controllers (PLCs) (see Figure 2). In the aforementioned IT-
framework, AS-IS values are made available to enterprise 
integration layer through object linking and embedding 
(OLE) for process control (OPC) severs (see Figure 2 and 
Step 3 in Figure 3). Data collected consists of noise or 
inaccuracies or missing values, which makes searching of 
patterns complicated [54]. This might be due to limitations of 
measuring instruments, typing errors of operator or errors in 
logic of PLCs. To overcome these inaccuracies, it is 
necessary to study and understand the domain, as described 
in Step I in Figure 4. Understanding of domain along with 
the enterprise data model will help to identify suitable 
statistical methods to remove noise, strategy to fill the 
missing values and deletion of duplicate data. Also 
periodically, data collection can be enhanced by verifying 
the collected data from manufacturing resources in 
coordination with the operators. Overall, cleaning and pre-
processing activities are carried out on the selected data for 
further processing. 

Only subset of pre-processed data is required for 
achieving the aforementioned goals of KDD process [55]. 
Hence, transformation of data involves reducing number of 
parameters in the target data or representing the target data in 
a more general or acceptable format. Filter and wrapper 
approaches can be employed to reduce number of parameters 
[56]. In addition, understanding of manufacturing processes, 
operations, and constraints will aid in transformation process 
supported with enterprise data model and DFDs. 

Data mining is a particular sub-process in KDD process. 
It is based on proven techniques like machine learning, 
pattern recognition, statistics, artificial intelligence, 
knowledge acquisition, data visualization, and high 
performance computing [57].  Data mining consists of three 
steps: (i) selection of data mining method, (ii) determination 
of appropriate data mining algorithms, and (iii) employing 
these algorithms for pattern search.  

Data mining methods have to be chosen in accordance to 
the goals of KDD process as they determine the type of 
knowledge to be mined i.e., concept description, 
classification, association, clustering and prediction [34]. 
Since the goal in current research is to enhance online 
monitoring and control of enterprise processes, knowledge to 
support decision making processes needs to be identified. In 
this regard, classification and regression methods can be 
engaged to determine new knowledge. Classification is a 
method to categorize a new instance of data into one of 
several predefined classes [52][54]. It consists of two steps 
[34]: (i) construction of a (classification) model based on the 
analysis of database tuples (i.e., a training set) described by 
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Figure 6. Simple event description in an XML format. 

attributes and (ii) usage of this constructed (classification) 
model for classification of new data instances. In contrary, 
regression is a function that maps data to a real-valued 
prediction variable. 

According to previously selected data mining methods 
(e.g., classification), data mining algorithms have to be 
selected to search for patterns. For example, decision trees, 
decision rules, inductive logic programming and rough set 
methods can be utilized to determine rules [36]. Finally, the 
previously selected data mining methods and algorithms are 
employed to discover patterns.  

Discovered patterns can be sufficient large or it might be 
necessary to select a subset of discovered patterns [56]. 
Consequently, to enhance the quality of discovered patterns, 
measure of interestingness can include both subjective and 
objective approaches [56]. A discovered pattern can be 
interpreted using structured interviews with domain experts. 
If necessary, all or selected steps of KDD process need to be 
repeated in order to obtain more suitable knowledge. If 
sufficient integrated data is not available to carry out KDD 
process, structured interviews with domain experts can be 
conducted to identify initial knowledge. Later, acquired 
historical data can be exploited employing the 
aforementioned KDD process to enhance and enlarge the 
knowledge base. 

 

4) Knowledge-Based Online Control of Enterprise 

Processes 
Historical data can be employed to identify new 

knowledge as described in Section III.B.3. This identified 
knowledge can be used for control of enterprise processes by 
directly accessing the aforementioned historical data. 
However, repeated and time-consuming database queries 
[46] (e.g., applying ex-post online analytical processing 
(OLAP) queries) result in offline control of enterprise 
processes. Consequently, real-time data should be processed 
online (i.e., near real-time) for control of enterprise processes 
utilizing previously identified knowledge, tracking objects 
and CEP engine as depicted in Figure 2 and Figure 3.  

Tracking objects are representatives of process entities 
(e.g., products, orders, resources) of a particular enterprise 
process. A tracking object is instantiated simultaneously with 
a workflow in a WMS specifying a process route (see Step 1 
in Figure 3) and associated planned performance values (i.e., 
TO-BE values). During execution of enterprise processes, 
AS-IS values from manufacturing level are made available in 
OPC servers and simultaneously forwarded to EI layer 
utilizing publish-subscribe mechanism (see Step 3 in Figure 
3). These AS-IS values are integrated with corresponding 
TO-BE values from ERP system obtained using request-
reply mechanism.  

EI layer manages the integrated process data 
simultaneously in numerous ways. First, tracking objects are 
updated with corresponding integrated process data (see Step 
4 in Figure 3) and thereby, tracking objects contain up-to-
date status information of an actual enterprise entity within 
an enterprise process. Second, integrated process data is 
delivered to all subscribed clients with graphical user 
interface (GUI) for online monitoring of enterprise processes 

(see Figure 2). Finally, integrated process data is stored in a 
relational database as historical data for offline analysis (see 
Figure 2 and Step 6 in Figure 3). Tracking objects are 
constantly analyzed at manufacturing control level and 
utilized for online control of enterprise processes using CEP 
engine with the objective to enhance major activities of 
manufacturing enterprises i.e., production, maintenance, 
quality and inventory (see Step. 5 in Figure 3). Subsequently, 
CEP engine is in charge of dispatching control data to 
manufacturing resources (see Step 7 in Figure 3), and at the 
same time updating tracking objects with control data. In the 
following paragraphs, CEP and assimilation of previously 
identified knowledge is elaborated. 

An event is characterized by its event source (e.g., a 
certain automation device), event type, event attribute (i.e., 
data) and timestamp or time interval [58] and additionally, 
event sink (e.g., operator, plant manager) as depicted in 
Figure 6. As mentioned previously, events are triggered 
across different MES levels during execution of enterprise 
processes and form an event cloud [43][58]. Events can be 
classified as simple or composite events based upon their 
level of abstraction. Simple events are triggered across 
different MES levels and do not have any abstraction. Hence, 
a simple event does not provide sufficient information for 
online control of enterprise processes [41]. For instance, a 
simple event is triggered whenever a lower mold is produced 
by a molding machine. 

On contrary, a composite event with higher abstraction 
can be described with an event pattern based on simple 
events [41][59]. For example, a complex event is triggered 
whenever total of number of molds produced for a given 
order exceeds the required quantity specified in the order. 
Further, higher abstraction events can be derived from 
composite events as depicted in Figure 7. In summary, a 
composite event can be “created by combining base events 
using a specific set of event constructors such as disjunction, 
conjunction, sequence, etc” [58].  Finally, an event stream is 
a “linearly ordered sequence of events”, which are ordered 
by arrival time or bounded by a certain time interval [58]. 
Here, event streams are composed of simple events denoting 
tracking objects created or updated during process execution. 

An event pattern is a “template containing event 
templates, relational operators and variables” [58]. 
Relationships between different (simple and composite) 
events can be basic, temporal and spatial [43] or logical, 
temporal and causal [41][60]. Simple events are created at a 
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Figure 7. Hierarchical event abstraction (adapted from [58]). 

 
Figure 8. Processing of temporal events using sliding time boundary. 

certain period in time i.e., have an associated event 
timestamp. However, enterprise members from enterprise 
control level and manufacturing control level are interested 
in aggregated events for online monitoring and control of 
products, orders, or resources [41][60]. To enable 
aggregation of events, it is necessary to utilize temporal 
event patterns and hence, support time interval with sliding 
time boundary [41][60], as depicted in Figure 8. Temporal 
event patterns include overlap, coincides, contains and 
before or after event patterns [43]. Further, operators (e.g., 
concatenation, sequence) associated with temporal event 
patterns can be identified [41]. 

CEP can be defined as “computing that performs 
operations on complex events, including reading, creating, 
transforming or abstracting them” [58][60]. The main 
purpose of the CEP engine is to control enterprise processes 
based on a continuous analysis of events streams (i.e., 
tracking objects). As described before, tracking objects 
contain up-to-date status information of an enterprise process 
entity. On update with the new incoming integrated data, 
tracking objects are analyzed within the CEP engine as 
shown in Step 5 in Figure 3. Event patterns expressed by an 
event processing language (EPL) are used within the CEP 
engine, which is capable to analyze logical, temporal, and 

causal event patterns. Further, event pattern rules (i.e., 
reactive rules) define how the CEP engine reacts to the 
occurrence of a certain event pattern [59]. An example of an 
event pattern and event pattern rule is shown in Table I, 
based on [59]. Hence, the incoming events are analyzed 
using event pattern rules and necessary control data is 
dispatched. In addition, suitable events with higher 
abstractions are created and appended to the already existing 
event cloud for future event processing. 

TABLE I.  EVENT PATTERN AND EVENT PATTERN RULE 

Element Declarations 

Variables Order O, Order.Quantity Q, 

MoldList LM, MoldList.Count C, 

Mold M, Mold.Order M_O 

Event types MoldProduced(Order O, Mold M) 

Produce(Order O) 

Pattern MoldProduced (O, M) 

Context test C < Q 

Action Create Produce(O) 

 
In order to effectively monitor and control the enterprise 

processes, it is essential to identify and characterize events. 
Previously identified knowledge can be assimilated by 
creating event patterns and event pattern rules codified as 
EPL statements. In addition, structured interviews with the 
domain experts can be utilized to enhance and enlarge event 
patterns and corresponding event pattern rules. Finally, event 
patterns and event pattern rules can be made persistent in a 
centralized database. Enterprise members or decision makers 
are not interested in all the events. Hence, event sinks or 
event consumers can be configured by enterprise members' 
roles (e.g., supervisor, plant manager) and their 
corresponding privileges (e.g., defined in a lightweight 
directory access protocol (LDAP) server). Therefore, an 
event configuration, part of client‟s GUI provides the 
necessary functionality to define and configure events and 
event patterns. 

There are two implementations on how the CEP engine 
influences or controls the actual enterprise processes. First, 
the CEP engine uses interfaces and services provided by the 
EI layer (see Figure 2) to automatically dispatch control 
commands. Second, before manipulating enterprise 
processes, CEP engine exposes envisaged decision as a 
suggestion to clients with GUI. Here, an enterprise member 
accepts or declines the proposition. Obviously, human 
interaction is used in cases where enterprise members should 
take liability. However, access to the aforementioned 
functionality of dispatching control data depends upon the 
enterprise members' roles and their corresponding privileges. 

IV. INDUSTRIAL CASE STUDY 

The IT-framework as well as the corresponding process 
model for enabling digital enterprise integration and 
achieving online control of enterprise processes elaborated in 
Section III can be put into practice in different types of 
manufacturing, especially in batch manufacturing (e.g., 
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Figure 9. Software screenshots of implemented IT-framework for 

enabling enterprise integration and control of enterprise processes. 

 
Figure 10. IBM® SPSS® Modeler Professional screenshots. 

casting processes) and discrete manufacturing (e.g., sheet 
metal forming processes). Here, an attempt is made to realize 
the framework for casting processes with special purpose 
resources. To efficiently utilize these capital-intensive 
resources, online monitoring and control of enterprise 
processes is mandatory. The IT-framework has been 
implemented using Microsoft

TM
 Visual Studio IDE and 

.NET framework 3.5. Different screenshots of the 
implemented IT-framework, stacked one over other, are 
displayed in Figure 9. 

Enterprise processes have been analyzed and modeled 
using ARIS (utilizing EPC and Entity-Relationship-Model) 
[47]. IEC 62264-2 [7] and DIN 61512-2 [27] have been 
adapted to create an enterprise data model. In addition, DFDs 
were created to reveal interdependencies, and dynamic 
behavior between various automation devices and business 
applications. 

Data is acquired from different automation devices and 
made available as OPC items in OPC servers (see Figure 2). 
This data is forwarded to EI layer. Here, the data is mapped 
onto the enterprise data model and integrated with TO-BE 
values from ERP system. EI layer manages the integrated 
data in numerous ways. First, integrated data is delivered to 
all clients with GUI for online monitoring of enterprise 
processes. The subscription of clients to process data is 
realized through a windows communication foundation 
(WCF) interface. Delivered data is displayed online by the 
clients using visual elements like charts and gauges. Second, 
integrated values are stored in an Oracle

®
 10g database for 

offline process analysis (see Figure 10). Client‟s GUI 
provides interfaces to track products, orders and resources 
using request-reply mechanism (i.e., accessing historical 
data). Finally, tracking objects containing integrated data are 
processed in EsperTech CEP engine [44] for online control 
of enterprise processes, especially with the objective to 
enhance productivity.  

Casting process consists of following sub-processes: 
molding to manufacture molds, melting of raw material (e.g., 
aluminum), pouring of molten material, cooling and 
finishing (e.g., cutting, grinding, reaming). Molding machine 
in consideration is capable of producing upper and lower 
molds at high production rate and influences upstream as 

well as downstream processes.  Therefore, goal of the KDD 
process is to enhance productivity of molding process by 
reducing number of rejects. Thus, enhancing productivity 
and reducing wastage (i.e., sand, molten material). 
Numerous applications are available to support steps of 
KDD process as illustrated in Figure 5. Here, IBM

®
 SPSS

®
 

Modeler Professional [61] has been chosen. 
At start of KDD process, a suitable data set has been 

selected from Oracle
®
 10g database for utilizing in SPSS

®
 

Modeler as illustrated in Figure 10. Here, data set containing 
mold details is selected, with 14891 rows. Further, each 
mold detail is associated with 459 attributes, stored in 
different database tables. Molding machine simultaneously 
produces lower and upper molds, and here, lower mold 
details are considered for further analysis. Hence, structured 
interviews with domain experts were carried out to identify 
the attributes of lower mold. Therefore, only 39 attributes of 
lower mold are retained and extraneous attributes are 
discarded in SPSS

®
 Modeler. Still, reduced data set might 

contain erroneous data, unexpected situations or many 
unrelated parameters. SPSS

®
 Modeler provides different 

graphical tools (e.g., histogram, distribution) to analyze and 
identify aforementioned causes from the data set.  Also, 
filtering expressions are utilized to clean the data set. After 
these preprocessing and transformation, data set contains 
12799 rows.  

Classification algorithms like Chi-square Automatic 
Interaction Detectors (CHAID) algorithm provided by 
SPSS

®
 Modeler are used to construct decision trees. Suitable 

target attribute (e.g., mold quality – good or bad) is selected. 
Remaining 38 attributes are chosen as input parameters. 
After executing the CHAID algorithm, a decision tree is 
created with depth of decision tree equal to 4 and 12 
predictors (e.g., pressure). These determined patterns 
contained in decision tree are validated and refined by 
domain experts, i.e., using subjective interestingness 
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Figure 11. Event pattern codified as an EPL statement in EsperTech. 

measure. Further, validated patterns are utilized in creating 
event patterns and event pattern rules codified in EPL 
statements as shown in Figure 11. For instance, creation of 
an alarm event by analyzing applied mold pressure on last 
two molding machine‟s simple events. These EPL statements 
can be managed by domain experts with suitable privileges 
via a client‟s GUI and stored in an EPL database. 

V. CONCLUSION AND FUTURE WORK 

Today‟s enterprise environment is complex, volatile and 
driven by uncertainties, forcing enterprises to become more 
flexible and adaptable. Consequently, enterprises endeavor to 
overcome the aforesaid challenges by enhancing the online 
monitoring and control of their enterprise processes. This can 
be achieved by integrating the enterprise along horizontal 
and vertical direction.  As a consequence, transactional data 
from enterprise control level and real-time data from 
manufacturing level have to be integrated and stored as 
historical data in relational database. However, these 
historical data is not used extensively for identification of 
knowledge and subsequently, identified knowledge is not 
used in the control of enterprise processes. 

In the current contribution, a process model for 
identifying and assimilating knowledge for online control of 
enterprise processes has been presented. This process model 
consists of four components: (i) enterprise process analysis, 
(ii) enterprise data model and DFDs, (iii) knowledge 
identification, and (iv) assimilation of identified knowledge 
for online control of enterprise processes. These process 
steps need not necessarily be performed sequentially and 
individual process steps can be carried out from time to time 
to enhance enterprise value creation processes. 

Enterprise processes are analyzed and modeled following 
the ARIS approach. Available standards were adapted to 
derive the enterprise data model. Analyzed enterprise 
processes assisted in creating DFDs revealing 
interdependencies between various automation devices and 
business applications. Real-time data from manufacturing 
level and transactional data from enterprise control level are 
integrated based on enterprise data model and stored in an 
Oracle

®
 10g database. Also, integrated data was displayed to 

enterprise members using charts and gauges. Knowledge was 
identified using IBM

®
 SPSS

®
 Modeler Professional. Further, 

the identified knowledge was assimilated for online control 
of enterprise processes using EsperTech CEP engine.  

Currently, the framework has been used in an enterprise 
for online monitoring and control of batch manufacturing 
(i.e., casting processes). Future implementation is planned 
for discrete manufacturing processes i.e., for an automotive 
sheet metal component supplier. 
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Abstract—This paper proposes an algorithm for accurate 

detection of salient areas from a given scene. We used a 

complex model for the human visual system, in order to 

simulate the visual perception mechanisms. Human visual 

system modelling requires accurate knowledge about the entire 

visual pathways. This work focuses on the following features of 

the human vision: the color perception mechanism, the 

perceptual decomposition of visual information in multiple 

processing channels, contrast sensitivity, pattern masking, and 

detection/pooling mechanism present in the primary visual 

cortex. Pattern masking is considered within a complex 

approach, combining data from distinct dimensions. The 

results are shown to correlate well with the subjective results 

obtained from an eye-tracking experiment. 

Keywords – human visual system; saliency map; visual 

perception; masking; perceptual decomposition. 

I.  INTRODUCTION 

This paper is focused on a region identification question 
and the regions that we are looking for are the ones having 
the best saliency from the perceptual point of view, as 
presented in [1]. The main idea is to be able to decide wich 
are the most important areas in a given scene, image or video 
frame. Such an algorithm has several applications, some of 
the most important beeing in the video preprocessing stage 
(coding), in order to optimize the compression scheme and in 
watermarking schemes that should hide information more 
effectively in images. In such applications, the characteristics 
and especially the limitations of the human visual system can 
be exploited to obtain the best performance with respect to 
visual quality of the output. Physiologists and psychologists 
have performed psycho-visual experiments aiming to 
understand how the human visual system (HVS) works. 
Engineers apply the results of those psychovisual 
experiments in their applications, but to do so, they use the 
simplified human vision models. This paper presents an 
attempt to integrate a such computational model of the 
human visual system into a tool for perceptual important 
areas detection. However, the experimental conditions used 
in the psycho-visual experiments are not representative for 
all types of image processing applications. Using the 
simplified human vision models with little knowledge 
regarding the applicability of these models under the new 
conditions limits the precision of the results. 

The computational model of the human visual system 
that we have used is a model derived from the one 

introduced by [2]. This model is based on the multi-channel 
architecture, as first proposed by Watson in [3] who assumed 
that each band of spatial frequencies is dealt with by a 
separate channel. The contrast sensitivity function (CSF) is 
the envelope of the sentivities of those channels. The 
detection process occurs independently in any channel when 
the signal in that band reaches a threshold. In addition, 
several models proposed later, including [4] and the present 
work, take into consideration temporal channels as well as 
chromatic sensivities and orientation selectivity. The 
perceptual decomposition in multiple channels is then 
performed in both domains, spatial and temporal. The 
temporal channels will deal with the dynamic stimuli from 
the visual scene. 

The paper is structured in four sections. Section II 
introduces the latest achievements in the area of perceptual 
region detection and human visual system modelling. 
Section III contains a detailed presentation of the proposed 
method, while in the final section of this paper we show that 
the results obtained with this algorithm are a good 
approximation for the perceptual regions detected with 
subjective experimental testing. 

II. PREVIOUS WORK 

Previous work related to this approach was mainly 

conducted in the field of visual attention modelling. 

Although visual assessment task in humans seems simple, it 

actually involves a collection of very complex mechanisms 

that are not completely understood. The visual attention 

process can be reduced at two physiological mechanisms 

that combined together result in the usual selection of 

perceptual significant areas from a natural or artificial scene. 

Those mechanisms are bottom-up attentional selection and 

top-down attentional selection. The first mechanism is an 

automated selection performed very fast, being driven by 

the visual stimulus itself. The second one is started in the 

higher cognitive areas of the brain and it is driven by the 

individual preferences and interests. A complete simulation 

of both mechanisms can result in a tremendously complex 

and time-consuming algorithm. 

The process of finding the focus of attention in a scene is 

usually done by building feature maps for that scene, 

following the feature integration theory developed by 

Treisman [5]. This theory states that distinct features in a 

scene are automatically registered by the visual system and 
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coded in parallel channels, before the items in the image are 

actually identified by the observer. Independent features like 

orientation, color, spatial frequency, brightness, and motion 

direction are put together in order to construct a single 

object being in the focus of attention. Pixel-based, spatial 

frequency and region-based models of visual attention are 

different methods of building feature maps and extracting 

saliency. 

The pixel-based category is represented by Laurent Itti‟s 

work concerning the emulation of bottom-up and top-down 

attentional mechanisms [6]. Another possibility of building 

feature maps is by applying different filtering operations in 

the frequency domain. Most common type of such filtering 

is done using Gabor filters and Difference of Gaussians 

filters. The work in [7] applies the opponent color theory 

and uses contrast sensitivity functions for high contrast 

detection. Last category of visual attention models are the 

region-based algorithms. In this case it is usually performed 

a clustering operation like region segmentation on the 

original image and then feature maps are computed using 

these clusters [8]. 

Regarding the HVS modelling, there have been studied 

and evaluated by the Video Quality Experts Group (VQEG) 

several video quality metrics that are using such models for 

the visual system. Based on a benchmark by the VQEG in 

the course of the Multimedia Test Phase 2007-2008, some 

metrics were recently standardized as ITU-T Rec. J.246 [9] 

and J.247 [10]. The first recommandation, J.246 presents 

several methods for perceptual visual quality assessment for 

cable television. Such networks have the advantage of 

permitting the transmission of some information about the 

reference or even a reduced bandwidth reference. 

The second recommandation J.247 states a new set of 

methods dedicated to perceptual video quality measurement 

when the entire reference is available. One of those 

methods, PEVQ or Perceptual Evaluation of Video Quality 

performs a pre-processing step that extracts a region of 

interest from the reference and the distorted signals. All the 

following calculations are then performed only on that 

region of interest. This step is based on the observation that 

distortions nearest to the border are not really noticed by 

viewers and often get ignored. This idea can be developped 

into a more precise analysis and one can identify a region of 

interest that best fits the perceptual saliency. All further 

calculations can be performed for that specific area found to 

be closest to the human focus of attention, consuming less 

time and resources in the application under consideration. 

III. PROPOSED ALGORITHM 

Human visual system modelling requires accurate 

knowledge about the entire visual pathways. In present, only 

certain aspects of vision are well understood and so, human 

visual system models have been developed in order to 

simplify the bahaviours of what is a very complex system. 

As the knowledge about the real visual system improves, the 

model can be upgraded. Such models are used by experts 

and researchers in image processing, video processing and 

computer vision, dealing with applications related to 

biological and pshychological processes. 

Many HVS features have their origins in evolution, 

since people needed to hunt for food and defend from other 

predators. For exemple, motion sensitivity is higher in 

peripheral vision with the purpose of early detection of any 

danger coming from wild animals. Also, motion sensivity is 

stronger then texture sensivity since it was crucial to scan 

the landscape and detect any camouflaged animals.   

 The model used in this work focuses on the following 

features of the human vision: the color perception 

mechanism, the perceptual decomposition of visual 

information in multiple processing channels, contrast 

sensitivity, pattern masking, and detection/pooling 

mechanism. In the following presentation, each feature is 

integrated into an algorithm processing step. The main 

target is to obtain at the end of the algorithm a map 

indicating the most salient areas from a scene. Perceptual 

saliency detection stands for the identification of objects, 

persons, visual stimuli in general that have the quality of 

standing out relative to neighboring items or simply beeing 

eye-catching. This task is similar to finding the focus of 

attention, that means recreating the mind‟s perceptual 

function to direct its inner awareness upon a specific target.   

A. Color processing 

The chromatic information from the visual scene is 
processed in the retinal stage according to the trichromatic 
theory. In the following stages of the visual pathway, 
specifically in the lateral geniculate nucleus, the color data is 
encoded according to the opponent colors theory, a technique 
that removes redundancy from the data stream. 

At the first stage of color perception in the retina, 
photoreceptor cells convert the light energy into neural 
signals. The basic process performed by photoreceptors is 
absorption of photons from the field of view and signalling 
this information through a change in the membrane potential. 
This mechanism provides the subsequent cortical areas with 
the necessary information about the scene comprised in the 
field of view. There are two types of photoreceptor cells: 
rods and cones, and they have different functions. Rods are 
found primarily in the periphery of the retina and are used to 
see at low levels of light. Rods are not sensitive to color, 
only to light/dark or to black/white. Rods can function in less 
intense light than can the other type of photoreceptors, cone 
cells, and they are concentrated at the outer edges of the 
retina beeing used in peripheral vision. Cones are located 
especially in the center of the retina. There are three types of 
cones that differ in the wavelengths of light they absorb; they 
are usually called short or blue (S), middle or green (M), and 
long or red (L). Cones are used to distinguish color at normal 
levels of light. 

In later stages of visual information processing, the color 
is to be coded differently. From the three primaries given by 
cones and the intensity given by rods, the color is eventually 
encoded as one luminance channel (magnocellular cells from 
the lateral geniculate nucleus - LGN) and two crominance 
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channels: one for red-green cones (parvocellular cells in 
LGN) and another one for blue-yellow connes (koniocellular 
cells in LGN).  

The color processing block in our algorithm is 
conducting a conversion from the usual YCbCr color-space 
to an opponent color space, similar to the one discovered at 
the LGN level. The resulting color components are: W-B for 
white-black, R-G for red-green, and B-Y for blue-yellow. 
These opponent colors can be associated to a luminance 
signal and two color difference signals. The colors selected 
are not random, they are considered opponent because under 
normal circumstances there is no hue one could describe as a 
mixture of opponent hues [11]. 

In order to obtain those components, the trichromatic 
values (RGB computed from YCbCr) undergo a power-law 
nonlinearity to counter the gamma correction used to 
compensate for the behaviour of conventional CRT displays. 
In LCD displays, the relation between the signal voltage and 
the intensity is very nonlinear and cannot be described with 
gamma value. However, such displays apply a correction 
onto the signal voltage in order to approximately get a 
standard γ=2.5 behavior. 

The linear RGB values produced are then converted to 
responses of the L, M and S cones on the human retina, 
based on the spectral absorbtion measured for these cells. 
This conversion is performed in two steps: first, RGB color 
space is converted to CIE XYZ color space; second, from 
XYZ components will be computed the LMS values. For the 
first transformation we have used a matrix defined in ITU-R 
Rec. BT.709-5 [15]: 

 

 
 
 
 
   

               
               
               

   
 
 
 
                       

 
The responses of the L, M, and S cones from the human 

retina are computed according to CIECAM02, the most 
recent color appearance model ratified by CIE Technical 
Committee (International  Commission on Illumination) 
[16]: 

 

 
 
 
 

   
                   

                   
                  

   
 
 
 
                

 
There is no unanimity of opinion regarding the particular 

values of the coefficients used in those transformations and 
several papers still use the classical von Kries 
transformation. We prefered the transformation matrix 
proposed in the latest standard published by ITU-R since it 
comes from more recent studies and measurements. 

Knowing the L, M, S cones absorbtions rates, the 
convertion to an opponent color space becomes possible due 
to the transformation matrix proposed by Poirson and 
Wandell [16]. The same transformation matrix has also been 
used by Winkler in his Perceptual Distortions Metric [2]: 

 

 
   
   
   

   
                 

                 
                 

   
 
 
 

             

 
The color space proposed by Poirson and Wandell was 

developed aiming to completely separate the color 
processing from the pattern perceptual processing. Keeping 
apart the color from the pattern makes easier to simulate the 
mechanisms in the human vision. 

The opponent color space agrees with the color 
processing at higher levels in the human brain, especially in 
the cortical area called V1. This type of color encoding de-
correlates the signals coming from the retina and removes 
redundancy.  In fact, in area V1 it has been proven to exist 
two types of double-opponent cells: red-green and blue-
yellow. Red-green cells confront the relative amounts of red-
green in one part of a scene, with the amount of red-green in 
a neighboring part of the scene; such cells respond best to 
local color contrast (red next to green). 

B. Multi-channel decomposition 

The multi-channel decomposition is performed according 
to a theory that explains the visual perception of a scene 
including multiple visual stimuli: each feature from the input 
scene is processed separately. Many cells in the human 
visual system and mainly in the visual cortex have been 
proven to be selectively sensitive to certain types of signals 
such as patterns of a particular frequency or orientation.  

The visual cortex is made from the combination of 
several areas: V1 (or primary visual cortex), V2, V3, V4, and 
V5. Neurons in the visual cortex respond to visual stimuli 
that appear within their receptive field by sending action 
potentials. The receptive field of one neuron is the region 
within the entire visual field which causes a response from 
that neuron. Each neuron responds best only to a subset of 
stimuli within its receptive field. This mechanism is neuronal 
tuning. First visual areas (for exemple V1 area) have neurons 
with simpler tuning that will respond to stimuli falling in 
their receptive fields such as vertical lines or textures with 
particular spatial frequencies. In later visual areas, neuronal 
cells have complex tuning that is much more complicated cu 
simulate. For instance, a neuron in the inferior temporal 
cortex may only react when a certain face appears in its 
receptive field. 

During the experiments regarding the primary visual 
cortex, it has been noticed that the tuning properties of V1 
neurons differ greatly over time. Evidence shows that there 
are at least two temporal mechanisms that affect neuronal 
responses in V1. The overall functioning of V1 can be 
thought of tiled sets of selective spatiotemporal filters. This 
is why the multi-channel decomposition splits the input into 
a number of channels, based on the spatio-temporal 
mechanisms present in area V1 from the visual cortex. In 
theory, these filters together can carry out neuronal 
processing of spatial frequency, orientation, motion, 
direction, speed (thus temporal frequency), and other 
spatiotemporal features. 

202

International Journal on Advances in Life Sciences, vol 2 no 3 & 4, year 2010, http://www.iariajournals.org/life_sciences/

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



 
Figure 1. Simoncelli‟s steerable pyramid. Downsampling by a factor of 2 

and upsampling by 2 are used. The recursive construction of the pyramid is 

achieved by inserting a copy of the diagram contents enclosed by the 
dashed rectangle at the location of the block “R”. 

 
Temporal mechanisms are modeled with a perceptual 

decomposition in the temporal domain. We used two filters 
for two temporal mechanisms: the sustained and transient 
mechanisms, the same filters used in [2] and proposed by 
Fredericksen and Hess [17]. Finite impulse response (FIR) 
filters with linear phase are computed by means of a least-
squares fit to the normalized frequency magnitude response 
of the corresponding mechanism as given by the Fourier 
transforms of      and       , the second derivative of     , 
from the following equation: 

 
                                                   

 
The sustained mechanism is implemented by a low-pass 

filter, while the transient mechanism – by a band-pass filter. 
Both FIR filters are applied only to the luminance channel in 
order to reduce computing time. This simplification is based 
on the fact that our sensitivity to color contrast is reduced for 
high frequencies. 

Spatial mechanisms are modeled by means of a steerable 
pyramid decomposition [12], first proposed by Simoncelli. In 
this linear decomposition, an image is subdivided into a 
collection of subbands localized in both scale and 
orientation.  Similar multiscale transforms have often been 
used in image processing and image representation. For 
exemple, the wavelet transform was proven usefull in 
applications were scalable video coding was needed.   

The scale tuning of the filters is constrained by a 
recursive system diagram, as illustrated in Fig. 1. The left 
part of the diagram is called the analysis filter bank, while at 
the right side, the synthesis filter bank performs the 
reconstruction of the original image.  The orientation tuning 
is constrained by the property of steerability, which means 
that the transform is shiftable in orientation. A set of filters 
form a steerable basis if : 

(i) they are rotated copies of each other and  
(ii) a copy of the filter at any orientation may be 

computed as a linear combination of the basis filters. 

The pyramid‟s algorithm itself is based on recursive 
application of two types of operations: filtering and 
subsampling. First, the input signal or the original 
image/frame is divided into a low-pass and a high-pass 
portions. The low part will be further subdivided into 
bandpass portions and another low-pass one; each of the 
bandpass filters select features having distinct orientations. 
The last low-pass portion obtained is subsampled by a factor 
of 2 and the algorithm will be repeated in recursive cascades. 
The bandpass divisions are not subsampled in order to avoid 
aliasing, while for the subsampled low-pass subimage, the 
aliasing issue is prevented by using low-pass radial filters 
especially designed. 

In addition to having steerable orientation subbands, this 
transform can be designed to produce any number of 
orientation bands,  . The resulting transform will be 
overcomplete by a factor of     , meaning that the 
coefficient output rate is greater then the input signal sample 
rate. Note that the steerable pyramid retains some of the 
advantages of orthonormal wavelet transforms, but improves 
on some of their disadvantages (e.g., aliasing is eliminated; 
steerable orientation decomposition). One obvious 
disadvantage is in computational efficiency: the steerable 
pyramid is substantially overcomplete. 

Six sub-band levels with four orientation bands each 

plus one low-pass band are computed; the bands at each 

level are tuned to orientations of 0, 45, 90, and 135 degrees, 

as illustrated in Fig. 2. The same decomposition is used for 

the W-B, R-G and B-Y channels, meaning that all color 

channels go through the same steerable pyramid transform. 

This approach agrees with the primary visual cortex 

architecture regarding color, spatial frequency, and 

orientation  processing. 

 

 
Figure 2. Spatial frequency plane partitioning in the steerable pyramid 

transform. The gray region indicates the spectral support of a single sub-

band oriented at 45 degrees [2]. 

 

At this point of the algorithm, the input image is 

subjected to the steerable pyramid transform and the result 

is illustrated in Fig. 3 for a set of two images. The first 

image illustrates a flower who‟s petals have radial 

disposition, thus containing all orientations. In the output of 
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the steerable pyramid transform, at the first decomposition 

level it is easy to recognize the extracted feature‟s 

orientations. 

 

 
a) 

 
b) 

 
c) 

 
d) 

Figure 3. a) and c) are original test images; b) and d) are the outputs from 

the steerable pyramid transform (four orientations and five levels 
decomposition). 

C. Contrast sensitivity 

Contrast is a visual property that makes an object 

distinguishable  from neighboring elements or background. 

The human visual system is more sensitive to contrast than 

to absolute luminance and the human eye itself is designed 

to react only to luminance variations. 

Researchers built contrast sensitivity functions from 

experimental measurements and beside the classic 

luminance contrast given by white/dark association, we now 

have color contrast sensitivity curves for the two chromatic 

channels: red-green and blue-yelow [18], [19] as it can be 

seen in Figure 4. The contrast sensitivity function shows a 

typical band-pass shape peaking at around 4 cycles per 

degree with sensitivity dropping off either side of the peak, 

meaning that human vision is most sensitive in detecting 

contrast differences occurring at 4 cycles per degree. The 

high-frequency cut-off represents the optical limitations of 

the visual system's ability to resolve detail and is typically 

about 60 cycles per degree. Tipically, our sensitivity to color 

contrast is reduced for high frequencies. 

 

 
Figure 4. The contrast sensitivity function for the red-green channel is 

the envelope of the visible gratings. 

 

Next step after the temporal and spatial decomposition is 

a shortcut in computation efficiency. Instead of pre-filtering 

the W-B, R-G and B-Y channels with their respective 

contrast sensitivity functions, which is the accurate 

approach, we searched for a set of weighting factors for 

each channel. The weights were determined intending to 

obtain a filter set that approximates the spatio-temporal 

contrast sensitivity of the human visual system. It was 

preferable since it conducts to a more simple 

implementation and the simulation time improves. 

D. Masking 

Visual masking is a perceptual phenomena that stands 

for the reduction or the elimination of the visibility of one 

brief stimulus called the “target” due to the presentation of a 

second brief stimulus, called the “mask”. Within the 

framework of quality assessment it is helpful to think of the 

distortion or the coding noise as being masked by the 

original image or sequence acting as background. Masking 
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explains why similar coding artifacts are disturbing in 

certain regions of an image while they are hardly noticeable 

in others. In order to be possible for visual masking to 

appear, both the target and the mask must be briefly 

presented, less then 50ms.    

Our human visual system model implements both intra-

channel and inter-channel masking. Masking is known to be 

stronger between visual stimuli of the same type (located in 

the same decomposition channel), so called intra-channel 

masking. This type of visual masking appears for a pair 

target-mask that have the same characteristics: belong to the 

same frequency band, same orientation, and even identical 

chromaticity. But masking also happens, at a lesser extent, 

between stimuli coming from different channels, beeing 

called inter-channel masking. We approached the masking 

perceptual process as a question of multiple excitations and 

inhibitions flows in the cortical pathways. For a neuron‟s 

excitation stronger than the associated inhibition from other 

neurons, we obtain the evidentiation. The opposite 

phenomenon, an excitation weaker than corresponding 

inhibitions will emulate the perceptual masking. An 

accurate modelling of evidentiation and masking operations 

will bring foreward salient features and objects from the 

input image.    

In neural networks, the neuron‟s excitation or inhibition 

can be simulated with the following linear equation: 

 

  
              

 

                             

 

where the output or the response of the j-th neuron is given 

by all inputs to that neuron, indexed by i and denoted as x, 

weighted  by the coefficients w according to that neuron‟s 

specialization. Excitation appears for a positive weight, 

while inhibition follows a negative weight. 

Our model takes into consideration the excitatory 

behaviour of specialised neurons inhibited by a pool of 

responses from other nervous cells in the visual cortex. 

Instead of a linear model, we adopted a nonlinear model 

where the weights were removed, thus eliminating the 

problem of choosing their values. The excitation is modeled 

by a power-law nonlinearity, where the input x is raised at 

power p. The inhibition follows the same modelling rule 

having an exponent q. 

 

  
  

             
                           

 

Equation 6 illustrates that the excitatory behaviour can 

be modelled by means of a power-law nonlinearity with 

exponent p greater then the inhibitory exponent q. The 

numerator models the excitation and x is a coefficient from 

the perceptual multi-channel decomposition. Such a 

coefficient comes as output from one of the filters in the 

filter bank that comprises the steerable pyramid. Therefore, 

x is a coefficient that carries information about a feature in 

the input image having precise characteristics: spatial 

frequency, color, and orientation. The denominator contains 

a constant c that prevents division by zero and two 

convolutions:    represents a gaussian pooling kernel for 

coefficients from the same decomposition channel, while    

is another gaussian pooling kernel for different channels 

interactions. This approach has proven to be more accurate 

then using a single pooling kernel  for all coefficients. In the 

inhibitory path, filter responses are pooled over different 

channels by means of two convolutions, combining 

coefficients from the dimensions of space and orientation. 

E. Detection 

The information coded in multiple channels within the 

VI area of the visual cortex is integrated in the subsequent 

cortical areas. This process can be simulated by gathering 

the data from these channels according to rules of 

probability or vector summation, also known as pooling. 

Then, the steerable pyramid is reconstructed only for the 

luminance channel.

 

   
a) b) c) 

Figure 4. a) Original image “Lena”; b) Saliency map obtained with our algorithm; c) Importance map obtained with TBQM metric [13]. The brighter 

pixels have higher saliency/ perceptual importance. 
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a) 

 

b) 

 

c) 

 

d) 

 

e) 

 

f) 

 

g) 

 

h) 

Figure 5. a), c), e) and g) are original test images from the eye-tracking experiment database [14]; b), d), f) and h) are saliency maps obtained 
with the algorithm described previously. The brighter areas have a stronger perceptual importance, while the dark zones designate features 

without saliency. 
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Animals Flowers 

  
Street scenes Buildings 

Figure 6. Correlations between human fixation maps from the eye-tracking experiment and objective saliency maps. 
 

 

Our model of the human visual system uses at this stage a 

thresholding operation for the set of coefficients y resulted 

in the previous processing stage. Threshold values are 

model constants determined by experimental simulations, 

taking into consideration the saliency related to multiscale 

representation. The chromatic information was already 

included by the inter-channel masking processing. The 

resulting image pixel values are brought to a subunitary 

domain and they represent the saliency contained in the 

original image. 

IV. RESULTS 

For comparison of our results with one of the existing 

models, we provided the output of saliency maps by [13] 

in Figure 4. The model proposed in this paper is inclined 

towards totally eliminating the noninteresting areas 

because of being strict in selection. This tendency 

confines the exploration to a limited number of spots and 

the probability to skip a moderately prominent object in a 

visual search turns high. The method for importance map 

construction by [13] shown to be unable to discriminate 

the saliency of naturally prominent colors and also it does 

not consider the global context in the given scene. The 

proposed method has eliminated such weaknesses by 

incorporating theory of colors into the model and by 

including the influence of local and global neighborhood 

on the saliency of objects. In Figure 5 there are presented 

four test images and their objective saliency maps 

determined with our algorithm. 

The saliency maps are also correlated with the 

subjective results obtained for a 29 test images database, 

containing eye-tracking data [14]. Such data are highly 

accurate due to the experimental setting and the testing 

subjects carrefully selected. Eye-tracking data result in the 

only subjective saliency maps that can be used for 

comparison with objective methods. In order to compare 

the saliency maps with the human data, we used a 

correlation method proposed in [14]. The value of 

comparison is given by the correlation coefficient  : 

 

  
                              

    
    

 
        

 

where         is the objective map,         is the 

subjective map, and      are the mean and the variance 

of the values from these maps. A positive correlation 

coefficient indicates similar structure in both maps. Our 

objective maps result in correlation coefficients greater 

then those obtained with TBQM metric in 73% cases. In 

Figure 6 are illustrated the correlation coefficients for four 

0 2 4 6 8 10 12 14
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0 5 10 15 20 25
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 2 4 6 8 10 12
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0 5 10 15
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

207

International Journal on Advances in Life Sciences, vol 2 no 3 & 4, year 2010, http://www.iariajournals.org/life_sciences/

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



different types of images: natural scenes with animals, 

natural scenes with flowers, street scenes with peoples 

and cars and finally, building scenes. All the images come 

from the database provided by [14]. Each bar represent 

the mean correlation coefficient for the computed 

correlations between the 31 human fixation maps and our 

saliency map. The error bars give the confidence 

intervals. 

V. CONCLUSIONS 

 

The model proposed exploits spatiotemporal 

information and provides an efficient preprocessing step 

(salient spatiotemporal event detection) that will limit the 

application of high-level processing tasks to the most 

salient parts of the input. Our model simulates only the 

behaviour of the primary visual cortex (V1), which is 

necessary for conscious vision. As future work, the 

algorithm will be upgraded with emulations of the 

superior extrastriate visual cortex areas that will replace 

the final detection operation performed in the current 

work. 
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Abstract— The detection of fertile and ovulation periods may 
be performed by women’s body temperature variations. These 
variations are more accurate if a core-body temperature for 
their detection is used. Previous medical studies concluded that 
the use of skin temperature could be influenced by 
environmental conditions. Since the increasing of the body 
temperature in this period is only about 0.5 ºC, it is crucial that 
measurements should be the most accurate as possible. Due to 
the lack of solutions to realize that in order to measure and 
analyze the core-body temperature, this paper presents a 
system to capture, display, and monitoring core-body 
temperature. It is considered a hardware solution (sensor) to be 
placed inside cervix and a computer application to 
communicate and gather the collected data by the sensor. 
Bluetooth is used to perform the communication between a 
computer and the sensor. The system evaluation is performed 
by a medical team in several volunteer women. Furthermore, 
the collected data by the sensor may be used to study the 
relation between temperature variations and women health 
conditions. 

Keywords— Biosensor; Wireless sensor network; Biofeedback; 
e-Health; Temperature Monitoring. 

I.  INTRODUCTION 

New technologies applied to healthcare and biofeedback 
improves the traditional way of medical procedures. Recent 
publications [1-3] report continuous evolution and progress 
of new biosensors for healthcare and biofeedback. These 
sensors became indispensable in the daily routine of medical 
staff where they have the capability for helping medical 
procedures and healthcare. Nowadays, biosensor systems 
are powerful available instruments in diagnosis, controlling, 
monitoring and prevention of some diseases [4, 5]. In some 
cases, they also became an essential instrument for heal 
support [6-8]. 

The evolution of these biosensors offers a new range of the 
infinity possibilities for applications they can provide. The 
miniaturized size of these nodes turns these systems more 
easy to use, in a comfortable way. They can access to 
inside-human body places that were difficult to reach and 
non comfortable for patients, using traditional methods [9]. 

Advantages of these systems and the great interest of 
medical community turn this research area as an important 
topic. 

The human body temperature is one of the most controlled 
bio-parameters because it reflects some health conditions 
through its variations. Monitoring this human parameter 
may improve healthcare on patients suffering from 
pathologies that could be controlled by body temperature 
regulations. In women this parameter is also correlated with 
fertility stages. The increasing of regular core-body 
temperature by about 0.5 centigrade degrees (ºC) probably 
indicates the occurrence of a fertility period. Therefore, 
monitoring this parameter becomes an excellent method to 
predict this period [13]. The acquisition of core-body 
temperature in women is crucial for the validity of the 
monitoring procedure. Digital thermometers are highly used 
for temperature measurements acquisition. This method is 
very inappropriate for active women that have to measure 
their core-body temperature at specific hours, in order to 
establish standard patterns. Therefore, this method also 
could lead to wrong measurements caused by rapid 
execution of the procedure and inappropriate handling of 
thermometers. The use of standalone systems could 
suppress the women intervention to collect this parameter. 
Although, these systems improve the quality of the collected 
values because they are less prone to bad handling that may 
lead to wrong measures. 

This paper proposes an integrated system for long-term data 
acquisition, processing and analysis of cervix women’s 
temperature. The system comprises three modules. First 
module is the temperature sensor (thermistor) it self. It is 
placed inside women body, close to the cervix. The second 
module is the processor unit responsible for data acquisition 
and long-term collection of the temperature values. Finally, 
the third module is a computer application software, used to 
operate the biosensor, and for representation and control of 
the intra-body temperature measured values. 
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This study is a joint work with physicians from the Health 
Sciences Faculty of the University of Beira Interior, 
Covilhã, Portugal. This new biosensor allows the execution 
of exploratory studies to increase the knowledge of female 
intra-vaginal physiological behavior. To perform this study, 
medical team wants to monitor and analyze the intra-vaginal 
temperature during the female menstrual cycle. 
Furthermore, they will use this new system for the following 
applications: preterm labor prevention, detection of 
pregnancy contractions, anticipation and monitoring of the 
ovulation period (for both natural contraception and in vitro 
fertilization purposes), effectiveness of some gynecology 
therapeutics, and supporting the discovery of new possible 
contraception methods. These system applications will be 
conducted taking into account previous medical studies 
where this physiological parameter (the temperature) is 
correlated with several human phenomena [10-12], 
including female fertility issues [13]. This confirms the 
importance of the contribution presented in this paper. 

The remainder of the paper is organized as follows. Section 
II elaborates on some available projects carried out on this 
topic. Section III describes the new biosensor and presents 
the system architecture and the construction of the biosensor 
firmware including the used communication mechanisms is 
presented in Section IV. In section V, the intra-vaginal 
temperature monitoring computer application is presented, 
focusing in its construction and validation. The biosensor 
validation and results are presented in Section VI. Finally, 
Section VII concludes the paper and points further research 
directions. 

II. RELATED WORKS 

Research on healthcare has been striving to find 
relationships between core body temperature at female 
genitals and certain health conditions, such as ovulation 
period. A study presented in [10] concludes that exists a 
correlation between covert attention and basal temperature 
changing during the menstrual cycle phase based on 22 
adult females and proved the importance of basal (intra-
vaginal) temperature. In this study, a traditional way was 
used for temperature measurement. However, automatic 
measurements and analysis of intra-vaginal temperature 
readings in an unobtrusive and efficient way are desirable. 

One of the earliest known projects for vaginal temperature 
measuring was presented in 1994 [14] and 1996 [15]. The 
system needs a permanent radio-frequency connection to a 
computer. The computer receives all the temperature 
measures and collects them. The sensor itself cannot store 
the measured values. This limitation imposes the sensor 
must be near to a personal computer and it difficult the 
mobility of the monitored woman. The use of mobile 

systems frees women to follow their regular daily life 
always under monitoring. Although, if a sensor itself 
cancollect the temperature measures in long-term way, it is 
dispensable a permanent connection to any device which 
improves the sensor’s battery lifetime. 

Another study uses a radio pill created for astronaut use, to 
access internal body temperature on athletes, and take 
measures to cool them down, avoiding excessive fatigue 
[16]. However, such pill-based solution introduces issues on 
pill elimination, and the biosensor cannot be reused again. 

Other medical studies about developing integrated systems 
to acquire and monitor physiological parameters, including 
body temperature [7, 17]. These systems only measure the 
skin temperature. From [11] one can conclude that skin 
temperature cannot reflect the basal body temperature as it 
changes depending on the environment temperature. The 
AMON research team included a temperature sensor on 
their wearable system (AMON) [7] to study a possible 
correlation between the skin temperature readings by the 
sensor and the core body temperature. They concluded that 
skin temperature could be influenced by the environment 
conditions. Therefore, they could not show any correlation 
between skin temperature and core body temperature. 

DuoFertility project [17] created a system to predict women 
fertile period. This system bases its prediction on the 
measurement of skin temperature. During fertile period, the 
variation of women core body temperature occurs around 
10-14 days of menstrual cycle. It only changes about 0.5 
degree Celsius [13]. Thus, trying to get core body 
temperature by measuring skin temperature could lead to 
wrong interpretations and conclusions. 

In [18], the authors presented a system using UHF radio 
telemetry to measure the vaginal temperature and monitor 
the temperature. Another approach, presented in [19], the 
author proposed a highly accurate system where a capsule 
shaped sensor measures the central body temperature. This 
sensor can be ingested or inserted rectally such that it will 
transmit core body temperature continuously. 

A method for detecting and predicting the ovulation and the 
fertility period in female mammals is described in [20]. This 
method provides information relating the fertility of females 
mammals. It comprises the following steps: (i) takes 
multiple temperature readings from the female mammal 
during an extended period; (ii) identifies and disregards 
temperature readings having one or more characteristics of 
irrelevant or faulty data; (iii) obtains one or several 
representative temperature values for the extended period; 
(iv) repeats steps from (i) to (iii) over multiple extended 
periods; and (v) analyzes the representative temperature 
values obtained over multiple extended periods for one or 
more patterns in the representative temperature values. It 
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indicates or predicts the ovulation in order to provide 
information related to the fertility of the female mammal. 
This method only describes a procedure to get temperature 
measurements for fertility purposes in female mammals and 
not really a hardware system that may allow this operation. 

Next sections present, in detail, the construction of the new 
intra-vaginal temperature biosensor, and the corresponding 
application and communication system. This system deploy 
results on a personal computer for monitoring and further 
analysis. 

III. INTRA-BODY BIOSENSOR 

Sensing is fundamental to all sensor networks, and its 
quality depends from many factors such as size and used 
materials.  

Body sensors measure core body temperature, ambulatory 
blood pressure, blood oxygen etc. As the accurate measure 
of core body temperature is highly preferred in numerous 
medical applications, intra-body biosensor is required. The 
main challenge is the construction of a novel intra-body 
biosensor for intra-vaginal temperature monitoring. 
Furthermore, the intra-body biosensor must consider the 
sensitivity of the body area, critical for the comfort of the 
user on a daily basis.  

This proposal falls in the conception of a novel biosensor 
device to measure intra-vaginal temperatures and 
continuously gather their measurements for further analyses 
purpose. To access and analyze all data collected by this 
intra-body biosensor, a new application was also developed. 

This biosensor uses a SHIMMER platform (Sensing Health 
with Intelligence Modularity, Mobility and Experimental 
Reusability). It is a wireless sensor platform designed by 
Intel and can be used as the central processor unit of the 
biosensor network. This platform has a Texas Instruments 
MSP430 CPU (8MHz), a class 2 Bluetooth radio 
communication, an IEEE 802.15.4 Chipcon wireless 
transceiver (2.4GHz), a 3-Axis Freescale accelerometer, a 
MicroSD slot for up to 2Gbytes, an integrated Li-Ion battery 
management and some extensions to append new features 
and functionalities mounted in a very small form factor (2 x 
4.5 cm) not larger than a thumb size. This platform is an 
ideal hardware for this work due to its small size, large data 
storage capacity and communication features. However, 
there is no temperature sensor installed on SHIMMER 
platform. In order to get temperature readings, a temperature 
sensor must be integrated on SHIMMER. Thus, the MA100 
thermistor from GE Industrial Sensing is used on this 
solution. Its sensitivity ranges from 0 to 50 degree Celsius, 
size is 0.762 x 9.52 mm, and is created for biomedical 

applications. MA100 is connected to the SHIMMER with a 
flexible cable. 

Due to its bulky size, is not possible to place SHIMMER 
inside the female cervix. Therefore, only MA100 thermistor 
is introduced inside the vagina and sends measurements (in 
voltage) to SHIMMER, using a flexible cable. The 
SHIMMER unit stays outside the women body and could be 
placed anywhere if the cable is long enough (~ 80 
centimeters). As the cable is very flexible and difficult to 
handle inside the female cervix, a tampon-like enclosure 
was created for the biosensor. This solution allows that 
women can easily introduce the tampon-like enclosure with 
temperature sensor inside body because it can be used as 
ordinary tampons. 

Figure 1 presents the proposed system architecture. The 
temperature sensor (MA100) is placed inside cervix, while 
the processor unit (SHIMMER) remains outside. Bluetooth 
performs the communication between this device and a 
computer. 

 
Figure 1. System architecture. 

To ensure the acquisition and storage of the read 
temperature values, a SHIMMER firmware was developed. 
This software, running in continuous mode, is waiting for 
personal computer commands over a Bluetooth connection. 
Once a command is arrived, SHIMMER analyzes it and 
proceeds in accordance with it. The available commands in 
SHIMMER firmware are the following: start collecting the 
temperature values and save them on a microSD, stop 
collecting, turn on a red led (for debugging purposes), 
programming the interval between temperature readings and 
send all the recorded data in microSD to a personal 
computer application. 

Valuable results can only be collected if a correspondence 
between the measured temperature and the exact time it was 
acquired may be identified. SHIMMER has a local time 
clock starting on the startup time, however it does not have 
a global time clock. In order to provide a global time clock 
on SHIMMER, when a computer performs a start collection 
command, it also sends its time and date to SHIMMER 
(assuming that computer clock is synchronized with global 
time clock). This information is used on SHIMMER, 
regarding its local time, to calculate the global time clock 
associated with each measure. 
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The proposed biosensor is presented in Figure 2. Figure 2(a) 
shows the MA100 thermistor in its enclosure. The 
SHIMMER platform and the external extension where 
MA100 is connected may be seen in Figure 2 (b). 

 
Figure 2. Biosensor for intra-vaginal temperature collection. 

(a) Temperature sensor (MA100) with enclosure; (b) SHIMMER platform. 

IV. COMMUNICATION TOOLS 

Although SHIMMER is a powerful biosensor platform with 
all the above-described features, it has very limited 
resources in terms of computation and is very dependable 
from a power battery with no long lifetime. In order to 
ensure increase of the battery lifetime, only temperature 
readings from SHIMMER are gathered, instead of collecting 
and processing them. Temperature readings are transmitted 
to a computer and collected by an application for further 
processing and analysis. 

Bluetooth performs the communication between SHIMMER 
and a personal computer. Wireless communications seems 
to be more realistic than other wired alternatives, taking into 
account patients comfort and operation simplicity by 
medical staff. Like any body area sensor network, it is 
unique and it attempts to restrict the communication radius 
to the body’s periphery. Limiting transmission range 
reduces a node’s power consumption, decreases 
interference, and helps privacy maintenance.  

The connection between the biosensor and a computer is 
only available if the sensor is in Bluetooth’s connection 
range to the computer, as expected. Because of that, an 
effective monitoring of the temperature values cannot be 
performed if the sensor is out of range. Therefore, in case of 
communication failure between SHIMMER and a personal 
computer, SHIMMER only collects temperature and saves 
temperature readings on its local microSD. Then, it can 

transmit them when a Bluetooth connection is active. This 
procedure prevents unnecessary use of power to perform the 
communication and increases battery’s lifetime. Figure 3 
shows a diagram of Bluetooth data transmission presenting 
the procedure performed in case of existence of an active 
Bluetooth connection, or not. 

 
Figure 3. Diagram of Bluetooth data transmission, existing an active 

connection or not. 

To operate with SHIMMER, several commands were 
implemented. The computer sends these operating 
commands to SHIMMER, which in turn, sends information 
and data to the computer. SHIMMER always waits for 
computer commands over a Bluetooth connection. Once 
SHIMMER receives a command, it proceeds accordingly. 
The operating commands available on SHIMMER are the 
following: 

- Start: when SHIMMER receives this command, it 
starts collecting temperature measurements in the 
microSD card. If a Bluetooth connection continues 
available temperature measurements are also 
delivered to computer for real-time monitoring and 
analyses. If no connection is available, temperature 
measurements are only written in a microSD card. 
That way, SHIMMER prevents unnecessary use of 
Bluetooth connection and allows increasing the 
battery lifetime. 

- Stop: this command stops the collection of new 
temperature measurements. 

- Get: this command performs the transmission of all 
temperature measurements stored on a microSD 
card to the computer application for further study 
and analysis. 

Figure 4 presents the diagram of the SHIMMER’s operating 
commands. 
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Figure 4. SHIMMER’s operating commands diagram. 

The analysis of temperature measurements is performed in 
off-line mode. To ensure good results, as above-mentioned, 
it is extremely important to know the exact time when each 
temperature measurement is taken. SHIMMER only has a 
local time clock, which starts on SHIMMER’s start up. To 
align each measurement with the right global time clock, 
when a start command is sent to SHIMMER, computer also 
sends its time and date (assuming computer clock is global 
clock synchronized). This information is then used by 
SHIMMER’s firmware as an offset to local time clock in 
order to calculate the exact global time clock for every 
instant of temperature measurements. 

V.  COMPUTER APPLICATION 

A. Application Software Construction 

This section describes the created application for collecting, 
processing, analyzing and visualization the acquired raw 
data performed by the intra-vaginal sensor in a personal 
computer. To achieve intra-vaginal sensor temperature 
values, both real-time and off-line operation modes are 
available. In the real-time mode, measured values can be 
achieved when SHIMMER is Bluetooth connected with a 
computer. In this case, the application software shows the 
real-time temperature values measured by SHIMMER. 
Simultaneously, all the temperature measures are sent to the 
connected computer, via Bluetooth, and at the same time 
written on the microSD card of SHIMMER platform. 

In the off-line mode, the application software can collect all 
the long-term temperature readings stored in the microSD 

card. The application software can retrieve all the stored 
data on the SHIMMER’s microSD card. These data may be 
both visualized and saved in a text file for further use, if 
needed. 

Figure 5 shows de Use Case Diagram of intra-vaginal 
temperature monitoring application. This use case represents 
the interaction of the user that can be a physician with this 
application. 

 
Figure 5. Use case diagram of the intra-vaginal temperature monitoring 

application. 

The description of each use case presented in Figure 5 is the 
following: 

- COM selection. This use case allows the physician 
to select the serial port used for SHIMMER’s 
Bluetooth communication. The selection is 
performed in a combo box with a list of all the 
COM ports associated with the SHIMMER 
platforms paired with the computer. This operation 
creates two threads. One (SimpleWriteRead), is 
responsible for the communication between 
SHIMMER and a computer. The other 
(GraphTempRT), represents the real-time 
temperatures graphic if the intra-vaginal sensor is 
already in collecting measures mode. 

- Start Collect. This operation initiates the collection 
of temperature readings in real-time mode. It 
creates a GraphTempRT thread to represent the 
real-time graphic temperatures. This operation also 
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sends to the SimpleWriteRead thread a command to 
be sent through Bluetooth to the sensor’s firmware 
for initialize the temperature measures collection. 
The temperature readings are then returned from 
the SHIMMER to the SimpleWriteRead thread and 
are synchronously represented by the 
GraphTempRT thread. The synchronization is 
needed to allow the integrity of the represented 
values in a graph – it only goes to the next one if 
the previous is already presented. 

- Stop Collect. The SimpleWriteRead thread sends 
the stop collecting command to the SHIMMER 
over the air. This action also terminates the 
GraphTempRT thread. 

- Get Values. This action creates a GraphTempOL 
thread to present the graphic representation of the 
temperature values received from the SHIMMER. 
A Get command is next sent through Bluetooth 
connection from SimpleWriteRead thread to the 
SHIMMER platform. In return SHIMMER sends 
all the temperature measures in the microSD to the 
SimpleWriteRead thread. The GraphTempOL 
thread synchronously presents all the measured 
values retrieved by SHIMMER. Finally, when all 

values are returned and represented in off-line 
graph the GraphTempOL thread terminates. 

- Switch Led. This operation is used to confirm if the 
Bluetooth serial connection between a computer 
and the SHIMMER platform is working. If the 
connection is established this operation switches a 
red LED in SHIMMER. This operation sends the 
switch LED command from SimpleWriteRead 
thread to the SHIMMER over the air. 

- Load File. This feature allows an user (physician) 
to load temperature values from a file. This 
operation creates a GraphTempOL thread used to 
design the temperature graph of the values read 
from a file. These values are represented 
synchronously, and after all the values in the file 
are presented the GraphTempOL thread terminates. 

- Exit. This action concludes the application 
execution. Therefore IVSoftwareJFrame thread is 
terminated and consequently the application itself. 

Figure 6 presents the class diagram of the computer 
application for intra-vaginal temperature monitoring. 

 
Figure 6. Class diagram of intra-vaginal temperature monitoring application. 
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B. Intra-Vaginal Temperature Monitoring Application 

Figure 7 shows the main user’s interface of the computer 
application software. Here, several options are available to 
configure and interact with SHIMMER platform. This 
interface also provides a visualization area of graphical 
temperature readings performed by SHIMMER, in both 
real-time and off-line modes. 

 
Figure 7. Main window of the intra-vaginal temperature  

monitoring application. 

When the user’s interface is open, the Start Collect 
operation is disabled. This behaviour is defined to protect 
system in such a case that intra-vaginal sensor is already in 
collection mode. In that mode, if a user starts another 
collection all previously collected data will be lost. In this 
case, a Stop Collect operation must be firstly performed to 
guarantee that if sensor is in collection mode no data will be 
lost accidentally by performing a Start Collect operation 
inadvertently. The intra-vaginal sensor accepts a Stop 
Collect operation i) if the sensor is in collected mode, it 
stops the acquisition of data; and ii) if the sensor is in 
standby mode it is ignored and nothing happening. After 
performing Stop Collect operation the Start Collect 
operation is unblocked. 

Below, all the functionalities performed through this 
window are described in detail. 

Definition of Frequency Interval for Measures 
Acquisition 

This feature is performed by the selection of one of the 
available time values in a combo box identified by . This 
value is used to define the frequency interval of temperature 
values collected by the sensor. Due to the fact that Start 
Collect operation sends the selected frequency from this 
combo box to the intra-vaginal sensor, this selection must be 
performed before each start operation. In acquisition mode, 
red SHIMMER’s LED flashes at each new measure 
acquisition. 

Start Collect operation 

The Start Collect () operation is used to start the 
acquisition of temperature measurements from the intra-
vaginal sensor. This operation also sends to the sensor the 
current date and time of the computer and the data 
collection frequency above-described. To perform a Start 
Collect operation, SHIMMER must be in a standby mode. 
Observing the colour LEDs in this device it can be 
identified its mode. Green LED ON and orange LED 
flashing indicate standby mode. 

Stop Collect operation 

Stop Collect () operation stops the acquisition of 
temperature measurements. This operation performs a 
transition from SHIMMER acquisition mode to standby 
mode. 

Get Values operation 

Get Values () operation performs the transmission of all 
stored values in the microSD to the application software. 
This operation also saves data collected to a text file. This 
file can be used for persistent storage. When SHIMMER is 
performed to a Get Values operation red LED flashes 
quickly. 

Switch Led operation 

Switch Led () operation is used to verify if SHIMMER is 
connected to the intra-vaginal application or not. If so, each 
time a user uses this command, red LED must switch ON 
and OFF. Otherwise, if red LED does not switch, this 
means that SHIMMER is not well recognized by the 
application. In this case the user should close the application 
and start again. If the problem persists COM port selected 
probably is not the one associated with this SHIMMER 
platform, or SHIMMER could not be well paired with the 
computer. The user should repeat these configurations and 
try again the application. 

Temperature Information 

The label Temperature () is used when SHIMMER is 
operated in real-time mode and if it is in Bluetooth detection 
area of a computer. This information field shows the current 
measured temperature acquired by SHIMMER. 

Total Reads Information 

The label Total Reads () informs about the number of 
collected temperature measures stored in the microSD. This 
information is updated each time Get Values operation is 
performed. 

215

International Journal on Advances in Life Sciences, vol 2 no 3 & 4, year 2010, http://www.iariajournals.org/life_sciences/

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



Real-Time Graph 

The Real Time Graph tab () is used when a Start Collect 
operation is performed. If SHIMMER is in Bluetooth 
detection area this field represents a real-time line of 
temperature measurements. The graph is updated each new 
measure. 

Off-Line Graph 

Off-line Graph tab () presents the temperature graph of all 
collected temperature measurements stored in the microSD 
card. This field is filled when a Get Values operation is 
performed. 

Load Menu 

Load Menu option is used to load saved text files with 
previous temperature measures into the Off-Line tab field. 
This feature helps on analysis of collected data by the 
comparison with previous patterns. Various files could be 
loaded. A different colour line of the graph represents each 
loaded file. 

The proposed application interacts directly with 
SHIMMER. Then, all the above-described features could 
only be performed if Bluetooth connection is available for 
communication between a computer and SHIMMER. 

As may be seen in Figure 7, temperature values are 
presented using a graphical representation. Thus, it is easy 
to visually identify values outside the normal pattern. These 
values can lead to sign a range of conditions on female 
reproductive system (e.g., pregnancy contractions, ovulation 
period, best fertilization period, etc.). Next, a medical 
research will carried out with the execution of very 
important studies to be applied in different kind of 
gynecology issues, such as, the preterm labor prevention, 
detection of pregnancy contractions, anticipation and 
monitoring of the ovulation period (used either as a natural 
contraception method or, at the opposite, as a estimation of 
the best fertilization period), effectiveness of some 
gynecology therapeutics, and supporting the discovery of 
new possible contraception methods. 

VI. SOLUTION VALIDATION 

Comfort, usability and, mainly, accuracy were the goals 
followed in the construction of the intra-vaginal sensor. 
These targets should be tested and validated in a real 
environment. Thus, medical team conducted several tests to 
perform the solution validation. 

The biofeedback solution for intra-vaginal temperature 
monitoring was tested and evaluated in 12 volunteer 

women. Each woman was monitored for about 60 minutes 
with temperature readings per second. Simultaneously, 
women body temperatures under the arm and under the 
tongue, was measured using a trivial digital thermometer. 
After analyzing all the temperature data, medical team 
validated and certified the accuracy of intra-vaginal 
temperature readings. After concluding the test, each 
woman was questioned about the possible discomfort 
caused by the use of the intra-vaginal sensor. None of them 
shown any issue related to the use of this biosensor. 

The sensor was also tested with 8 volunteer women for a 
longer period on their normal daily life. These tests were 
preformed in periods of about 2~3 hours. The results were 
compared to patterns previously defined with traditional 
thermometers measures in same places above (under the 
arm and under the tongue). The medical team confirmed the 
validation of the results. 

 
Figure 8. Sample of intra-vaginal temperatures measurements in two 

different days for the same woman in normal day life. 

Figure 8 and Figure 9 present samples of temperature results 
obtained during tests. In Figure 8 shows temperature values 
performed by the intra-vaginal sensor for the same woman 
in tow different days. This graph could be divided in two 
segments for both curves. First segment, between minute 0 
and 2, represents the heating of the sensor to reach ambient 
temperature (sensor response). The second segment, beyond 
the 3rd minute, represents the real temperature readings 
inside vagina. Differences between both temperature 
readings, beyond the 2nd minute, correspond to the normal 
intra-vaginal temperature of this woman and her 
temperature on a fertile period (ovulation period). As 
expected, intra-vaginal temperature changes according to 
some female body situations. Monitoring this parameter it 
could help in medical detection of several situations, such as 
the preterm labor prevention, detection of pregnancy 
contractions, anticipation and monitoring of the ovulation 
period (used either as a natural contraception method or, at 
the opposite, as a estimation of the best fertilization period), 
effectiveness of some gynecology therapeutics, and 
supporting the discovery of new possible contraception 
methods. 
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Figure 9. Sample of intra-vaginal temperature measurements for 8 
volunteer women. 

Figure 9 presents a sample with results of eight tests 
performed in eight of the twelve volunteers women 
evaluated. In this graph, the two above-mentioned segments 
could also be distinguished. From 0 to 2nd minute, it is the 
response of the sensor and beyond the 3rd minute (after its 
stabilization), it represents the real temperature values inside 
women vagina. As may be seen, beyond 3rd minute, 
differences between both curves means (and confirm) that 
each woman have her own intra-vaginal temperature. By 
this reason, individual patterns may have to be established 
for each woman. 

These results represent a great success and encourage 
medical team for more patients’ data collection, using this 
new biosensor sensor, trying to establish patterns of intra-
vaginal temperature behavior. Further, these patterns will be 
used to understand the relationship between intra-vaginal 
temperature variations and some reproductive system 
behaviors, as well as the comparison between patterns and 
new data collections. 

VII. CONCLUSION AND FUTURE WORK 

The control of women body temperature may help on 
detection of some symptomatic situations. The environment 
temperature could influence the skin temperature. This 
paper introduced a new way to collect women’s temperature 
by the creation of a new biosensor. This biosensor is placed 
inside women’s cervix and collects their core-body 
temperature. The biosensor can operate in a long-term way, 
once it has a memory card to store the collected data. The 
construction of a application software to operate the new 
biosensor and analyzing the collected data was also 
described in this paper. The communication mechanisms 
between the application and the biosensor were also 
presented. The system was tested, evaluated, and validated 
by a medical team with a set of 12 volunteer women. The 
accuracy of the results was also confirmed. Next, medical 

team will conduct several studies with this system trying to 
recognize some phenomena related with reproductive 
system behavior. These studies may contribute for the 
preterm labor prevention, detection of pregnancy 
contractions, anticipation and monitoring of the ovulation 
period, effectiveness of some gynecology therapeutics, and 
supporting the discovery of new possible contraception 
methods. 

The creation of a miniaturized intra-body biosensor that can 
be placed inside female cervix, as a hole, instead of placing 
only the thermistor, may be considered for further 
developments. 
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