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Foreword

The inaugural issue of the International Journal on Advances in Life Sciences compiles a set of extended

contributions based on previously awarded work. The enhanced work adds substantial material

compared to the initial ideas and provides the reader with additional background, experiments, and a

deeper analysis of results.

Of the submitted articles, five were selected to be included in this issue. The subjects presented deal

with items ranging from cell level experiments to large scale health network management.

In the first article, Joel Jeffrey presents a new model for a mathematical description of cellular and

molecular structure, as well as mechanisms and states. Structural similarity can be mathematically

computed and predictions can be made using information stored in repositories.

The second article, Xiaofeng Dai et al. present a stratified mixture model for clustering genes. This

proposal allows for the utilization of data coming from multiple data sources, leading to a better

clustering accuracy of genes.

Mirela Danubianu et al. present an approach to personalized speech therapy aimed at assisting

preschool children with dyslalia. This disorder is one of the more common ones amongst children and it

involves the omission, distortion, or substitution of one sound for another. An integrated system assists

the decisions of a speech therapist and can benefit from a gradually building knowledge base.

Article four by Rodica-Mariana Ion et al. presents in the fourth article a drug system for the

photodynamic treatment of HeLa tumor cells. The combination of TSPP and CisPt was found to have an

increased effect of the cells’ survival rate caused by cellular lesions.

Finally the fifth article addresses the issue of data migration from a regional network to a national

network. In this work, Kari Harno et al. present some of the issues and strategies of such a migration

with a focus on the Finnish health care system.

We hope that the contents of this journal will add to your understanding of life sciences, and that you

will be inspired to contribute to IARIA’s conferences that include topics relevant to this journal.

Elaine Lawrence, Editor-in-Chief

Petre Dini, IARIA Advisory Committees Board Chair
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Mathematical Description of Biological Structures, Mechanisms, and States

H. Joel Jeffrey
Department of Computer Science,

Northern Illinois University, DeKalb, IL 60115
jeffrey@cs.niu.edu

Abstract—-A new method for mathematically
describing cellular and molecular structures,
mechanisms, and states is presented. A novel
mathematical formulation of structure is developed,
and new mathematical formulations of structural
complexity and similarity are introduced that take into
account differences in composition and structure at all
levels of detail and apply equally to structures,
mechanisms, and states. A recursive formula for
calculation of structural similarity is derived. The
methods and mathematical formulations apply equally
to cases in which we have complete knowledge and to
those in which we have only incomplete or partial
information. The formalism and the mathematical
similarity definition are the full generalization of
sequence and sequence similarity. They enable the
creation of repositories of formal multi-level
structural descriptions of biological entities and new
search capabilities, such as searching for processes or
structures similar to a specified one, or with specified
structural or compositional deviations.

Keywords- multi-level structure; mathematical
models of structure; quantifying structural similarity

1. Introduction

DNA and protein sequence databases are of great
value to biologists. They have this value because they
are formal. A DNA or protein is specified by a string
of characters on a 4- or 20-letter alphabet; a PDB entry
is specified by a set of formal atom names and
locations. Because specifications are formal, formal
measures of sequence similarity are possible, and
software such as BLAST is used routinely to find
sequences similar to a query sequence.

By contrast, the great majority of descriptions of
structure, whether of mechanisms or structures, are not
formal. They are in ordinary technical language, in
some cases augmented with graphical devices such as
interaction diagrams and pictures of key molecular
constituents. Because it is represented primarily in

natural language, most molecular biological
knowledge cannot be handled algorithmically. We can
search on amino acid sequence similarity, but we
cannot, e.g., query for “all proteins with structure
similar to degree d to human hemoglobin in the R
state,” and get back proteins that have subunits similar
in number, shape, and inter-relationships to those in R-
state hemoglobin.

The situation is even more problematical with
respect to biological situations and conditions. The
customary concept of state and its formalization
represents only a narrow subset of the intuition of
biologically important facts or situations, namely those
involving only the values of attributes of objects. The
more general concept, for which we use the term state
of affairs, involves processes, objects, and other
component states of affairs, related in various ways.
When we say, e.g., “the p53 molecule is
phosphorylated,” or “the DNA is damaged,” we are
identifying states of affairs.

This paper, an expansion of the work in [1],
presents a new formalism for describing biological
mechanisms, structures, and states of affairs that is the
generalization of the concept of structure to the entire
range of processes, structures, and states of affairs
encountered in biology. The strings of letters
representing DNA and protein sequences are special
cases of the formalism. Using the formalism, new
mathematical formulations of the concept of shape and
structural similarity is developed, one that takes into
account differences in composition and structure at all
levels of detail and applies equally to structures,
mechanisms, and inter-constituent relationships.
Additionally, a new mathematical formulation of
structural complexity is defined.

One goal of this work is the creation of databases
of molecular biological mechanisms, structures, and
states analogous to those we now have for genetic and
protein sequences, and software systems using the new
formulations and other algorithms operating on such
multi-level structural knowledge bases.
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2. Specification by constituents and
relationships

We approach the problem of specifying structure
of processes, objects, and states of affairs by
considering the thing to be described as comprised of
immediate constituents with specific attributes and
inter-constituent relationships (temporal, spatial, or
some other kind), and identifying the constituents and
the relationships with formal names, as in
mathematical logic. (Following standard practice in
mathematical logic, an attribute is formally a one-
place relationship, but here we will, for expository
purposes, identify them separately.) We use the
abstract term “entity” as a cover term for object,
process, or state of affairs. Thus, an entity is specified
by specifying its constituents and the relationships
between them. The relationships are the formalization
of the intuitive idea of structure. Each constituent is
itself an entity, and therefore its structure can be
elaborated with a second ES, and so on, continuing to
any level of description desired. We term the
approach Entity Specification (ES).

An entity may be an object (structure), process
(mechanism), or states of affairs (the generalization of
state). A state of affairs is an entity whose constituents
may be any set of objects, processes, and other states
of affairs, with the necessary constituent attributes and
inter-constituent relationships. States of affairs allow
the formalization of complex situations, such as the
fact that a p53 molecule is phosphorylated, that the
DNA is damaged, the rate or change in rate of a
reaction, a concentration of a molecular species, etc.
An important case is location: location is an attribute
of a process or object, represented formally as with
any other attribute. Transport processes thus are
processes represented via the same formalism as other
processes.

Specifications of the entity (process, object, or
state of affairs) are done by identifying the immediate
constituents and the relationships and attributes that
must be present for the item to conform to the
definition, and specifying all constituents, properties,
and relationships with formal names and values. For
example, the customary high-level description of
hemoglobin is that it has two immediate constituents,
which are the two αß subunits, and the angle between
subunits, which has one value in the R state and
another in T. The subunits are further described as
having two constituents α1 and ß1, α2 and ß2,
respectively. Processes have processes and objects as
constituents: the steps of the process and the elements
involved in it. Constituents of states of affairs may be
processes, objects, or other states of affairs. The core
of an ES is thus a list of the immediate constituents

and a list of the n-place relations among the
constituents.

As the hemoglobin example illustrates, a set of
Entity Specifications of an entity is formal and multi-
level. ESs employ the same logical device used in
mathematical logic: the use of formal names that are
expanded by use of structured descriptions employing
other formal names. Names of entities and relations
are formal designators; a formal description of an
entity gives further detail, i.e., its constituents and how
they are structured.

2.1 Entity Specification

An Entity Specification (ES) consists of an
ordered pair (N, D), where:

 N is the (formal) name of the entity including,
optionally, a list of alternate names and/or a
numerical ID.

 D is a set of paradigms, the major varieties or
descriptions of the entity. DNA transcription
has two major varieties, eukaroytic and
prokayotic. In addition, if is often desirable to
specify alternate descriptions due to the state of
knowledge of the phenomenon: conjectures,
possible alternative mechanisms, etc. The
paradigms are the distinct descriptions of the
entity.

Each paradigm of D is an ordered triple (C, R, E),
where:

 C = {(Ci, Ti)}, in which Ci are the constituents
and Ti is each constituent’s classification, an
element of the set {P, O, S}, representing
“object,”, “process,” or “state.”

 R = {rj} is the set of n-ary relationships that
must hold between the named constituents.
Any relationship may be included, not only
those definable in terms of physical locations
or quantities. Equations specifying quantitative
relationships, including differential equations,
are formal relationship names.

 The constituents and their relationships specify
the structure of the entity. Additional
information specifies particular instances of the
entity, by identifying which actual “things”
(processes, objects, and states of affairs) fill the
roles named by the constituents. This
information we term the eligibilities for the
entity: E is a set of ordered triples (Cj, i, r), in
which, for each Cj,

o Cj is the constituent;
o i is the name of the actual individual;
o r is the rule, or condition, under which i

takes the role of Cj in the entity N.

2
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2.2 Processes

Processes are multi-step changes in objects and
how they are configured, i.e., the relationships
between them. In addition, processes may occur in
many versions, i.e., combinations of the stages that are
all ways of the specific process occurring.

To represent this concept formally, the {(Ci, Ti)}
for a process are:

1. Two constituents, specifying the before-state
and after-state.

2. A subset identifying stages, i.e., constituents Cj

in which Tj = P. Some stages may be
accomplished via two or more alternatives;
these alternatives are included in this subset.

3. A subset identifying the objects, i.e., Tj = O.
4. A subset identifying the versions of the

process. Each of these version constituents is a
state of affairs, i.e., Tk = S, and its constituents
are the stages that comprise the version.

The relationships between stages specify those
that happen sequentially, in parallel, overlapping, or in
any other temporal relationships.

The stages are the steps of the process, and the
states are the usual concepts of the before- and after-
states of a process.

2.3 Objects

Objects have only object constituents, and in that
sense are simpler than entities in general or processes;
each constituent of an object is of Type O.

Objects provide clear illustration of multiple
paradigms. For example, the large subunit of a
ribosome is commonly described as having a roughly
spherical main body and three lobes (i.e., with 3
constituents), but it is also described as comprised of
two rRNA chains (5s, 23s) and a number of proteins.
Fig. 3 shows the ESs of the eukaroytic ribosome and
its constituents’ sub-constituents.

2.4. States of Affairs

States of affairs are the most general kind of
entity, since the constituents may be any object,
process, or other state of affairs.

Since there are no restrictions on the constituents
of a state of affairs, the general Entity Specification of
Sec. 2.1 is the form of a state of affairs. This means
that any entity is formally equivalent to a state of
affairs.

2.5 Examples

The kinds of entities most directly of interest in
biology are mechanisms and structures. We illustrate
mechanism ESs with the ES of cell cycle arrest and
gene transcription, in which the Constituents are
Stages, Versions, and Elements, and the relationships
are the constraints on which Stage must complete
before initiation of the next one. The eukaryotic
ribosome is used to illustrate structure ESs.

2.5.1 Cell cycle arrest

Fig. 1 shows an Entity Specification of the
process of damaged DNA stopping the cell cycle.
(Formal names similar to ordinary English phrases and
sentences are used, with the notational device of
square-brackets to indicate use of formal Element
names in Stages.)

Stage 4, the general process of gene expression, in
this process specifies production of p21, the Individual
for Element “a protein” (shown in Fig. 1 in brackets).
Thus, what actually occurs is the expression of p21,
the phenomenon to be described.

3
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N: [A damaged DNA molecule] stops the cell cycle in [a
cell] {P1}
Sresult: not Occur(S-phase, a cell)

Elements: a damaged DNA molecule: DNA molecule D
a cell: the cell with the damaged DNA

D:
Paradigm 1: eukaroytic cell

Stages:
1. [A damaged DNA molecule] activates [an
ATM

molecule]
Sresult: [an activated ATM molecule]
Elements:

a. a damaged DNA molecule: damaged
DNA molecule D

b. an ATM molecule: ATM molecule A
c. an activated ATM molecule: activated

ATM molecule A
2. [An ATM molecule] phosphorylates [a p53
molecule]

Sresult: [a phosphorylated p53 molecule]
Elements:

a. a p53 molecule: p53 molecule p53P
b. a phosporylated p53 molecule:

phosphorylated p53 molecule p53P
Condition: only after Stage 1

3. [An activated p53 molecule] binds to [DNA] at
the p21 coding site

Sresult: [a phosphorylated p53 molecule] bound
to [DNA] at the p21 coding site
Elements:

a. DNA: the DNA of the cell
Condition: only after Stage 2

4. [A cell] produces [molecules of a protein] from
[a gene]

Sresult: [a number molecules] of [a protein]
Elements:

a. a protein: p21
Condition: only after Stage 3

5. [A p21 molecule] inactivates [a cyclin E:cdk2
molecule]

Sresult: inactivated [cyclin E:cdk2 molecule
E2M]
Elements:

a. a cyclin E:cdk2 molecule: cyclin
E:cdk2 molecule E2M

b. cyclin E:cdk2 molecule: cyclin E:cdk2
molecule E2M

Condition: only after Stage 4
Versions: 1. 1-2-3-4-5

Figure 1: ES of “Damaged DNA stops the cell
cycle”

2.5.2 Gene Transcription

Step 4 in Fig. 1 is gene transcription. Fig, 2
shows, in outline form, the information to be specified
in an ES elaboration of it: 7 ESs, at 4 levels of
specificity, with a total of 25 processes identified. The
top, or overall, level is “a cell produces molecules of a
protein from a gene,” with three stages, which are its
process constituents; Stage 3, with formal name
“Ribosomes translate an mRNA transcript of a gene to

molecules of the protein,” is of course gene
transcription, with 4 stages.

Cell cycle arrest and gene transcription illustrate a
central feature of ESs and ES methodology, namely
the multi-level logical structure of ESs. Any single ES
presents a full (formal) specification of the process,
object, or state of affairs at that level of detail. Further
detail is specified by further ESs.

The hierarchical specification technique is the
formal analog of the commonly used informal method
for describing complex biological processes, namely a
hierarchical description elaborating the process
structure in finer and finer detail, beginning with a
high-level description in terms of a small set of large
“steps” and continuing with division of steps into sub-
steps, etc.. The outline form of gene expression in
Fig. 2 is an example of just such a hierarchical
description.
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Figure 2: Process of gene expression
(outline form)

Complexity in a process is often due to complex
relationships between stages, such as the initiation of
one stage only upon completion of another stage,
perhaps of an entirely distinct process. Further, often
these conditions involve additional factors of several
kinds, e.g., a combination of a concentration of a
biochemical and the physical location of a ligand. In
these cases the formal expressive power of Entity
Specification, in particular the formal inclusion of any
relationship between constituents, as in mathematical
logic, provides the capability of capturing the actual
condition.

A different and important source of complexity in
biological processes is the common situation in which
the “output” of one process is an input to another. Fig.
1 shows an example: Stage 4 specifies the general

process of gene expression; the particular instance of
this general process is the production of p21, the key
molecule in Stage 5. Fig. 1 thus illustrates two
additional aspects of Entity Specification as applied to
complex processes: 1) specification of a general
process instantiated to produce a specific result – in
this case, a p21 molecule, and 2) formally specifying
the requirement of the presence of an actual object for
the process to continue. Thus, Entity Specification
represents formally what one can say informally: “the
p21 gene is expressed, producing a p21 molecule,
which inactivates the cyclin E cdk2 molecule, and so
the cell cycle cannot continue.”

2.5.3 Ribosome structure

We illustrate object Entity Specifications with an
ES of the ribosome, formalizing the customary
description into RNA subunits and proteins, and their
constituents in turn, as found, for example, in [11].

N: eukaroytic ribosome
Relationships:

a. molecular weight(ribosome.eukaroytic) =
4,200,000

D:
Paradigm: 1

Sub-objects:
1. [SRSU]
2. [LRSU]

Relationships:
a. molecular weight(SRSU) = 1,400,000
b. molecular weight(LRSU) = 2,800,000
c. adjacent(LRSU, SRSU)

N: LRSU
Relationships:

a. molecular weight(LRSU) = 2,800,000
Paradigm: 1

Sub-objects:
1. [5S RNA]
2. [28S RNA]
3. [5.8S RNA]
4. [Protein1]
…

52. [Protein49]

N: 5S RNA
Paradigm: 1

Sub-objects:
1. [Nucleotide1]
…
120. [Nucleotide120]

N: 28S RNA
Paradigm: 1

Sub-objects:
1. [Nucleotide1]
…
4700.[Nucleotide4700]

N: 5.8S RNA
Paradigm: 1

5
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Sub-objects:
1. [Nucleotide1]
…
160. [Nucleotide160]

N: SRSU
Relationships:

a. molecular weight(LRSU) = 1,400,000
Paradigm: 1

Sub-objects:
1. [18S RNA]
2. [Protein1]
…

34. [Protein33]

N: 18S RNA
Paradigm: 1

Sub-objects:
1. [Nucleotide1]
…
900. [Nucleotide1900]

Figure 3: ESs of the eukaroytic ribosome and
constituents

This example illustrates two significant aspects of
the use of ESs. First, just as with ordinary-English
descriptions, completeness is not necessary. ESs may
be used to represent as much as is known of the
structure of the entity, or as much as is desired for the
purpose at hand. The depiction of the ribosomes in
[11] includes only the constituents and their weights,
and one relationship, namely that the SRSU and LRSU
are adjacent; this is the information formalized in Fig.
3. The 5S RNA constituent is described further only
by noting that it contains 120 nucleotides, without
specifying them, and this formalized by the subobjects
Nucleotide1…Nucleotide120 above. Other
descriptions of the 5S rRNA constituent of the LRSU
of the eukaroytic ribosome specify the particular
nucleotides; these are formalized by specifying the
nucleotides (A, C, G, U) and their structure with ESs
of the constituents of each: the nitrogenous base, the 5-
carbon sugar, the phosphate groups, and the positional
relationships between them.

Second, it illustrates that there is no single
“correct” Specification of an Entity, represented by
having multiple Paradigms. This is not a deficit of the
ES approach, but is rather a formal representation of
the fact that there are often multiple descriptions of the
same thing. Thus, we find the LRSU described in
terms of the 5S, 28S, and 5.8S rRNA constituents, and
we also find it described in terms of constituents of the
main body, central protuberance, ridge, stalk, and
valley.

Paradigms are the means of formalizing multiple
descriptions of the same thing. This is not simply a
semantic technicality. In the next section, we will
show how to use ESs to mathematically quantify the

concepts of complexity and structural differences, and
the definitions and algorithms are based on the
constituents and relationships in a description, i.e., a
paradigm. To put it differently, there is no such thing
as the “real structure” of an entity – structure,
mechanism, or state of affairs. Rather, there are
multiple descriptions of the entity, in ordinary English
or formal ESs, and it is only meaningful to compare
descriptions of entities.

This however does not preclude the discovery of a
canonical form of ES, or adoption of standards or
conventions for creation of ESs. It may, for example,
be desirable to adopt conventions for automatically
and uniformly converting protein databases to multi-
level ESs representing their secondary, tertiary, and
quaternary structure.

2.5.4 DNA and protein sequence databases

In Section 1 we noted that the string
representations of DNA and protein sequences are
special cases of ESs. In DNA or RNA sequences, the
letters “A,” “C,” “G,” and “T” (or “U”) are the
constituents, and the single relationship is “adjacent.”
In a protein sequence, the constituents are the letters
denoting the amino acids.

In actual sequences, the nucleotides (or amino
acids) have relative positions specified by two angles
and a distance, and in certain cases the more complete
symbolic representation of the sequence including is
useful: N1 (φ1,θ1,d1) N2 (φ2,θ2,d2) N3 …. In ES
representation of this kind of sequence, the letters are
the constituents and the relationships are the three
φ(x,y), θ(x,y), and d(x,y).

2.6 Algorithms

Any set of complete descriptions of processes and
objects is suitable as the basis of software to analyze
and retrieve information about them. When we have
complete descriptions, it is relatively straightforward
to construct algorithms that answer questions such as:

 How does process P take place, in these
conditions?
o Identify the version that satisfies all the

necessary relationships ri that must be
satisfied for the constituent stages to take
place

o Identify the specific individuals that
serve as each object.

 What happens if process P does not take place?
o Find all processes Q in which there is a

relationship ri stating that stage Z of Q
can occur only if P has occurred.

 What happens if there are none of object O
(such as with knockout experiments)?

6
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o Find all processes P in which O is an
individual for element E in stage Z.
Since no O is available, Z cannot occur,
so all versions of P including Z cannot
occur, and if there is no version of P
without Z, P itself cannot occur.

These algorithms were successfully implemented and
tested in [3].

Things are much more difficult when there is
partial information at multiple levels. Many, perhaps
most, molecular and cellular processes and structures
are not fully understood down to the individual
molecule level. This requires formal specifications
integrating descriptions (knowledge) at multiple
levels, and algorithms designed to operate on
incomplete specifications at multiple levels. ESs
appear to be the first formalization designed for this
multiple-level representation task. Several software
systems implementing algorithms for the above
queries, and others, have been built based ES
knowledge bases [2, 3].

3. Measuring Similarity and Complexity

Biologists routinely use concepts of complexity
and similarity of structures and processes in analyzing
situations, looking for related structures and processes,
and formulating research questions. However, these
concepts have, until now, only been articulated in an
intuitive, rather than a formal, way and as a result
researchers have not been able to use them directly.
For example, it would seem obviously valuable to be
able to query a database for enzymes similar to a given
one, similar at all levels of structure. Retrieval by
similarity – the ability to do BLAST searches – is the
heart of the value of DNA and protein databases, but
such searches are limited to primary sequence
similarity.

In this section we use the ES formulation to
mathematically define the concepts of complexity and
similarity of any two entities. This makes possible the
quantification of similarity between structures,
processes, or states of affairs that reflects structural
differences at every level, not only primary sequence
similarity.

We first define the structural complexity of an
Entity A, with N constituents A1, ...,AN and K
relationships, recursively as:

N

SC(A) = N2 + K 2 + ε ∙ ∑   SC(Ai)
2 (1)

i=1

ε is an experimentally-determined multiplier
modulating the impact of complexity of constituents,
sub-constituents, etc.

In formally defining a similarity measure on pairs
of arbitrary entities, such as biological structures or
constituents of them, we want to take into account the
following intuitions:

 The measure should be responsive to
differences in attributes of the entities
themselves.

 The measure should be responsive to similarity
of structure. Structure differences in an entity
are represented by having different
relationships among constituents, or in having
relationships to a different degree.

 When structure of the constituents of the
entities is known, the similarity between A and
B should reflect the similarity of the their
respective constituents.

Accordingly, we define the structural distance
between two entities in terms of the difference of (1)
the properties of the constituents, and (2) how much
the relationships between the constituents differ, as
follows:

Assume we have two entities A and B whose
structural similarity is to be calculated. Denote the
constituents of A and B by A1, ..., ANA and B1, …,
BNB, respectively. Let the properties of A and B of
interest be p1,…,pM. Denote the relationships between
A-constituents by r1, ..., rK, and those between B-
constituents by rK+1, ..., rK+L.

First, re-order the constituents of A in order of
decreasing complexity, as measured by Formula (1),
and similarly with the constituents of B.

We represent the properties of A- and B-
constituents in a Property Matrix P, and the
relationships between constituents with a Relationship
Matrix R. P is defined as follows:

 P has M columns (one for each property of
interest).

 Let the top NA rows of P represent the
constituents of A, in order, and the next NB
rows represent the constituents of B, in order.

 The matrix entries are the values of each
constituent on each property pi.

 If a constituent does not have property pi, that
matrix entry is blank.
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Figure 4: The Property Matrix P

P now represents the properties of interest of the
A- and B-constituents. In order to meaningfully
compare numerical values representing disparate
properties, the value of P must be normalized.
Accordingly,

 If any column has a value < 0, re-scale the
values of the column by adding the absolute
value of the minimum value of the column to
each value in it. This makes the minimum
value of each column 0.

 Normalize the values of P to the range 1 to 10,
by setting

pi(Aj) = 10 * (pi(Aj) + 1) / (pmaxi+1),
where pmaxi is the maximum value of column i.
(The value of 10 is an empirically-determined,
selected to emphasize the relative importance of
property differences compared to the number of
constituents.)

 Set each empty entry of P to 0.
The values of the property matrix P are now

between 0 and 10, 0 indicating the component does
not have the property of that column, and 1 being the
minimum actual property value.

We can now define the property distance between
any A- and B-constituents, Ai and Bj, by using the
Euclidean distance between the corresponding A- and
B- rows of P:

M
PD(A, B) = ∑  (pk(Ai) – pk(Bj))

2 (2)
i=1

Since the rows of P representing properties of A-
constituents are sorted in order of most-complex-first,
as are the rows of P representing properties of B-
constituents, we have a consistent procedure for
deciding which A-constituent and B-constituent to
compare. For example, if we are calculating the
structural similarity of the ribosomes of two species,
the calculated value would differ significantly
depending on whether the two large subunits and two
small subunits are compared, rather than the large
subunits being compared to the small, and the ordering
ensures that the large are compared to the large, etc.

We now use a similar matrix technique to
calculate similarity based on structure, rather than
properties. Structure is specified by relationships
between A- or B-constituents, each relationship rj

being represented by an ordered n-tuples. Each
relationship has a specific value. For example, in R-
state hemoglobin, the angle between the α1β1 and α2β2

dimers is 15°. Thus, the relationship has the formal
name “angle,” and angle(α1β1, α2β2) = 15.

Denoting the number of A-tuples by NAT, and the
number of B-tuples by NBT, we define R as follows:

 R has K+L columns, one for each relationship.
 Each row of R represents one tuple of A- or B-

constituents, so there are NAT+NBT rows.
 The matrix entries are the values of the

relationships have on the tuples. For example,
the entry for the matrix at the row (α1β1, α2β2),
column “angle,” is 15.

 If a tuple does not have relationship rk, the
corresponding entry of the matrix is blank.

Figure 5: The Relationship Matrix R

The values of R must be normalized in order to be
able to make meaningful calculations with the values,
as were the values of P:

 If any column has a value < 0, re-scale the
values of the column by adding the absolute
value of the minimum value of the column to
each value in it.

 Normalize the values of R to the range 1 to 10,
by setting

ri(Aj) = 10 * (ri(Aj) + 1) / (rmaxi+1) ),
where rmaxi is the maximum value of column i.
(As with P, 10 is an empirically-determined
value chosen to emphasize the relative
importance of relationship differences
compared to number of constituents.)

 Set each empty entry of R to 0.
The A-constituent and B-constituent rows of P

are ordered, to ensure a consistent calculation
procedure. It is necessary to have a consistent scheme

p1 ... pM

A1

...
ANA

B1

...
BNB

r1 ... rK rK+1 ... rK+L

A-tuple1

...

A-
tupleNAT

B-tuple1

...

B-
tupleNBT
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for calculating the Euclidean distance between rows of
R as well, for much the same reason. Therefore, for
any A-tuple taj, let tbκ(j) denotes the B-tuple closest to
taj, using Euclidean distance, i.e., the B-tuple most
similar to taj.

We can now define the total distance between two
Entities A and B in terms of the property distance and
the structural distance:

TD(A, B) = PD(A, B)2 + SD(A, B)2 (3)

The structural distance SD(A, B) is defined
recursively, using the matrix R, as follows:

Let MC = max(NA, NB) and MT = max(NAT,
NBT). Then if both A and B have Descriptions, i.e.,
specified constituents and relationships, we define the
structural distance SD as

MC
SD(A, B) = (NA–NB)2 + ∑  PD(Ai, B i)

2 +
i=1

MT K+L
∑   ∑ ( ri(taj) – ri(tbκ(j)))

2 +
j=1 i=1

MC

δ ∙ ∑  SD(Ai, Bi)
2 (4)

i=1

If NA > NB, PD(Ai, Bi) = PD(Ai, 0 ) for i > NA,
and similarly if NB > MC.

If NAT > NBT, ri(tbj) = 0 for NBT < j <= NAT,
and similarly if NBT > NAT.

If NA > NB, there is no B-constituent to for the
A-constituent, so SD(Ai, Bi) = SC(Ai,), for

NB < i <= NA, and similarly if NB > NA.
If either A or B have no Description, SD(A, B) =

0.
δ is an experimentally-determined discount factor

reflecting the relative importance of the distance
between constituents of A and B. (As with ε,
preliminary work indicates a value of approximately
0.7 for δ.)

Intuitively,
 PD(Ai, Bi) measures similarity of properties of

each pair of constituents.
K+L

 ∑ ( ri(taj) – ri(tbj))
2 measures how much the

i=1
constituents of A and B differ on relationship

MT K+L
ri; and the sum ∑   ∑ ( ri(taj) – ri(tbκ(j)))

2

j=1 i=1

measures the total difference in structures A
and B, as articulated by the relationships ri

between A- and B-constituents.
If A and B are the same except for differing only

in names of constituents and relationships
(mathematically, are isomorphic), TD(A, B) = 0.

As the properties of A and B, the number of their
constituents, the properties of the constituents, the
structure of A and B, and the substructures of A and B
diverge, TD(A, B) increases.

3.1 Examples

We illustrate the calculation of SD with two
examples: the simple structures H20 and NH3, and the
more complex case of eukaryotic and prokaryotic
ribosomes, which illustrates the recursive calculation
and the application of the measure in the presence of
incomplete information.

3.1.1. Structural Similarity of H20 and NH3

For the purposes of this example, we ignore PD(H20,
NH3), so TD(H20, NH3) = SD(H20, NH3), i.e., we
calculate similarity due solely to structural differences
between H20 and NH3. We assume that the properties
of interest are atomic mass and electronegativity, and
the relationships of interest are distance D and bond
angle α between the central atom and non-central ones.
(This example illustrates the fact that TD may be
considered a class of measures rather than a single
one, for the particular similarity values will depend on
the properties and relationships included in the
calculation. Choice of properties and relationships
depends on the particular application.)

We suppose that the member attributes of interest
in this case are atomic mass and electronegativity of
the constituents, which give the P and R matrices
shown in Tables 1 and 2:
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Table 1: P matrix for H20 and NH3

Table 2: R matrix for H20 and NH3

Normalizing P and R and re-ordering rows so that
the pairs of most similar rows are adjacent results in
Tables 3 and 4:

Table 3: Normalized P for H20 and NH3

Normalized
atomic mass

Normalized
electro-

negativity

10.0 10.0

8.8 5.9

0.6 6.4

0.6 6.4

0.6 6.4

0.6 6.4

0.6 6.4

Table 4: Normalized R for H20 and NH3

From Formula (3) above, TD(H20, NH3) =
1 + 18.25 + 201.8 = 14.87.

Similar calculations with CO2 yield Table 5:

Table 5: TD of H20, NH3, and CO2

3.1.2 Structural similarity of eukaryotic and
prokayotic ribosomes

Section 2.5.3 shows an ES of the eukaryotic
ribosome. The analogous ES of the prokaryotic
ribosome, from [11], is:

N: prokayotic ribosome
Relationships:

a. molecular weight(ribosome.prokayotic) =
2.500,000

D:
Paradigm: 1

Sub-objects:
1. [SRSU]
2. [LRSU]

Relationships:
a. molecular weight(SRSU) = 900,000
b. molecular weight(LRSU) = 1,600,000
c. adjacent(LRSU, SRSU)

N: large ribosomal subunit
Relationships:

a. molecular weight(LRSU) = 1,600,000
Paradigm: 1

Sub-objects:
1. [5S RNA]
2. [23S RNA]
3. [Protein1]

Atomic
mass Electronegativity

O 16 3.44

Hw 1 2.2

Hw 1 2.2

N 14 2.04

Ha 1 2.2

Ha 1 2.2

Ha 1 2.2

D α
(O, H) 95.84 104.5

(O, H) 95.84 104.5

(N, H) 101.7 107.8

(N, H) 101.7 107.8

(N, H) 101.7 107.8

Normalized
D

Normalized
α

(O, H) 9.4 9.7

(N, H) 10.0 10.0

(O, H) 9.4 9.7

(N, H) 10.0 10.0

(N, H) 10.0 10.0

H20 NH3 CO2

H20 0 14.87 7.23

NH3 0 19.91

CO2 0
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…
36. [Protein34]

N: 5S RNA
Paradigm: 1

Sub-objects:
1. [Nucleotide1]
…
120. [Nucleotide120]

N: 23S RNA
Paradigm: 1

Sub-objects:
1. [Nucleotide1]
…
2900. [Nucleotide2900]

N: SRSU
Paradigm: 1

Relationships:
a. molecular weight(LRSU) = 900,000

Paradigm: 1
Sub-objects:

1. [16S RNA]
2. [Protein1]
…

22. [Protein21]

N: 18S RNA
Paradigm: 1

Sub-objects:
1. [Nucleotide1]
…
1540. [Nucleotide1540]

Denoting the eu- and prokaryotic ribosomes Rib-
eu and Rib-pro, from (3) we have

TD(Ribeu, Ribpro) =

PD(Rib-eu, Rib-pro)2 + SD(Rib-eu, Rib-pro)2 =

4.052 + SD(Rib-eu, Rib-pro)2 =

16.38 + SD(Rib-eu, Rib-pro)2

Calculating SD(Rib-eu, Rib-pro) from (4), we
have MC = 2 and ∑ ∑ ( ri(taj) – ri(tbκ(j)))

2 = 0 because
the only constituent relationship is adjacency, which is
true of both eukaryotic and prokaryotic ribosomes.
Setting δ = 0.7, we have SD(Rib-eu, Rib-pro) =

From the normalized P matrix, the term

2
∑  PD(Rib-eui, Rib-pro i)

2

i=1

= 4.32 + 3.62 = 31.1.
2

The term ∑  SD(Rib-eui, Rib-proi)
2

i=1

= SD((LRSU-eu, LRSU-pro)2 +
SD(SRSU-eu, SRSU-pro)2

Again from (4), SD(LRSU-eu, LRSU-pro) =

The term ∑PD(LRSU-eui, LRSU-pro i)
2 = 0,

because the ESs here (which are a formalization of the
description in [11]) do not include properties of the
constituents of the LRSU.

52
The term ∑  SD(LRSU-eui, LRSU-pro i)

2

i=1

becomes SD(28S, 23S)2 + SD(5.8S, 5S) 2 + SD(5S, 0)2

+ 34*0 + 15*1, because the proteins of the prokaryotic
LRSU correspond to 34 of the 49 of the proteins in the
eukaryotic LRSU and there is no further specification
of those proteins. (Were there such specifications, as
there would be with a specification of the ribosomes’
structure down to the amino acid or atom level, these
terms would not be 0.) The only specification of
structure of the rRNA constituents of the LRSU are
the numbers of nucleotides in them, so SD(28S, 23S)2

+ SD(5.8S, 5S)2 + SD(5S, 0)2 = (4700-2900)2 + (160-
120)2 + 1202 = 3,256,000, and SD(LRSU-eu, LRSU-
pro) =1509.8.

Similarly, SD(SRSU-eu, SRSU-pro) =
2

(2-2)2 + ∑  PD(Rib-eui, Rib-pro i)
2 + 0

i=1
2

+ 0.7 * ∑  SD(Rib-eui, Rib-proi)
2

i=1

52
(52-36)2 + ∑  PD(LRSU-eui, LRSU-pro i)

2

i=1

+ 0
52

+ 0.7 * ∑  SD(LRSU-eui, LRSU-pro i)
2

i=1

34
(34-222 + ∑  PD(SRSU-eui, SRSU-pro i)

2

i=1
+ 0

34
+ 0.7 * ∑  SD(SRSU-eui, SRSU-pro i)

2

i=1
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= 64 + 0.7* SD(18S, 16S) 2 = 360.1.

Thus, SD(Rib-eu, Rib-pro) =

0 + 31.1 + 0.7*(1509.8 + 360.1) = 114.5, and

TD(Ribeu, Ribpro) = 16.38 + SD(Rib-eu, Rib-pro)2

= 16.38 + 114.5

= 11.4

3.2 Discussion

It was noted above (Sec. 2.5.3) that there is no
single correct description of an entity.
Correspondingly, there is no single “correct” value of
TD or SD. Rather, as we have seen in the ribosome
example, the calculation depends on the particular
properties and relationships chosen as the basis of the
calculation, and on the information represented in the
particular ESs used, which may reflect information
either omitted or unknown. Thus, in use, a researcher
first specifies the properties and relationships of
interest in the particular investigation, and uses
structural similarity search to find structures,
mechanisms, etc. similar in those terms. For example,
it may be of value to find structures with a similar
number of constituents in similar positional
relationships, without regard to net charge on the
overall structure, or structures very similar in shape (as
measured by similarity of angle and position
relationships) but ignoring the properties of a
particular constituent. Or, as in ribosome example, the
question of interest may be, “How similar are enzymes
A and B in high-level structure, ignoring the fine
structure of the proteins in each?”

The work of building large knowledge bases of
comprised of Entity Specification of biological
knowledge is in its initial stages, and work on building
tools to support the creation of ESs is also in its initial
stages. Because there are many possible descriptions
of an entity, creating ESs that are accurate
formalizations of existing, informal, descriptions
requires some expertise in biology. This means the
work must be done by people with some training in
biology, or in collaboration with them. Experience to
date, however, indicates that producing good ESs does
not require professional-level expertise.

4. Relationship to other work

Entity specifications are based on the
“representation formats” of P. G. Ossorio, the Object

Unit, Process Unit, and State of Affairs Unit [2]. The
representations formats, especially the Process Unit,
were the basis of several successful computer systems
implementing the algorithms enumerated at the
beginning of Sec. 2.6. These included a number of
query systems [3] and LDS/UCC, a large system to
actually carry out the processes specified [4]. The
LDS/UCC system shows the applicability of ESs to
simulation, especially when knowledge of the
structures and processes is incomplete and at multiple
levels of detail, as is commonly the case in biology.

Representation formats have a clear similarity to
frames, but are a substantial refinement of the concept
of frame. The most important distinction is that the
constituents of ES are those that must be present by
definition of the entity, whereas a frame is defined
simply as “things commonly found together” [5], or as
in Protégé [7], a related concept. (Interestingly, while
clearly a refinement of frames, Ossorio’s work
predates the introduction of frames by several years
[6].) Entity Specifications may be viewed as a
rigorous version of frames, combined with the
mathematical logic approach to inclusion of
relationships.

Class hierarchies, i.e., ontologies, are the most
common representation of biological knowledge. As
we have seen, a set of ESs specifying an entity at
multiple levels of detail is a hierarchy, and thus a set
of ESs has a superficial resemblance to an ontology.
However, the resemblance is only superficial,
specifically in that both ontologies and ESs are
hierarchically structured. Ontologies are designed to
represent class membership and inheritance
information; ESs are designed to represent structure.
In an ontology, a child node represents a particular
kind of the parent node, and members of the sub-class
inherit attributes defined on the super-class; in ESs, a
child node represents a constituent of the larger entity.
Properties of entities and relationships between them
are not inherited by their constituents. Thus, both the
information represented and the fundamental concept
denoted by the parent-child relationship in the node
hierarchy are entirely different. While relational or
attribute knowledge are often included in ontologies,
the relations and attributes are any of interest, not
those that define the items and its structure.

Frame-based systems such as Protege can be used
to define an ontology, but a slot in a Protege frame is
not the same as a constituent of an entity. While using
frames, descriptions using Protege are nonetheless
ontologies, and thus represent class hierarchies, not
constituents and inter-constituent relationships.

Some ontologies, such as Gene Ontology [8],
include a specific relationship, part_of, which
specifies that one item is part of another. This is the
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same concept as that of entity being a constituent of
another. The difference between GO and ES is that
while both provide a mechanism for specifying that
one item is part of another, only ES provides
mechanisms for specifying the other facts about the
parts: how the parts are related (the set of n-ary
relationships {rj}) and eligibilities {(Cj, i, r)} that
specify rules for which actual thing i may serve in the
role of each constituent Cj. For example, in both GO
and ES we can specify formally that α1β1 and α2β2 are
parts (constituents) of hemoglobin, but in ES we can
also specify formally that angle between the α1β1 and
α2β2 is 15°. Since structure is defined by the
relationships {rj }, this means ES provides the formal
mechanism for specifying all aspects of structures and
mechanisms, rather than the bare fact that one thing is
a part of another.

The GO relationship is_a allows definition of
class hierarchies; and regulates, positively_regulates
and negatively_regulates, identify inter-process
relationships. These are the only relationships in GO.
Entity Specification incorporates the formal
specification of any relationship, as in mathematical
logic. GO relationships are therefore special cases or
instances of ES relationships.

Peleg et al [9] integrates hierarchical process
descriptions and participant-role logic, using
organization workflow models combined with the
Tambis [10] ontology to model biological processes.
Tambis has the difficulties of any ontology: the only
relationships that can be represented in it are those
derivable from the pre-defined base relationships
combined by subset/superset and “is part of.”

Certain of the concepts in this paper were also
presented in [12], in the context of applications in the
social sciences.
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Abstract—This paper presents a stratified mixture model based
clustering framework, sBGMM. It is an extension of one of our
previously developed models, BGMM (beta-Gaussian mixture
model), which can not only cluster genes based on beta and
Gaussian distributed data but also convert information from a
third data source to the priors based on which genes are pre-
partitioned into several groups. By assigning genes in the same
pre-group the same prior probabilities of belonging to a certain
cluster, sBGMM transfers information from a third data source
into the results and allows a high level of flexibility in the choice
of the third data source. Different from data sources that are
modeled as the component of the joint model, information used
for prior construction can be from any sources and of any level of
sparsity. Besides the extremely flexible choice of prior, sBGMM
can also be extended to other parametric distributed data, which
adds even more flexibility to this model-based clustering frame-
work. We developed an expectation maximization algorithm for
jointly estimating the parameters of sBGMM, and propose to
tackle model selection problem by approximation based model
selection criteria, where four well-known penalized methods,
Akaike information criterion, a modified Akaike information
criterion, the Bayesian information criterion, and the integrated
classification likelihood-Bayesian information criterion, are tested
and compared. Both simulation and real case study indicate
that information from different data sources can reinforce each
other and utilizing information from one data source to stratify
the model can improve the clustering accuracy especially when
the noise is comparatively high in both beta and Gaussian
distributed data. Applications with full set of real mouse gene
expression data (modeled as Gaussian distribution) and protein-
DNA binding probabilities (modeled as beta distribution) not only
yield more biologically reasonable results compared to its non-
stratified version, but also discovered the relationship between
two set of genes and eight TFs, which are all likely to be involved
in Myd88-dependent Toll-like receptor 3/4 (TLR-3/4) signaling
cascades.

Keywords—stratified finite mixture model; gene clustering;
multiple data fusion; prior

I. INTRODUCTION

Gene clustering has become one of the most explosively
expanding tools for genome-level data analysis, such as in-
ferring gene functions [34] and identifying genes involved
in a particular molecular pathway [28]. Numerous compu-
tational methods have been developed for it, among which

the most prevalent ones include hierarchical clustering [9], K-
means [15], and Self-Organizing Maps [32]. These approaches
are generally applied to gene expression data [16], which al-
though have demonstrated their usefulness in applications [29],
are over dependent on the similarity among gene expression
patterns, rendering the results less accurate due to the varied
transcriptional coherence in response to diverse environmental
stresses and vulnerable to system or experimental error be-
cause of using single data source alone and no reinforcement
from other data sources.

Multiple data fusion has been widely applied to many prob-
lems in the field of system biology, assuming that information
from different data sources reinforce each other and can offer
us a general view of the system from different perspectives.
Nowadays, as more and more different biological data sources,
such as protein-DNA binding probabilities, protein-protein
interactions, evolutionary conservations histone modifications
and methylation information, et cetera, are becoming avail-
able since new experimental techniques keep emerging, it is
possible to cluster genes based on multiple data sources and
promising to group genes based on multiple criteria. Therefore,
how to efficiently utilize heterogeneous data sources has
become one of the most challenging problems in this field.

Gene clustering method can be roughly classified into three
categories, which are heuristic, iterative relocation and model-
based methods [11]. Common restrictions of using methods
that belong to the first two categories are the determination of
the number of clusters and handling with the outliers, which
however can be easily solved by model-based methods. Due
to the clear definition of what a cluster is, a subpopulation
with a certain distribution, model-based methods handle with
outliers by recasting it as the model selection problem and
adding one or more components, respectively [11], [17], [24].
Also, model-based method beats the first two approaches in
its statistical nature [11].

In the realm of standard model based gene clustering, be-
sides the most commonly used statistically method, Gaussian
mixture model (GMM) [3], [10], [12], [18], [20], [24], [31],
[37], mixture models of some other distributions have also
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been developed to solve various problems, such as using a two-
component beta mixture model (BMM) to cluster correlation
coefficients [17] and applying multinomial models to high
dimensional text clustering [22], [36]. While most works
on model based methods are devoted to exploring novel
applications or improving the computational complexity of the
algorithm regardless of the information source, [25] proposed
a GMM that can incorporate priors beyond expression data by
allowing genes that share the same biological function to have
an equal prior probability while differ from the other genes in
gene clustering.

Inspired by the promising results brought out by stratifying
the priors in GMM [25] and the obvious superiority of data
fusion over using single data sources alone, we developed a
stratified joint mixture model, sBGMM, to cluster genes based
on beta and Gaussian distributed data and stratify the prior
according to a third data source. This algorithm differs from
our previously developed joint mixture model, BGMM [7], in
its utilization of three data sources by converting information
from a third one to the prior of the joint mixture model.
Also, it exceeds the work of [25] by integrating multiple data
sources. Moreover, besides the flexible framework inherited
from BGMM, sBGMM assigns more freedom to the choice
of prior, which is not restricted to any distribution or limited
to the completeness of the data.

We have previously developed an approximated (optimize
the complete log-likelihood instead of its expectation) expecta-
tion maximization (EM) algorithm for BMM, and a hybrid EM
algorithm, where EM for beta and Gaussian distributions are
approximated and standard version, respectively, for sBGMM.
Encouraged by the flexibility provided by sBGMM and its
excellent simulation performance shown in [1], we further
extend the hybrid EM for sBGMM to the standard EM in
this paper, and test it under more simulation scenarios and
with real data.

Many statistical methods can be applied to solve the model
selection problem, where four well known penalized likelihood
criteria (which belong to approximation-based model selection
criteria [30]), Akaike information criterion (AIC) [2], [4],
modified AIC (AIC3) [4], [5], Bayesian information criterion
(BIC) [25], [27], and integrated classification likelihood-BIC
(ICL-BIC) [17] are compared in sBGMM in this study. Based
on the simulation results, where sBGMM was compared with
BGMM under different scenarios, ICL, other than AIC3 which
is proposed for being used in the approximated version of
sBGMM [1], performs best in sBGMM.

The following sections are organized as ‘Methods’, ‘Re-
sults’, and ‘Conclusions’, where mixture model based cluster-
ing and EM algorithm are heavily discussed in ‘Methods’,
results of performance test with simulations and real data,
as well as a real case application are shown in different
subsections of ‘Results’, and in ‘Conclusions’ we first summa-
rized this work, and then discussed its limitation and possible
extensions.

II. METHODS

This section introduces the proposed algorithm, including
the clustering framework, EM algorithm, prior construction,
model selection, and its initialization and convergence.

A. Stratified beta-Gaussian mixture model clustering frame-
work

In model-based clustering methods, each observation xj ,
where j = 1, . . . , n and n is the number of genes, is drawn
from a finite mixture distribution with the prior probability
πi, component-specific distribution f

(g)
i and its parameters θi.

The formula is given as [21]

f(xj |θ) =
g∑

i=1

πif
(g)
i (xj |θi), (1)

where θ = {(πi, θi) : i = 1, . . . , g} is used to denote all the
unknown parameters, with the restriction that 0 < πi ≤ 1
for any i and

∑g
i=1 πi = 1. Note that g is the number of

components in this model. In the following texts, we ignore
the superscript (g) from f

(g)
i for simplicity.

In order to integrate as many information sources as possi-
ble, we propose in this paper an sBGMM

f(k)(xj |θ(k)) =
g∑

i=1

π(k),if
(g)
i (xj ; θi), (2)

where 1 ≤ k ≤ K. It means that the genes can be partitioned
into several groups, say G1, . . . , GK , based on additional prior
before EM is run, and the K stratified models share the same
set of component distributions while differ in their usage of
stratum-specific prior probabilities.

Define θ = [π, θ1, θ2]
T , π =

[
π(1), . . . , π(K)

]T ,
θ1 = [α11, . . . , αgp1 , β11, . . . , βgp1 ]

T , and θ2 =[
µ11, . . . , µgp2 , σ

2
1 , . . . , σ2

p2

]T
, where p1 and p2 each

represents the dimension of the observations in BMM and
GMM, respectively, and π(k) = [π(k),1, . . . , π(k),g] where
k = [1, . . . , K] for K stratified models. We also denote Y
and Z as the observations of beta distributed and Gaussian
distributed data, respectively, function f of y and f of z
as the density function of beta and Gaussian distribution,
respectively, and x = [yT , zT ]T .

Apart from adding the prior, sBGMM is built from BMM
and GMM with the assumption that, for each component i, the
beta distributed and Gaussian distributed data are independent.
In the BMM part, each component is assumed to be the
product of p1 independent beta distributions, whose probability
density function is defined as

fi(y|θ1i) =
p1∏

u=1

yαiu−1
u (1− yu)βiu−1

B(αiu, βiu)
, (3)

where θ1i = [αi1, . . . , αip1 , βi1, . . . , βip1 ] and y =
[y1, . . . , yp1 ]

T . Likewise, each component is assumed to follow
a Gaussian distribution in the GMM part, whose probability
density function of each component for each gene is defined
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as

fi(z|θ2i) =
1

(2π)
p2
2 |V | 12 exp

(− 1
2
(z− µi)T V −1(z− µi)

)
,

(4)
where θ2i = [µi1, . . . , µip2 , σ

2
1 , . . . , σ2

p2
], µi =

[µi1, . . . , µip2 ]
T , V = diag(σ2

1 , σ2
2 , . . . , σ2

p2
) and

|V | =
∏p2

v=1 σ2
v . Notice that diagonal covariance matrix

is assumed in the Gaussian part, which is especially useful
for high-dimensional data since it can significantly reduce the
number of parameters that are needed to be estimated from
data.

B. EM algorithm

The standard EM algorithm is applied to estimate the param-
eters θ in sBGMM iteratively, whose derivation is similar with
one of our previously developed model, BGMM, as proposed
in [6].

The data log-likelihood (natural logarithm is referred to
throughout this paper) can be written as

log L(θ) =
n∑

j=1

log(

[
g∑

i=1

π(k),ifi(xj |θi)

]
), (5)

given X = {xj : j = 1, ..., n}, whose direct maximization,
however, is difficult.

In order to make the maximization of Equation 5 tractable,
the problem is casted in the framework of incomplete data.
Since we assume that the beta and Gaussian distributed data
are independent, the complete data likelihood, Lc, can be
factored as

Lc(θ) = f(Y |c, θ)f(Z|c, θ)f(c|θ). (6)

If we define cj ∈ {1, . . . , g} as the clustering membership of
xj , then the complete data log-likelihood can be written as

log Lc(θ) =
n∑

j=1

g∑

i=1

χ(cj = i) log (π(k),ifi(xj |θi)), (7)

where χ(cj = i) is the indicator function of whether xj is
from the ith component or not.

In the EM algorithm, E step computes the expectation of
the complete data log-likelihood

Q(θ|θ(m)) = Ec|X,θ(m)(log Lc)

=
n∑

j=1

Ecj |yj ,zj ,θ(m) [log (f(yj |cj , θ1))]

+
n∑

j=1

Ecj |yj ,zj ,θ(m) [log (f(zj |cj , θ2))]

+
K∑

k=1

∑

j∈Gk

Ecj |yj ,zj ,θ(m)

[
log

(
f(cj |π(k))

)]
,

(8)

where θ(m) represents the parameters estimated in the mth

iteration, and details of the derivation of Q can be found

in [21]. By computing the expectation, Equation 8 becomes

Q(θ|θ(m)) =
n∑

j=1

g∑

i=1

τ
(m)
ji log(π(k),ifi(yj |θ1i)fi(zj |θ2i)),

(9)
where

τ
(m)
ji = p(cj = i|xj , θ

(m))

=
π

(m)
(k),ifi(yj |θ(m)

1i )fi(zj |θ(m)
2i )

∑g
i′=1 π

(m)
(k),i′fi′(yj |θ(m)

1i′ )fi′(zj |θ(m)
2i′ )

, (10)

is the estimated posterior probability of xj , which belongs to
the kth layer according to the prior, coming from component
i at iteration m according to Bayes’ rule. Note that we
can assign each xj to the component i0 that maximizes
its estimated posterior probability, i.e., {i0|τji0 = maxi τji}.
Also, the assumption that the beta distributed and Gaussian
distributed data are independent is carried over to the expected
log-likelihood as shown by Equations 8 and 9.

To derive the closed form or numerical optimization formula
for updating parameters in sBGMM, we used Lagrange multi-
pliers to solve this constrained optimization problem, with the
Lagrangian function shown in Equation 11.

L(θ) =
n∑

j=1

g∑

i=1

τ
(m)
ji log (fi(yj |θ1i))

+
n∑

j=1

g∑

i=1

τ
(m)
ji log (fi(zj |θ2i))

+
K∑

k=1

∑

j∈Gk

g∑

i=1

τ
(m)
ji log(π(k),i)

+
K∑

k=1

λk

(
1−

g∑

i′=1

π(k),i′

)
(11)

Parameters of BMM part, θ1i =
[αi1, . . . , αip1 , βi1, . . . , βip1 ] 1 ≤ i ≤ g, are optimized
by Newton-Raphson method and updated by

θ
(m+1)
1i = θ

(m)
1i −H−1(θ(m)

1i )∇θ1iL(θ(m)
1i ), θ1i ≥ 1, (12)

where H−1(θ(m)
1i ) is the inverse of the Hessian matrix eval-

uated at θ
(m)
1i , and L(θ(m)

1i ) is the Lagrangian function of
Q(θ(m)

1i ).
Parameters of the GMM part, θ2i =

[µi1, . . . , µip2 , σ
2
1 , . . . , σ2

p2
] 1 ≤ i ≤ g, in sBGMM can

be estimated by the standard EM algorithm of GMM with
diagonal covariance matrix as shown in the following closed
form formula

µ̂
(m+1)
iv =

n∑

j=1

τ
(m)
ji zjv/

n∑

j=1

τ
(m)
ji , (13)

σ̂2,(m+1)
v =

n∑

j=1

g∑

i=1

τ
(m)
ji (zjv − µ

(m)
iv )2/n, (14)

which can be obtained by plugging Equation 4 in Equation 11
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and taking the derivatives of Equation 11 with respect to µiv

and σ2
v , respectively.

Optimization of the prior probability of each gene’s clus-
tering membership, π, can be derived by taking the derivative
of Equation 11 with respect to π(k),i, i.e.,

∂L(θ)
∂π(k),i

=
∑

j∈Gk

τ
(m)
ji

1
π(k),i

− λk,

π̂
(m+1)
(k),i =

∑

j∈Gk

τ
(m)
ji /λk.

Moreover, since

1 =
g∑

i=1

π(k),i

=
g∑

i=1

1
λk

∑

j∈Gk

τji

=
1
λk

∑

j∈Gk

g∑

i=1

τji

=
1
λk

∑

j∈Gk

1,

thus, λk = nk. Consequently, the updates of π is given by

π̂
(m+1)
(k),i =

∑

j∈Gk

τ
(m)
ji /nk, (15)

where Gk is the kth group with nk genes, according to the
prior.

From the above equations, it is easy to see that the EM of
sBGMM will reduce to the EM of BGMM if K = 1, and will
further reduce to BMM or GMM, respectively, as p2 or p1

equals to zero.
1) Prior construction: Priors of Equation 2 can be deter-

mined from any possible data sources. It can be either another
complete data source different from what have been used
in the component models (BMM and GMM), e.g., the pre-
cluster results obtained from PPI data [35], or some incomplete
information relevant to our problem, e.g., information retrieved
from database. In the following study, we employ a complete
PPI data set for simulation test, and obtain a set of incomplete
information from a database for real case study. Conversion
of PPI data into prior is described below.

PPI data, which is typically a binary square matrix, is
first converted into contact matrix (denoted as A) and then
transformed into pathlength matrix (denoted as P ). Contact
matrix is in the form of

A =

{
1 if i ⇔ j

0 if i < j,
(16)

where i ⇔ j means the existence of a connection between
node i and j while i < j denotes the other way around. In
the pathlength matrix, the pathlength between nodes i and j
is denoted as Pij and characterized as the smallest integer
k ≥ 1 such that (Ak)ij 6= 0. P contains all the path lengths

for all pairs of nodes which are calculated by the ‘pathlength’
function of the ‘CONTEST’ toolbox in matlab [33]. We use
the pathlength matrix to pre-cluster the genes (corresponding
to the proteins they encode) using a simple hierarchical
clustering algorithm which employs Euclidean distance as the
distance matrix and nearest neighbor algorithm as the linkage
construction method, and matlab function ‘clusterdata’ is used
here for this purpose. Then we assume that genes from the
same pre-cluster share the same prior probability π(k),i of
coming from the same cluster i, and allow them coming from
different clusters.

C. Model Selection

Four well-known approximation-based model selection cri-
teria, BIC [25], [27], ICL [17], AIC [2], [4], and AIC3 [4],
[5] are compared in sBGMM, according to which the best-
performing criterion within the tested scope is chosen. Calcu-
lations for the above criteria are defined as

AIC = −2 log L(θ̂) + 2d, (17)

AIC3 = −2 log L(θ̂) + 3d, (18)

BIC = −2 log L(θ̂) + d log(nM), (19)

ICL = −2 log L(θ̂) + d log(nM)

−2
n∑

j=1

g∑

i=1

τji log(τji), (20)

where d is the number of free parameters, and M (in equa-
tions 19 and 20) is the total amount of the data (M =∑W

w=1 Mw, Mw is the size of data set w and W is the num-
ber of input data sets). Note that −2

∑n
j=1

∑g
i=1 τji log(τji)

is the estimated entropy of the fuzzy classification matrix
Cji = (τji) [17].

sBGMM has K − 1 more free πi’s than BGMM because
of the K stratified layers. In BGMM, the number of free
parameters d is the summation of those in BMM and GMM
minus one set of redundant free πi’s, which is dBG =
2gp1 + p2 + p2g + (g − 1). Therefore, the number of free
parameters in sBGMM is dsBG = 2gp1+p2+p2g+K(g−1).

D. Initialization and convergence

In this study, parameters αiu’s and βiu’s for each dimension
of beta distribution u (u ∈ {1, . . . , p1}) are initialized by
method-of-moments so that their means are randomly dis-
tributed within the range of y1u, . . . , ynu and variances are
equal for all clusters (g), µiv’s and σ2

v’s are obtained from the
randomly initialized fuzzy c-means clustering results, and πi’s
are initialized with the same random value within each group
Gk, and the sum of the probabilities of g components is one.

In order to avoid the possible local maxima, we run the
algorithm multiple (100) times with different initial values.
The convergence threshold (where Q is used to monitor the
convergence) and maximum number of iterations were set to
0.0001 and 100, respectively, for all the tested models, and all
the simulations have reached their convergence according to
the statistics stored during the simulations.
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III. RESULTS

We first tested the performance of sBGMM with artificial
and real data, respectively, and then applied it to a real
biological case, which are discussed separately below.

A. Performance test with artificial data

According to work done in [19] only part of protein-DNA
binding data and gene expression data agree with each other
(consisting of the same number of clusters), and data can fall
into three regions as illustrated in Figure 1. Beta and Gaussian
distributed data may share the same number of underlying
clusters (denoted as ‘Region 1’) or may not, and we denote
the scenario that beta distributed data has more underlying
clusters as ‘Region2’, and ‘Region3’ for the scenario of the
other way around. To match the three scenarios, we designed
data sets 1 to 3 for data of both beta and Gaussian distributions,
respectively, whose parameters are listed in Table I. Each
artificial data set is designed to fall into five categories:
‘good Beta’ (gB), ‘bad Beta’ (bB), ‘good Gaussian’ (gG),
‘bad Gaussian due to close means’ (bGm), and ‘bad Gaussian
due to large variances’ (bGv), where ‘good’ stands for low
noise level, and ‘bad’ means the opposite. The dimensions
are designed to be n = 100 and p = 4 for both data sets.
We also designed three PPI data sets to test the influence of
different priors on the clustering results. Prior 1 and 2 are
constructed based on the same underlying ground truth (the
same number of underlying clusters and the same clustering
membership of each gene) but differ in their noise levels, while
prior 3 contains some mis-clustering (clustering membership
of some genes are not consistent with the designed Gaussian
and beta distributed data) information and shares the same
noise level with Prior 1. All sparsity patterns are shown in
Figure 2, where the three priors are denoted as ‘T9’, ‘T2’, and
‘F9’, respectively, with the capital letter representing ‘true’ or
‘false’ (meaning that there is or there is not mis-clustering
information, respectively), and the following number standing
for the noise level (the higher the number the lower the noise),
e.g., 9 means the intensity of signal over background is 9. All
the simulations are repeated 10 times with randomly generated
data sets (including the data used for prior construction).

We used the same scoring system as developed in [7] for
performance evaluation, which is denoted as ‘E score’

ej(r) =

{
1 if ẑji = 1 and ri = Tj

0 otherwise

E = max
r∈R

n∑

j=1

ej(r)/n (21)

R =
{
r = (r1, . . . , rĝ) : ∀i 6= j ri 6= rj ;

ri ∈ {1, . . . , max{ĝ, g}}}.

Notations of in this scoring system are defined as follows.
Tj denotes the ground truth clustering membership of data
j. R stands for all possible associating ways between the
estimated and the true clusters, where ri is the label of
data belonging to component i predicted by the clustering

 

 

Binding Data

Region 1

Region 2

Region 3

Expression Data

Figure 1. Region divisions of input data. In Region 1 gene expression and
protein-DNA binding data have the same number of underlying components;
in Region 2 binding data has more components; in Region 3 expression data
has more components.

algorithm, and r is chosen from labels 1, 2, . . . , max{ĝ, g}
(ĝ and g are the largest labels in the estimated and ground
truth clustering respectively). Denote also e as the individual
score of each gene, E as the average score of all the genes
for each repetition, ‘E score’ of each repetition as the one
corresponding to the optimal Q, and the final ‘E score’ of
each data set as the median of the 20 ‘E score’s. This scoring
system evaluates the overall performance of the model since
it not only records the accuracy of the results but also reflects
the influence of the criterion for model selection.

We compared the performance of sBGMM and its non-
stratified version, BGMM, with data set 1 to data set 3, each
coupled with prior ‘T9’, ‘T2’ and ‘F9’. Before performance
test, we first compared each model selection criterion in
handling different scenarios in each model, whose results are
shown in Table II. According to the average E scores shown in
Table II, there is no universal optimal criterion for sBGMM or
BGMM, but ICL is much safer to choose for sBGMM since
it selects most of the correct models.

Performance comparison results of sBGMM with its non-
stratified version under different scenarios with different priors
are shown in Figure 3, where the E scores are calculated
with the assumption that the real number of underlying
clusters is three (therefore the prior is designed to contain
three underlying clusters) and the model is chosen by the
criterion that generates the highest average E score under
each scenario. It is seen from Figure 3 that sBGMM and
BGMM perform equally well when at least one type of data
(excluding the prior) contains less noise and has the correct
number of underlying clusters for data within ‘Region 1’,
anything combined with ‘gB’ for data within ‘Region 2’, and
anything combined with ‘gG’ for data within ‘Region 3’. This
indicates that our joint models (both sBGMM and BGMM)
have the ability to offset the noisy or incorrect information
within one type of data by utilizing information from the
other one. However, when the noise level, including noise and
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T9

(a)

T2

(b)

F9

(c)

Figure 2. Sparsity patterns of the contact matrix of the artificial PPI data
sets. (a) ‘T9’: true prior with noise level equals 9. (b) ‘T2’: true prior with
noise level equals 2. (c) ‘F9’: false prior with noise level equals 9.

incorrect number of underlying clusters, is too high for both
types of data, using additional information becomes important
as shown by ‘yellow’ and ‘carmine’ in ‘Region 1’, ‘blue’,
‘yellow’ and ‘carmine’ in ‘Region 2’, and ‘cyan’, ‘yellow’,
‘red’ and ‘carmine’ in ‘Region 3’. It is also clear that there
is no significant difference for using different priors (‘T9’,
‘T2’, and ‘F9’) in sBGMM if the prior does not contain too
much mis-clustering information, which means that sBGMM
is not sensitive to the noise and is tolerant of small amount of
inconsistent information in the prior. All together, these results
indicate that adding additional prior can utilize information

M P R AIC AIC3 BIC ICL
BGMM R1 0.8270 0.8325 0.8459 0.8464

R2 0.7855 0.7796 0.7663 0.7723
R3 0.7763 0.7803 0.7910 0.7849

sBGMM T9 R1 0.8545 0.8680 0.8806 0.8845
T9 R2 0.7434 0.7714 0.8376 0.8430
T9 R3 0.7820 0.7995 0.8188 0.8270

sBGMM T2 R1 0.8459 0.8636 0.8844 0.8820
T2 R2 0.7653 0.8001 0.8305 0.8391
T2 R3 0.7699 0.7941 0.8323 0.8343

sBGMM F9 R1 0.8444 0.8600 0.8881 0.8881
F9 R2 0.7430 0.7674 0.8406 0.8430
F9 R3 0.7575 0.7900 0.8295 0.8295

Note: Values shown here are the averages of E scores
over all the tested cases (‘gG+gB’, ‘gG+bB’, ‘bGm+gB’,
‘bGm+bB’, ‘bGv+gB’, ‘bGv+bB’) selected by each cri-
terion in each model. ‘P’ column shows the priors. ‘M’
column lists the name of the tested models. ‘R’ column
shows the region that beta and Gaussian distributed data
belong to. ‘ICL’ is short for ‘ICL-BIC’. E scores shown
in bold face are the selected best criterion with respect to
highest average E scores and used in drawing Figure 3. All
values are rounded to four decimal points.

Table II
COMPARISON OF DIFFERENT MODEL SELECTION CRITERIA IN SBGMM

AND BGMM.

from more data sources, rendering sBGMM more robust in
handling with various scenarios than BGMM.

B. Performance test with real data

We applied our methods to mouse protein-DNA bind-
ing probabilities (modeled as beta distribution) and gene
expression data (modeled as Gaussian distribution). The
protein-DNA binding data contains the probabilities of 266
TFs binding to 20397 genes, which were calculated with
mouse-specific position weight matrices from the TRANS-
FAC database (the web server and data are available at
http://xerad.systemsbiology.net/ProbTF/ [14]). The gene ex-
pression data is composed of 1960 genes measured from 95
conditions [26], where six Toll-like receptor (TLR) agonists
(CpG, Pam2CSK4, Pam3CSK4, LPS, poly I:C and R848) were
used as the treatments, and four gene knock-out mutants and
different time points were included to increase the diversity
of the TLR-stimulated gene expression data set and the
number of measurements. There are 1766 genes measured in
both datasets. We removed the genes whose gene expression
profiles have low absolute values (less than 10th percentile)
with matlab function ‘genelowvalfilter’, and then chose genes
whose annotations are available through the functional classifi-
cation tool of DAVID database (whose web server is available
at http://david.abcc.ncifcrf.gov/home.jsp [13]). In the end, 673
genes are chosen for the following studies. The chosen protein-
DNA binding data (beta distributed data that are used in this
study) is composed of the binding probabilities of the 673
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Figure 3. Simulation results. Performance comparison of sBGMM with
BGMM for (a) region 1 data, (b) region 2 data, and (c) region 3 data. In x-
axis of each region, ‘1’ to ‘4’ represent different models, each corresponds to
BGMM, sBGMM (‘T9’), sBGMM (‘T2’), sBGMM (‘F9’), accordingly. The
y-axis represent the E scores.

genes for six TFs (‘Junb’, ‘Jund1’, ‘Jun’, ‘Fos’, ‘Fosb’, and
‘Cebpb’) which are involved in AP1 gene regulatory network
in mouse according to TRED (Transcriptional Regulatory El-
ement Database, which is available at http://rulai.cshl.edu/cgi-
bin/TRED/tred.cgi?process=home). The Gaussian distributed

data that are fitted in the model are the gene expression data
of these 673 genes at 23 conditions, which are the midpoint
of each time series (selected time point for each treatment are
shown in Table III).

Point Treatment Time
1 Atf−3 0
2 CpG+Atf−3 120
3 LPS+Atf−3 240
4 Pam2CSK4+Atf−3 120
5 poly I:C+Atf−3 120
6 Crem− 0
7 LPS+Crem− 240
8 poly I:C+Crem− 360
9 Myd88− 0
10 LPS+Myd88− 60
11 Pam3CSK4+Myd88− 60
12 poly I:C+Myd88− 60
13 TicamI− 0
14 LPS+TicamI− 120
15 LPS+Pam2CSK4+TicamI− 120
16 no 0
17 CpG 60
18 LPS 360
19 Pam2CSK4 80
20 Pam3CSK4 240
21 Pam3CSK4+poly I:C 60
22 poly I:C 120
23 R848 120

Note: ‘Point’ refers to the labels of the
x axis; ‘-’ means the mutant strain that
does not have the particular gene; time
point chosen for the treatment is shown in
the column ‘Time’, and time unit is ‘min’.
Treatments after point 16 were all applied
to the wild type.

Table III
TREATMENTS OF THE GENE EXPRESSION DATA

We constructed two types of priors for real case performance
test. Type 1 prior contains two priors (denoted as ‘P1a’, ‘P1b’)
which both utilize the transcriptional regulation information
stored in TRED. Curation of transcriptional regulation in
TRED are done with both experimental evidence and pro-
moter finding tools, and currently involves genes within 36
cancer-related TF families. ‘P1a’ is built from the clustering
information of AP1 network, where 10 genes are assigned
to two clusters, and the memberships of the rest genes are
left unspecified. ‘P1b’ keeps all the clustering membership in
‘P1a’ intact, and specifies the rest memberships from all the
other networks in TRED by removing genes that are involved
in several networks or form singleton clusters (resulting in
16 more memberships specified). Type 2 priors are obtained
from an online classification tool DAVID (the web server is
available at http://david.abcc.ncifcrf.gov/gene2gene.jsp [13]), a
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database for annotation, visualization and integrated discovery.
Different thresholds (‘Highest’, ‘Medium’, ‘Lowest’) were set
to obtain different functional classification results, resulting in
three different type 2 priors, which are denoted as ‘P2a’, ‘P2b’,
‘P2c’, respectively.

We tested the performance of sBGMM by comparing its
performance on clustering the 673 genes (with both types 1
and type 2 priors) with its non-stratified form (BGMM), and
both of its component models (BMM, GMM). We employed
Gene Ontology (GO) in this study to validate the clustering
results. In order to find the most significant annotated terms
by looking at the probabilities that the terms are counted by
chance, we used the hypergeometric probability distribution
to calculate the p-values of gene enrichment score (called ‘p-
values’ for simplicity) for each cluster by each model with
each model selection criterion (Bioinformatics Toolbox 3.1
in Matlab). We compared the means and medians of each
clustering results by each model with respect to different
aspects (molecular function, cellular component, biological
process, and all aspects, which are denoted as ‘F’, ‘C’, ‘P’
and ‘All’), whose results are shown in Table IV. To see how
stable the algorithms work with our test data set, or in other
words, whether 100 iterations are enough for convergence, we
repeated each set of iterations (100) three times for different
models, with one repetition for each model shown in Table IV.

There are at least four pieces of information unveiled
by Table IV. First, BGMM works better than BMM and
GMM with respect to smaller means and medians of the
group p-values. Second, sBGMM can significantly improve
the clustering performance compared with BGMM and its
component models when the prior is properly chosen. As
shown in this table, results generated with type 1 priors are
better than those with type 2 priors, whose means and medians
are significantly smaller than those of BGMM, BMM and
GMM; moreover, sBGMM with type 1 priors generate more
stable results than the other models, i.e., two out of three
repetitions of sBGP1a and all three repetitions of sBGP1b

converge to the same clustering, respectively. This is because
information delivered by type 1 priors are consistent with that
used for choosing TFs of protein-DNA binding probabilities,
while type 2 priors, which are the classification results from
an online functional classification tool, might group the same
gene into another cluster based on its own criteria (DAVID
groups genes by measuring the functional relationship of
gene pairs based on the similarity of their global annotation
profiles [13]). Third, P1b is denser than P1a, and generates
more stable results (three vs. two repetitions converge to
the same result), which indicates that the more consistent
(consistent with data) information carried out by the prior
the more accurate the results will be. However, both type 1
priors used here are quite sparse, therefore, we expect to get
even higher accuracy if denser and consistent (consistent with
data) prior is available. Fourth, sBGMM with type 1 prior
works better than DAVID functional classification tool. As
shown in Table IV, all the evaluated quantities of the results
obtained from DAVID (P2a, P2b, P2c) are worse than those

of sBGMM (coupled with type 1 priors), BGMM, and even
some of the results of GMM. Although the improved accuracy
can not show the superiority of sBGMM over DAVID since
totally different types of data sources are used, the results
demonstrate the power of employing gene expression and
protein-DNA binding data in gene clustering over relying on
global annotation profiles.

C. Biological application with sBGMM

After performance test, we further analyzed all the 1766
genes in our data set. We compared the 1766 genes with
the genes involved in all the 36 cancer related gene networks
stored in TRED, and decided to extract the information from
the network that has the largest overlap with our gene set
(NFKB network) for further analysis. There are seven TFs
involved in this network, out of which five (which are ‘Rel’,
‘Nfkb1’, ‘Msx1’, ‘Rela’, ‘Myb’, and named TFnormal for con-
venience) are available in our data set. Protein-DNA binding
probabilities of those five TFs to all the 1766 genes and gene
expression data of the 23 midpoint conditions (midpoint of
each time series) were chosen as the beta distributed and
Gaussian distributed data set, respectively. Genes involved in
NFKB network are grouped into six clusters by TRED, among
which 42 are present in our data set. We constructed a type
‘P1b’ prior for the whole gene set since it tends to have a
more stable behavior compared with ‘P1a’ according to the
real case performance test (see the previous subsection).

There are 34 genes that encode TFs (named TF genes)
among the whole data set. We first clustered the 34 TF
genes with BGMM, for three times, and chose the TF gene
cluster which has the smallest enrichment p-values for further
analysis. There are 11 genes in the selected TF gene group,
out of which eight are repeated clustered together among three
repetitions and, for convenience, we call them the ‘core TF
genes’ and denoted as TFcore in the following text.

To find the influence of the choice of protein-DNA binding
probabilities on the clustering accuracy of sBGMM and find
a set of protein-DNA binding probabilities as suitable as
possible for further analysis, we first clustered the 1766 genes
by sBGMM with binding data corresponding to TFnormal,
and then re-clustered them with those selected by TFcore,
each with three repetitions. For comparison purpose, we also
clustered the 1766 genes by BGMM with binding data of the
core TF genes, and the result of one repetition from each
clustering were compared and shown in Table V. Note that
the expression data and the prior are the same in the models
where they were used.

It is interesting to see from Table V that the group p-values
are significantly dropped after using the core TF genes for gene
clustering, and the group p-values obtained with sBGMM are
overwhelmingly lower than those obtained by BGMM. This
means that the core TF genes are more responsible to TLR-
stimulated macrophage activation than the TFs chosen based
on the prior information obtained from NFKB network, and
again demonstrates the superiority of sBGMM over its non-
stratified version.
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We further analyzed the causal relationship between the
set of core TFs and the whole set of genes. We notice that
among the eight core TF genes, ‘E2F6’, ‘E2f7’, ‘Foxm1’ and
‘Nfatc1’ are clustered together with 363 other genes, and
‘Rest’, ‘Rfx5’, ‘Mxd1’ and ‘Stat1’ fall into the same group
with 305 other genes. Moreover, by examining the expression
profiles of the two sets of genes under different treatment
(shown in Figure 4), it is clear that there is a plateau existed in
all profiles from point 26 and 48 where either mutant Myd88−

or TicamI− is used, or no treatment is applied or CpG is added.
This indicates that genes Myd88 and Ticam1 are crucial for
the system (which involves the genes that belong to the four
clusters) to response to the external stimuli, and agonist CpG
does not have so much influence on it. Moreover, whenever
LPS or poly I:C is added to the wild type (regions between
points 5 and 10, 14 and 16, 18 and 22, 23 and 26, 48 and 59, 79
and 87), there is a sharp drop in the red profile while there is a
peak in the green curve. This feature indicates that the two set
of genes (including the core TF genes) are sensitive to LPS and
poly I:C, and behave in an opposite way after being stimulated.
Genes that are clustered with ‘E2F6’, ‘E2f7’, ‘Foxm1’ and
‘Nfatc1’ are activated by them while repressed by TFs ‘Rest’,
‘Rfx5’, ‘Mxd1’ and ‘Stat1’; while operation goes the other
way around for the other set of genes. Moreover, since poly
I:C, LPS and CpG are TLR-3, TLR-4 and TLR-9 agonists,
respectively, and Myd88 and Ticam1 are adaptors involved in
TLR-3/4 signaling according to [23], we can deduce that most
of the two set of genes (including TF genes) are involved in
Myd88-dependent TLR-3/4 signaling cascades.

IV. CONCLUSION AND FUTURE WORK

This paper presents a novel method based on stratified
beta-Gaussian mixture model, sBGMM, for gene clustering
from multiple data sources. In addition to integrating beta
distributed and Gaussian distributed data, sBGMM can also
facilitate clustering by employing priors which come from
a third data source. A stratified version of EM algorithm is
developed for jointly estimating parameters from beta and
Gaussian distributions, and is used as the core of sBGMM.
sBGMM differs from its non-stratified version (BGMM) by
setting the same prior probabilities of coming from each
cluster to genes that belong to the same layer which are
stratified according to the additional prior. In principle, any
relevant information can be used as priors, whereas in this
study, we built the prior from PPI data in simulations, and
retrieved it from database TRED in the real case study.
Simulation results show that sBGMM works better than its
non-stratified version especially when both beta and Gaussian
distributed data contain too much noise, and certain mis-
clustering information in the prior is tolerable. In real case
study we not only demonstrated the superiority of sBGMM
compared with BGMM and a gene annotation based clas-
sification method (DAVID functional classification tool) by
analyzing 673 genes, but also revealed the relationship of two
sets of genes and eight TFs in TLR-stimulated macrophage
signaling through analyzing the full data set (1766 genes).
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Figure 4. Median gene expression profiles of the (a) interested genes and
(b) TFs. Solid curves represent the median expression profile of the genes or
TFs. Horizontal dot lines stand for the expression level of wild type without
treatment. Vertical blue lines divides the whole plane into different regions,
where in each region different treatment is applied.

This work demonstrates one approach of utilizing multiple
data sources in gene clustering, and data of other distributions
can also be incorporated into this framework by joining EM
algorithm of that particular distribution in a similar way. So
in a sense, the framework proposed in this paper is applicable
to many problems and not limited to the particular problem
considered here [8].

Although, sBGMM is tolerant to some mis-clustering infor-
mation in the prior, its performance might not be improved
or even dragged down if the prior is built under differ-
ent criterion and totally irrelevant to the focused problem.
Moreover, although sBGMM is extremely useful when only
sparse prior is available, it might not be able to efficiently
utilize the third data source whose information is complete
(such as PPI data). Moreover, since PPI data is one direct
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measure of the regulatory network and is commonly used in
gene clustering for many applications, such as inferring gene
functions [34] and discovering genes involved in a particular
molecular pathway [28], it is important to develop a model
that can make as efficient use of PPI data as possible. In the
future, instead of utilizing PPI data as prior, we could model
it as Bernoulli distribution and treat it as one component of
the joint model-based clustering framework.
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Data set 1 cluster 1 cluster 2 cluster 3
gB α 20 5 3 30 20 25 30 35 2 15 33 4

β 2 15 33 4 20 25 30 35 20 5 3 30
bB α 33 30 22 20 30 27 20 18 27 24 18 16

β 30 33 20 22 27 30 18 20 24 27 16 18
gG µ 5 -8 20 15 10 1 -20 0 -10 8 5 15

σ 1 2 3 2.5 1 2 3 2.5 1 2 3 2.5
bGm µ 3 15 5 11 2 13 6 9 1 14 7 10

σ 1 2 3 2.5 1 2 3 2.5 1 2 3 2.5
bGv µ 5 -8 20 15 10 1 -20 0 -10 8 5 15

σ 10 20 30 25 10 20 30 25 10 20 30 25
Data set 2 cluster 1 cluster 2 cluster 3
gB α 20 5 3 30 20 25 30 35 2 15 33 4

β 2 15 33 4 20 25 30 35 20 5 3 30
bB α 33 30 22 20 30 27 20 18 27 24 18 16

β 30 33 20 22 27 30 18 20 24 27 16 18
gG µ 10 1 -20 0 -10 8 5 15

σ 1 2 3 2.5 1 2 3 2.5
bGm µ 2 13 6 9 1 14 7 10

σ 1 2 3 2.5 1 2 3 2.5
bGv µ 10 1 -20 0 -10 8 5 15

σ 10 20 30 25 10 20 30 25
Data set 3 cluster 1 cluster 2 cluster 3
gB α 20 5 3 30 2 15 33 4

β 2 15 33 4 20 5 3 30
bB α 30 27 20 18 27 24 18 16

β 27 30 18 20 24 27 16 18
gG µ 5 -8 20 15 10 1 -20 0 -10 8 5 15

σ 1 2 3 2.5 1 2 3 2.5 1 2 3 2.5
bGm µ 3 15 5 11 2 13 6 9 1 14 7 10

σ 1 2 3 2.5 1 2 3 2.5 1 2 3 2.5
bGv µ 5 -8 20 15 10 1 -20 0 -10 8 5 15

σ 10 20 30 25 10 20 30 25 10 20 30 25
Note: ‘gB’ and ‘bB’ each stands for ‘beta’ distributed data that are of ‘good’ and ‘bad’ quality
respectively; ‘gG’, ‘bGm’ and ‘bGv’ each represents ‘Gaussian’ distributed data that are of
‘good’ quality and ‘bad’ quality with respect to close means and large variances respectively;
‘||’ separate the parameters of different clusters, and ‘|’ separate the parameters of different
dimensions (2nd dimension) within the same cluster.

Table I
PARAMETERS OF BETA AND GAUSSIAN DISTRIBUTED DATA.
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All F C P
Model Criterion M1 M2 M1 M2 M1 M2 M1 M2 N
BMM 1∼4 0.2487 0.2945 0.3546 0.3484 0.3579 0.3479 0.3498 0.3423 4
GMM 1∼2 0.1889 0.1756 0.2640 0.3149 0.2924 0.3451 0.2740 0.3334 13

3∼4 0.2112 0.1914 0.2955 0.3027 0.3239 0.3587 0.3019 0.3356 29
BGMM 1∼4 0.1351 0.1350 0.2369 0.2681 0.2847 0.3117 0.2506 0.2976 4

sBGMMP1a
1∼4 0.0848 0.0710 0.2128 0.2021 0.2503 0.2483 0.2290 0.2307 4

sBGMMP1b
1∼4 0.0913 0.0747 0.1947 0.2174 0.2272 0.2684 0.2110 0.2409 4

sBGMMP2a 1∼4 0.1740 0.1840 0.2911 0.3279 0.3173 0.3337 0.2963 0.3225 16
sBGMMP2b

1∼4 0.1506 0.1291 0.3000 0.3536 0.3218 0.3700 0.3098 0.3638 9
sBGMMP2c 1∼4 0.1817 0.1785 0.2429 0.2926 0.2697 0.3083 0.2556 0.3040 8

P2a 0.1948 0.1810 0.2610 0.2530 0.2833 0.3035 0.2649 0.2609 8
P2b 0.2055 0.2167 0.2707 0.2736 0.2970 0.3074 0.2768 0.3043 29
P2c 0.2216 0.2286 0.2726 0.2577 0.2999 0.2938 0.2815 0.2862 31

Note: ‘F’, ‘C’, ‘P’ represent the three aspects of gene ontology, and ‘All’ means all three aspects
are included. ‘M1’ and ‘M2’ stand for the mean and median of the p-values across all the clusters,
respectively. ‘Model’ and ‘Criterion’ represent the model and model selection criteria, respectively.
Subindexes of sBGMM indicate the prior that is used, e.g. sBGMMP1a stands for using prior ‘P1a’.
‘1’ to ‘4’ each represents model selection criterion BIC, ICL, AIC, AIC3 respectively. ‘N’ means the
number of clusters generated by each model. The last three lines show the corresponding statistics
for the clusters given by DAVID. The smallest p-value in each column is shown in bold face. All
fractions are rounded to four decimal points.

Table IV
PERFORMANCE TEST RESULTS OF SBGMM WITH REAL DATA.

All F C P
Moldel Crit M1 M2 M1 M2 M1 M2 M1 M2 N

sBGMMnormal 1∼4 0.1662 0.1002 0.2356 0.2776 0.2797 0.3222 0.2441 0.2976 13
sBGMMcore 1∼4 0.0557 0.0308 0.1418 0.1492 0.1922 0.1595 0.1617 0.1551 5
BGMMcore 1∼4 0.1279 0.0714 0.2259 0.2701 0.2682 0.2833 0.2373 0.2637 8

Note: ‘F’, ‘C’, ‘P’ represent the three aspects of gene ontology, and ‘All’ means all three aspects
are included. ‘M1’ and ‘M2’ stand for the mean and median of the p-values across all the clusters,
respectively. ‘Model’ and ‘Crit’ represent the model and model selection criteria, respectively. ‘bef’
and ‘aft’ in the subindexes of sBGMM represent that the clustering is done before and after knowing
the core TF genes, respectively, and the last digit ‘i’ (i ∈ 1, . . . , 3)in the subindex represents the ‘ith’
repetition of clustering with this model. ‘1’ to ‘4’ each represents model selection criterion BIC, ICL,
AIC, AIC3 respectively. ‘N’ means the number of clusters generated by each model. The smallest
p-value in each column is shown in bold face. All fractions are rounded to four decimal points.

Table V
CLUSTERING RESULTS WITH WHOLE DATA SET.
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Abstract - The aim of this paper is to describe an
intelligent system designed for assisting the personalized
therapy of dyslalia for the Romanian pre-scholars children.
This system is developed in the framework of the TERAPERS
project which includes informational technologies in response
to society challenges for health early diagnosis and
personalized therapy. The Romanian language is a phonetic
one that has its own special linguistic particularities, there is a
real need for the development and use of audio-video systems,
which can be used in the therapy of different speech problems.
The system has a high degree of originality because his
objective is to treat the pronunciation disorders in the
Romanian language. Furthermore, the complexity of the
project results from the high number of different research
areas involved: artificial intelligence (expert system), virtual
reality, digital signal processing, digital electronic and
psychology (assessment procedures and therapeutically guide).

Keywords - intelligent system; expert system; mobile device;
speech disorder; personalized therapy

I. INTRODUCTION

Individuals with disabilities have become more
prominent and with the advent of new information
technologies that have been applied to the diagnosis and
treatment of these individuals, the implementation of more
efficient systems has been realized.

A speech disorder is a problem with fluency, voice,
and/or how a person says speech sounds.

Classification of speech into normal or disorder is a
complex one. Statistics points out that only 5% to 10% of
the population has a completely normal manner of speaking,
all others suffer from one disorder or another.

The most common speech disorders are: stuttering,
cluttering, voice disorders, dysartria and speech sound
disorders.

Dyslalia is articulation disorder that consists of
difficulties with the way sounds are formed and strung
together. These are usually characterized by omitting,
distorting a sound or substituting one sound for another.

Dyslalia has the greatest frequency among handicaps of
language for psychological normal subjects as well as for

those with deficiencies of intellect and sensory. Thus, the
opinion of Sheridan (1946) is that at the age of eight years
dyslalia are in proportion of 15% for girls and in proportion
of 16% for boys.

Speech disorder therapy should begin as soon as
possible. Children enrolled in therapy early in their
development (younger than 5 years) tend to have better
outcomes than those who begin therapy later.

In the process of therapy, speech therapists use a variety
of strategies including: oral motor or feeding therapy,
articulation therapy and language intervention activities.

In the step of oral motor/feeding therapy the therapist
will use a variety of oral exercises, including facial massage
and various tongue, lip, and jaw exercises, to strengthen the
muscles of the mouth. It is also important to work with
different food textures and temperatures to increase a child's
oral awareness during eating and swallowing.

The exercises used in order to get the correct
articulation, or sound production, involve to have a correct
therapist model of sounds and syllables for a child and it is
often used during his play activities. Child’s play level is in
accordance with the child's specific needs. The therapist
will physically show the child how to make certain sounds,
such as the "r" sound, and may demonstrate how to move
the tongue to produce specific sounds.

During the language intervention activities the therapist
will interact with a child by playing and talking. He may use
pictures, books, objects, or ongoing events to stimulate
language development. The therapist may also model
correct pronunciation and use repetition exercises to build
speech and language skills.

In the area of speech disorder, there are some European
projects developed as part of the European Union (EU)
Quality of Life and Management of Living Resources
program.

II. STATE OF THE ART

The priorities on the international level are represented
by the developing information systems that permits
personalized therapeutically pathways. The following main
directions are considered: development of expert systems
that personalize therapeutic guides to the child’s evolution
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and the evaluation of the motivation and progresses that the
child’s achieves.

The most important objective is the determination of
methods for the evaluation of speech impairments [3] where
the data set is based on children, aged between 2 and 2
years and 11 months old and have English language skills.
To date, there are only a few articles about the results
obtained on this subject, although research in this area is
progressing.

The potential users of the system are children affected
by speech impairments and logopaed professors (speech
therapists).

The OLP (Ortho-Logo-Paedia) project [2] for speech
therapy began in 2002. The EU finances this complex
project. It involves the Institute for Language and Speech
Processing in Athens and seven other partners from
academia and the medical domains. The scope of this
project aims to establish a three – module system
(OPTACIA, GRIFOS and TELEMACHOS) capable of
interactively instructing the children suffering from
dysarthria (difficulty in articulating words due to disease of
the central nervous system). The proposed interactive
environment is a visual one and is adapted to the subjects’
age (games, animations). The audio and video interface with
the human subject will be the OPTACIA module, the
GRIFOS module will make pronunciation recognition and
the computer-aided instruction will be integrated in the third
module – TELEMACHOS.

An interesting developing project is Speech Training,
Assessment, and Remediation (STAR) [4], which began in
2002. STAR members -AI. duPont Hospital for Children
and The University of Delaware- aim to build a system that
would initially recognize phonemes and then sentences.
This research group offers a voice generation system
(ModelTalker) and other open source applications for audio
processing.

On the international level, is Speechviewer III developed
by IBM [5] that creates an interactive visual model of
speech while users practice several speech aspects (e.g. the
sound voice or special aspects from current speech).

The ICATIANI device developed by TLATOA Speech
Processing Group, CENTIA Universidad de las Américas,
Puebla Cholula, Pue, México uses sounds and graphics in
order to ensure the practice of Spanish Mexican
pronunciation [6].

A recent project Articulation Tutor (ARTUR) [11] goal
was to obtain an integrated speech therapy system with an
intuitive graphical interface named Wizard-of-Oz and a
virtual speech tutor named ARTUR. Based on audio (user’s
utterance) and video (facial data) information, the system
recognizes and reproduces mispronunciations. Then,
ARTUR suggests the correct pronunciation (audio data) and
the correct speech elements’ position (virtual articulator
model).

At the national level, little research has been conducted
on the therapy of speech impairments. What has been
funded has been focused on traditional areas such as voice
recognition, voice synthesis and voice authentication. These

studies were conducted in the Psychology and Education
Science Department from “Al. I. Cuza” University of Iasi.
These studies have lead to development of software for
aided instruction that provides feedback regarding oral
fluency. Although there are a lot of children with speech
disorder, the methods used today in logopaedia are mostly
based on individual work with each child. The few existing
computer-assisted programs in Romania don’t provide any
feedback.

There are expensive ($500-$1,500 USD) software
applications but are not appropriate for the phonetic
specifics of the Romanian language, which has its own
special linguistic particularities. Therefore, we considered
the real need for the development and use of audio-video
systems, which can be used in the therapy of different
pronunciation problems.

III. SYSTEM OBJECTIVES

The information systems with real-time feedback that
address pathological speech impairments are relatively the
new due to the increasing amount of processing power they
require [7]. The progress in computer science allows at the
moment for the development of such a system with low risk
factors. A child’s pronunciation is also used to enrich the
existing audio database and to improve the current diagnosis
system’s performances.

Our system has reached some specific objectives [1]:
 initial and during therapy evaluation of children and

identification of a modality of standardizing their
progresses and regresses (at the level of the
physiological and behavioral parameters);

 rigorous formalization of an assessing methodology and
development of a pertinent database in this area;

 development of an expert system for the personalized
therapy of speech impairments that allows designing a
training path for pronunciation, individualized
according to the speech disorder category, previous
experience and the child’s therapy previous evolution;

 development of a therapeutic guide that allows mixing
classical methods with the adjuvant procedures of the
audio-visual system ; and

 design and the achievement of a database that contains
the child’s dates, the set of exercises and the results
obtained by the child.

The high degree of complexity of the project is due to
the high number of different research areas involved:
artificial intelligence (learning expert systems, pattern
recognition), virtual reality, digital signal processing, digital
electronic (VLSI), computer architecture (System on Chip,
embedded device) and psychology (evaluation procedures,
therapeutic guide, experimental design for validation).

IV. SYSTEM ARCHITECTURE

Assisted therapy is based on the interactions between six
functional blocks: child, speech therapist, lab monitor
program, expert system, 3D model and the child monitor
program. The system’s information flow is presented in
Fig 1.
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Figure 1. The system information flow

1. There is a close interpersonal relationship between the
speech therapist and the child. All the other modules
assist the teacher in his therapeutic action.

2. The monitor program allows the introduction of a
complex examination’s information and offers the
possibility of making periodically records with the
child’s speech. The child receives an instant audio
feedback and he can see the history of his audio
recordings.

3. The role of home monitor program is to create a
virtual interface between teacher and child (home
speech therapy). This component is implemented both
for personal computer (PC) and personal digital
assistant (PDA). It can run exercises in a game
manner, can offer feedback and can perform statistics
base on current subject scores [18]

4. The 3D model provides viewing of the correct
positioning of language, lips and teeth for each sound.
The child may change the transparency of these items.

5. The monitor program performs homework
transmission to the child PC or PDA. Later, when the
child comes back, he can receive the activity report.

6. The professor will analyze the images offered by the
3D model and can correct some of the mistakes.

7. Expert system, if it is activated make suggestions
regarding some training parameters like session
frequency, length and content (exercises) according
with some input variables. If the teacher observes
erroneous conclusions, he can view the inferential
route and can change the knowledge base.

8. The expert takes the data input from the monitor
program and generates, upon request, sets of
personalized exercises.

9. Monitor program is an interface between the speech
therapist and other components like data base, expert
system and child monitor program. At this level,
speech therapist can collect both textual and audio
information regarding each child, can administrate
exercises and can manage all therapy aspects:
selection of children, scheduling for therapy, offer all
statistical reports that are required.

Fig. 2 presents therapeutic steps and necessary
knowledge bases:
 dyslalia therapeutically guides
 speech therapy centers experience

Figure 2. Therapeutically steps and knowledge bases

 dyslalia exercises sets
 historical data of therapy

According to Levitt [13], speech therapy software can
help speech problem diagnostic, can offer real-time, audio-
visual feedback, can improve analysis of a child’s progress
and can extend speech therapy at the child’s home.

The architecture of TERAPERS - the personalized
therapy system of dyslalia - is presented in Fig. 3. The
system contains two main components: an intelligent system
installed on each speech therapist’s office computer and a
mobile system used as a friend of child therapy. The two
systems are connected. The intelligent system is the fix
component of the system and it is installed on each speech
therapist’s office computer. This system includes the
following parts:
 a child information management module,
 an expert system that will produce inferences based on

the data presented by the evaluation module,
 a virtual module of the mouth, that allows the

presentation of every hidden movement that occurs
during speaking and

 an exercises management module that allows for the
creation or modification of the exercises corresponding
to various stages of therapy and grouping them in
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complex issues.

Figure 3. The architecture of TERAPERS

The mobile device of personalized therapy has two main
objectives. It is used by the child in order to resolve all
homework prescribed by the speech therapist and delivers to
the intelligent system a personalized activity report of the
child.

V. INTELLIGENT SYSTEM IMPLEMENTATION

In order to manage a child’s logopaedic activity we have
designed and implemented a complex software system
named LOGOMON. The speech therapy teachers use this
system for [10]:
 introduction and analysis of child’s specific information

(automatic obtain special reports);
 production of audio recordings with phonemes and

scoring them (for each altered sounds);
 obtaining decision support from an integrated expert

system;
 creation and evaluation of a large set of exercises for

children; and
 performing homework transmission to the child’s PC

or PDA and receiving the activity report.



Figure 4. The LOGOMON Interface

To assess the way in which therapy evolves including
the child’s attendance at therapy sessions and the activity
report downloaded from the mobile device. This activity
report gives information regarding the exercises that have
been done, how many times each exercise has been
repeated, the time needed for each exercise and the results.
Fig. 4 presents the interface of LOGOMON. This is a
graphical user interface that allows the therapist to perform
all these activities.

A. Children Information Management

LOGOMON is an intelligent system which assists the
individually therapy of the speech disorders. It consists of
software that performs the specific tasks of a monitor
system. The aim of this system is: the initial evaluation for
determining those children with speech disorders,
registration of them in a database, suggestion of the
diagnosis with the possibility for the expert to confirm or to
modify this diagnosis, the selection of children for the
therapy, the management of the therapy process and the
supervision of the children’s progress.

Moreover by using LOGOMON we collect and process
the data such as we can remove any manual action of
collecting or processing of data. Also we can eliminate the
data storage on the paper.

The previous objectives are achieved using the following
distinct activities:
 detection and recording data regarding children affected

by dyslalia. Detection is made through an initial
evaluation, based on tests applied to children. These
tests are conducted in educational establishments
(schools or kindergartens) by the speech therapists. It
has five standardized tests for examination of
pronunciation of sounds s, ş, ţ, ci, and r, each of them
containing nine samples. Each sample consists of three
trials, in sequence, the score obtained may vary
between 0 points - when all the trials are wrong, and 3
points if all attempts are successful

 establish a presumptive diagnosis based on the sum of
scores obtained as a result of the tests. A less than a
minimum threshold, set by the specialist, show the
existence of a deficiency.

Expert System
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 selecting the children that follow the speech therapy
according to legal criteria. These criteria, specified in
the order of priority, are: the type and the severity of the
deficiency, the age of the child and the family
implication. Each child is associated with a particular
type of therapy (for groups of diagnosis G, or for
individual activity A).

 design the personalized therapy according to the
identified diagnosis. This involves specifying the stages
of therapy and the choice of the right exercises for each
stage of therapy.

 programming the therapy sessions and looking after the
therapy progress.

 evaluation of the progress made by children and, if it is
necessary, redesign of the intervention. This evaluation
is based on the same tests that have enabled the
detection of deficiencies, applied at the end of each
phase of therapy or at fixed intervals. A comparison of
test scores from the current to those achieved in
previous tests can provide information regarding the
evolution of a child. The result of this comparison may
lead to one of the following conclusions about the
current state of the child: corrected, ameliorated or
stationary.

 collecting and recording all the data that allow
preparation the logopaedic summary of each child.
These data refer to anamnesis, complex logopaedic
examination, diagnosis and various recommendations,
the evolution during therapy or other final comments.

All the collected and processed data are stored in a
relational database implemented in Oracle database
management system.

B. Recording and Evaluation of Children Phonemes

An important part of our research refers to the automatic
parsing of audio recordings. These recordings are obtained
from children with dyslalia and are necessary for an
accurate identification of speech problems. We have
developed a software application that helps parse audio and
real time recordings [10].

The main objective of this task is to record the children,
using different audio environments during recording (some
phonemes will be used for training a real-time recognition
system). The speech therapist’s voice must be ignored and
after recording is necessary to split the stream into
phonemes. The cost of recording devices and the children’s
impact must be minimized.

We utilize a digital voice recorder in high quality mode
and with Variable Control Voice Actuator (VCVA)
activated. The record format is IMA-ADPCM, 16 KHz and
4 bits (16 bits PCM). A microphone was placed at 10 cm
from mouth in order to minimize environment noise.

A software set of classes (C#) was created for handling
audio stream (read, conversion between different format,
and write). We also have proposed an original solution for
placing markers in audio stream. These markers are needed
for correct parsing of full record.

C. Expert system

The expert system is based on a therapy guide, written in
a natural language. This guide formalized in knowledge
base consists of [19]:
 the muscular of phonon-articulator system development

methods (e.g. setting up exercises for cheeks, lips and
tong);

 the rhythm of respiration controlling methods (e.g.
supervised inspiration and expiration from the temporal
and intensity standpoint);

 the phonomatic hear development methods (e.g. the
onomatopoeic pronunciation, rhythmic pronunciation
exercises, distinguish along the paronyms);

 the method for the sound consolidation (e.g. the
pronunciation sound of direct, inverse and complex
syllable, of words, of paronyms, etc); and

 the sound’s utilization in complex contexts (e.g.
sentence, short stories, poems, riddles).

In this project we have used a fuzzy expert system for
therapy of dyslalic children. With fuzzy approach we can
create a better model for speech therapist decisions. A
software interface was developed for validation of the
system.

The main objectives of this task are:
 personalized therapy (the therapy must be appropriate

for the child’s problems level, context and
possibilities);

 speech therapist assistant (the expert system offer some
suggestion regarding what exercises are better for a
specific moment and from a specific child);

 (self)teaching (when system’s conclusion is different
that speech therapist’s conclusion the last one must
have the knowledge base change possibility).

We use a rule-based expert system which has two major
advantages: usually that kind of systems do not requires a
large training set, and since the expert thinking is explicitly
spelled out, we know how he thinks about the problem.
Regarding that, it has the disadvantage that the knowledge
acquisition phase may be difficult. A great advantage of
fuzzy expert systems is that most rules can be written in
language that the expert can directly understand, rather than
in computer jargon; communication between domain expert
and knowledge engineer is greatly eased. Another advantage
of rule-based expert systems is the potential ability to learn
by creation of new rules and addition of new data to the
expert knowledge data base.

Fuzzy logic has ability to create accurate models of
reality. It’s not an “imprecise logic”. It’s a logic that can
manipulate imprecise aspects of reality. Recently, many
fuzzy expert systems were developed. [14][15]

In the next set of figures, we present an example of
fuzzy inference. There are three input linguistic variables
(speech problems level – Fig. 5, family implication – Fig. 6
and children age – Fig. 7) and one output linguistic variable
(weekly session number – Fig. 8). We consider five fuzzy
rules and, base on these rules, we illustrate specific fuzzy
result (Fig. 9). If the system user wants a crisp value,
defuzification is a good solution (Fig. 10).
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To express a number in words, we need a way to
translate input numbers into confidences in a fuzzy set of
word descriptors, the process of fuzzification. In fuzzy math,
that is done by membership functions [7].

Defuzzification is the reverse process of fuzzification.
We have confidences in a fuzzy set of word descriptors, and
we wish to convert these into a real number.

Figure 5. Speech_problems_level language variable

Figure 6. Family_implication language variable

Figure 7. Children_age language variable

Figure 8. Weekly_session_number language variable

Figure 9. Obtain a fuzzy result

Figure 10. Obtain a crisp value

The first three variables have the following
representation:

speech_problems_level (1.62)
= {“low”/0.37,”normal”/0.62,”high”/0.0}

family_implication (2.00)
= {“reduce”/0.0,”moderate”/1.0,”high”/0.0}

children_age (4.50)
= {“small”/0.25,”medium”/0.5,”big”/0.0}
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We consider five rules for illustrate the inference steps:
 IF (speech_problems_level is high) and (child_age is

medium) and (family_implication is reduce) THEN
weekly_session_number is high;

min (0.00, 0.50, 0.00) = 0.00 for linguistic term high

 IF (speech_problems_level is low) and (child_age is
small) and (family_implication is moderate) THEN
weekly_session_number is low;

min (0.37, 0.25, 1.00) = 0.25 for linguistic term low

 IF (speech_problems_level is low) and (child_age is
medium) and (family_implication is moderate) THEN
weekly_session_number is low;

min (0.37, 0.50, 1.00) = 0.37 for linguistic term low

 IF (speech_problems_level is normal) and (child_age is
small) and (family_implication is moderate)THEN
weekly_session_number is normal

min (0.62, 0.25, 1.00) = 0.25 for linguistic term normal

 IF (speech_problems_level is normal) and (child_age is
medium) and (family_implication is moderate)THEN
weekly_session_number is normal

min (0.62, 0.5, 1.00) = 0.50 for linguistic term normal

Final confidence coefficients levels are obtained using
max function:
 high = max (0.00) = 0.00
 low = max (0.25, 0.37) = 0.37
 normal = max (0.25, 0.50) = 0.50

Each linguistic term of output variable has another
representation and in this manner is obtained as the final
graphical representation of weekly_session_number
variable. If the system user wants to get a single output
value, then the area center of gravity is calculated. In our
case (value 1.62), the child must participate in one to two
session (but two is preferred).

We implement over 150 fuzzy rules for control various
aspects of personalized therapy (19 variables presented in
Fig. 11). These rules are currently validated by speech
therapists and can be modified in a distributed manner.

Figure 11. Fuzzy variables used for expert system

D. Exercises generator

All kind of exercises, part of different phases of speech
therapy, are grouped in two main categories:
 general therapy (mobility development, air flow

control, hear development);
 specific therapy (sound obtaining, consolidation and

regular utilization).
Each therapy session contains a formative assessment

and will be followed by home training. After three months,
the speech therapist can finalize the treatment or can
consider continuing it.

In order to help children with dyslalia we have created a
consistent set of software exercises. This set has a unitary
software block (data base, programming language,
programming philosophy) and a big number of multimedia
items for each Romanian language sound (over 5000 audio
recordings and over 1000 image).

The speech therapist has the possibility to create and
save exercises. They can also transmit these exercises to
mobile device of children.

For example, the aim of phonematic hearing phase of
therapy is to educate the ability to distinguish and
differentiate sounds and words. As a result, appropriates
exercises should allow including a) to identify words that
contain certain phoneme, b) to identify the word that does
not contain certain phoneme from a set of word, and c) to
distinguish certain phoneme from pairs of paronyms (a word
from pair contain certain phoneme and the other word
contain a similar phoneme). This type of exercise can run in
two ways: a words is represented by significant images, or
the words are represented by flags, because there are many
words in paronymic pairs which can not be associated with
images (such as verbs, adjectives, adverbs, etc…).

Fig. 12 presents an example of an exercise which request
to identify the words that contain the r sound.[16][17]

Figure 12. Example of an exercise interface

We observe that the interface is very simple. The child
must only click on the image if the sound is present in the
corresponding word. The feedback offered by the system is
appropriate to the child’s age. Every successful attempt is
recompensed with a flower in the matrix from the right
corner.
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At the end of exercise some statistics are presented.
These statistics refers: total number of words from the
exercise, the number of correct answers and the number of
wrong answers, the percentage of success (one to must be
achieved) and the percentage obtained by the child.

Fig. 13 presents such a statistic.

Figure 13. Final statistics of an exercise

VI. THE MOBILE DEVICE

The mobile device of personalized therapy system has
two main objectives. It is used by the child in order to
resolve the homework prescribed by the speech therapist
and delivers to the intelligent system a personalized activity
report of the child. The functions of the mobile device for
assisted training are: presenting the exercises that the child
should solve by himself, a personalized interaction with the
human subject during therapy, the possibility of evaluating
and encouraging the progresses obtained by the human
subject through out an appropriate feedback, the capacity of
collecting of the audio samples for learning and of the
exercises solved by the child and the ability to communicate
with the speech therapist’s computer.

The device has two kinds of facilities: multimedia (to be
able to record, to process and to play audio samples) and
graphics (a friendly and accessible interface). Fig. 14
ilustrates the main page of the application implemented on
the mobile device (a) and two types of exercises: (b) the
child must detect if a sound is present inside a word
(indicated by an image) and (c) where the child must select
a word from a group of paronyms.

a b c

Figure 14. Three interfaces on the mobile device

VII. DISTRIBUTED FRAMEWORK

TERAPERS system was conceived as an assistant for
the personalized therapy of speech disorders. In addition it
provides a solid basis for improving the speech therapy at
the national level through sharing experience of successful
therapies from various speech therapists’ offices and
through collecting data that will lead to synthetic accurate
information.

In Romania, the logopaedic assistance and therapy
system has a hierarchical structure. Each speech therapist’s
office represents a node of a County Logopaedic Center
network. At one superior level there is a National Center. In
this context it is necessary to have access to data of each
office in order to achieve a summary of the national
condition. This situation refers to the number of children
detected with speech impairments, grouped by age and
diagnosis, the number of children included in the therapy
program at the national level or synthetic results obtained
through the application of different schemes of personalized
therapy.

The fix part of the system is installed on each speech
therapist’s office computer. Because on each of these points
create and maintain a database, it can be said that each of
these local databases is a fragment of a distributed database
and each speech therapist’s office is a node in a distributed
system. Communication between nodes can be done through
an internal network, dedicated to this purpose, or using
Internet technology.

The main advantage of this kind of system is that data
are located near the place where the greatest demand is and
that conduct faster data access, faster data processing and
reduced operation costs.

Our project consists of a homogeneous distributed
system, because all the nodes have the same operating
system and the same application LOGOMON, so there is a
unique database management system. Since all local
schemes are identical we have used a horizontal
fragmentation, in which each site has complete data
regarding the children treated in the office and the exercises
created by the therapist.

Regarding data replication there are two aspects.
Personal data of children are not replicated. They are found
only on the node where are managed. Instead, all the tables
containing data regarding the exercises and themes are
replicated in all nodes. This type of replication is necessary
not only for security but also because it is necessary to share
the experience and results, in particular the success ones,
with all in the system. Thus each specialist can easily see
the full set of exercises.

VIII. SYSTEM VALIDATION

The therapeutic system including the expert system has
have been validated from three distinct perspectives:
 Theoretical validation of the knowledge base. From

theories and models offered by psychology and speech
therapies on tried to build a coherent set of rules
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 Practical validation of the therapeutic system. The
TERAPERS system was tested by the Interschool
Regional Logopaedic Center of Suceava.

 Experimental validation of therapeutic and expert
system. We have implemented two experiments in order
to validate the system.

The subjects were 40 children, boys and girls selected by
the speech therapists from Interschool Regional Logopaedic
Center of Suceava, age range 5 and 6 years, with difficulties
in pronunciation of R and S sounds.

They were divided into equal groups a control group and
a program group. Each child attended two meetings weekly
and was rated weekly. The two groups were constructed so
as to be equivalent in terms of characteristics and in terms of
initial tests assessment scores. Session length and course
was designed to be the same for both groups. All
preparatory actions, including the exercises selection, were
developed before the session began.

The first group used the classical method of therapy,
where the speech therapist select the exercises, while for the
second group used the TERAPERS system, particularly the
exercises were selected by the expert system.

Because the small number of subjects in each group
(under the limit of 30), scores’ distribution was not in
generally normal. That is why, statistic data were processed
using nonparametric tests: ManWitney test for difference
between groups and Wilcoxon for difference between
pretest and posttest scores [20]. The experiment conducts to
the following results: a) groups were parametrically and
statistically equivalent (ManWitney, session 0); b) both
groups have progressed (Wilcoxon); c) both groups have
arrived at the same performance (ManWitney, session 24).

We have not achieved significant differences between
the two groups at the end of the 24 meetings, so we may
consider that the exercises’ choice can be performed either
by speech therapist or expert system. This may be explained
by the fact that the expert system has been tested during a
six month period. All this time speech therapist have
compared its decision with those suggested by the expert
system and has adjusted knowledge base.

During the experiment were observed certain advantages
of expert system utilization: speech therapist has possibility
to be more concentrate on therapy because he don’t spent
time creating exercises (average time is 7 minutes per
session) and rigor and predictability.

IX. CONCLUSION AND FUTURE WORK

In order to improve speech therapy activity, we have
developed an integrated system that can be used for
assisting the personalized therapy of dyslalia for the
Romanian pre-scholars children. This system is actually
tested by Interschool Regional Logopaedic Center of
Suceava.

We estimate that this research will stimulate the
preoccupation for the classical therapy efficiency compared
with the therapy assisted by computer, at national and also
European level. The after results will be compared with the
similar smart systems from other countries, which use a

similar phonetic language to the Romanian language.
The use of informatics applications in order to assist and

to track the speech therapy has provided huge volumes of
data. This has been possible due to the development of
database technologies and the development of media
storage, which have the capacity to keep an impressive
amount of data.

However increased volume of available data does not
lead immediately to a similar volume of information to
support the decisions regarding therapy because classical
methods of data processing are not applicable. For this
reason we think that data mining, as techniques for automate
detecting of relevant patterns in databases may helps
therapists to build personalized therapy programs by
identifying and anticipating the needs and the evolution of
different types of patients. Consequently we intend to
extend the capabilities of TERAPERS system by using
some adequate data mining techniques.
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Abstract

Photodynamic therapy (PDT) is a clinical approach that
use light-activated drugs for the treatment of different kind of
tumor tissues. HeLa tumor cells, as an experimental model
for study the new biomedical concept of associated PDT with
5,10,15,20-sulphonato-phenyl-porphyrin (TSPP) and an
antitumor agent – cisplatin (CisPt), yielded to an enhanced
effect on the suppression of tumor cells in vitro. The
ultrastructure changes of cells caused by the action of the
new concept and laser irradiation were analyzed, putting
into evidence a linear survival curves, by the linear
quadratic model. The ultrastructural morphologic aspect of
the HeLa cells phototreated with TSPP reinforces the results
that a great number of cells with plasma membrane damage,
characteristics of irreversible cellular lesions were observed.

1. Introduction

Photodynamic therapy (PDT) is a novel treatment
for cancer and certain non-cancerous diseases that are
generally characterized by overgrowth of unwanted or
abnormal cells [1]. By using a combination of a
photosensitizer and a light source, the procedure
require exposure of cells or tissues to a
photosensitizing drug followed by irradiation with light
of the appropriate wavelength, compatible with the
absorption spectrum of the drug [1,2]. In PDT,
photosensitizers are used to absorb energy from a light
source after its administration to tumour cells,
producing reactive oxygen species that will cause cell
death.

Intense research has been devoted to understanding
the molecular processes involved in apoptotic cell
death and deciding about the strategies that can restore
the apoptotic potential to tumor cells. PDT with most

of the sensitizers tested, acts via singlet oxygen
production. Singlet oxygen has been indicated as the
active PDT agent causing injury to cells and tissues.
Because of the short half live of this excited species in
cells (<0.1 ms) and short radius of action (<0.02 mm),
damage will occur mainly next to the region the
sensitizer is concentrated. Incubation time of cells with
photosensitizer, is another parameter that will affect the
mode of cell death during exposure to light. For short
period of incubation, the plasma membrane is an
important site of damage [3]. Prolonged incubation
with Photofrin®, the first PDT photosensitizer to win
approval by regulatory agencies in several countries,
tends to localize in the mitochondria membrane.

Many of the sensitizers used in the experimental or
clinical PDT, localize in the plasma membrane,
mitochondria, endoplasm reticulum and lysosomes [4].
In photodynamic therapy, the cellular photo-
modification consists of: photosensitizer transport to
the active site; possible binding or aggregation; light
absorption by the site; production of energetic
intermediate states; reaction with cellular bio-
molecules; modifications of cellular function.

Proteins, lipids and nucleic acids are the most
vulnerable cellular targets which can support their
photo-oxidation.

As documented in the literature, many efforts have
been made to discover new sensitizers with high singlet
oxygen yield and high photodynamic activity. Among
different molecules, porphyrins can be considered ideal
sensitizers because of their optimal photodynamic
activity [5]. Cisplatin (cis-diamminedichloroplatinum;
cisPt) is a potent inducer of growth arrest and/or
apoptosis in most cell types and is among the most
effective and widely used chemotherapeutic agents

36

International Journal On Advances in Life Sciences, vol 1 no 1, year 2009, http://www.iariajournals.org/life_sciences/



employed for treatment of human cancers. Cisplatin as
one of the most widely used metal-containing
anticancer drug, is one of the most effective agents
used to treat various types of human cancer (bladder,
testicular, ovarian, and head and neck tumors) and, but
its clinical effectiveness has been limited by significant
undesiderable side effects, such as dose-dependent
nephrotoxicity and neurotoxicity. Moreover, the use of
cisplatin is limited by lack of activity against tumors
with neutral or acquired resistance to this drug. Pt(II)
compounds have also an extensive history exhibiting
virucidal activity, including a recent report of anti HIV-
1 activity [6]. In this context there is a clear evidence
that the carrier ligand influences the antiviral activity
and modifications of the carrier ligand in cisplatin may
broaden the range of antitumor and antiviral activities,
therefore, there is still a need to synthesize platinum(II)
complexes with novel ligands and to test them for
antitumor activity, in the hope of overcoming the above
mentioned limitations. There is an urgent need for the
development of new anticancer drug candidates to
replace CisPt causes apoptosis by DNA fragmentation.
The toxicity of platinum anticancer drugs presents a
major obstacle in the effective treatment of tumours.
Much of the toxicity stems from a lack of specificity of
the drugs for the sites at which they are able to exert
maximum anticancer activity. An improved
understanding of the behaviour of the drugs in the
tumour environment may assist in the rational design of
future platinum anticancer agents with enhanced
specificity and reduced toxicity.
Platinum complexes currently make up one of the three
most widely used groups of anticancer drugs in the
world. The anticancer activity of cisplatin (cis-
[PtCl2(NH3)2], see Figure 1) was discovered
serendipitously in the 1960s. Since 1978 it has been
used in the clinic against a variety of cancers, including
testicular, ovarian, head and neck, bladder, cervical,
lymphoma and melanoma. Treatment with cisplatin
often causes severe side effects such as nausea,
vomiting, nephrotoxicity, neurotoxicity, myelotoxicity,
and emetogenesis. These side effects arise mainly as a
result of the limited selectivity of cisplatin for tumour
cells as compared to healthy cells, and may also be due
to reactions with thiol-containing species in blood
plasma, such as cysteine and human serum albumin. In
spite of its widespread clinical use, many tumours are
unresponsive to cisplatin treatment due to intrinsic (eg.
colon cancer, non-small-cell lung cancer) or acquired
resistance (eg. Ovarian cancer, small-cell lung cancer).
The cellular mechanisms of cisplatin resistance have
been identified and recently reviewed. The main factors

that modulate resistance include decreased drug
accumulation, increased levels of intracellular thiols
that can deactivate cisplatin, and an increased
capability of cells to repair or tolerate DNA damage
caused by cisplatin. Other processes have also been
implicated.

Porphyrins, however, have limited photo stability, so
their association with other drugs, in order to increase
both light stability and photodynamic efficiency, is
strongly recommended [7-10].

Photosensitizer as TSPP (TSPP = 5,10,15,20–tetra-
sulphonated-phenylporphyrin) are able to decrease the
fraction of single stranded circular genomic DNA by
converting it to linear form [11]. Porphyrin and/or
metalloporphyrin mediated cleavage of nucleic acids
occurs via oxidative attack on the sugar moiety with
consequent nucleobase modifications leading to strand
scission; or by a photo induced mechanism involving
either the porphyrin excited state or singlet oxygen.

The photosensitized tumor therapy, carried on in the
presence of certain chemical agents, can lead to
enhanced tumor and tumor cell response. In this
context, the combination between a porphyrin, TSPP,
and a drug, cisplatin (CisPt), appears to be a useful and
promising system, which has been studied, and it will
be described hereafter.

In this work, HeLa tumor cells were used as an
experimental model for studying the action of different
new sensitizers in photodynamic therapy (PDT). Tumor
monolayer cultures were incubated for 18 h at 37° C
with TSPP and CisPt, and observed before and after
photodynamic treatment with He-Ne laser. The
association of a sensitizer with an antitumor agent, such
as cisplatin, has an enhanced effect on the suppression
of tumor cells in vitro which is more pronounced than
that caused by individual components. Also, the
ultrastructure changes caused by the action of two
photosensitizers and laser irradiation on HeLa
(neoplastic) cells were analyzed by transmission
electron microscopy. The results showed induction of
apoptosis.

2. Experimental part

2.1. Photosensitizers

TSPP (Figure 1a) has been prepared and purrified
according to a published procedure [12].
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(a)
(b)

Figure 1.
The structure of TSPP (a) and CisPt (b)

Cisplatin (CisPt) (Figure 1b) has been used as
pharmaceutical product without any further
purification; the optimal concentrations were between
20-50 ng (105 cells) incubated for 18 h at 37° C.

2.2. Cell culture

Human HeLa cervical adenocarcinoma cells (ATCC
CCL-2) were cultured at 37 °C in a humidified sterile
atmosphere of 95% air and 5% CO2 at 37 °C, using
DMEM supplemented with fetal calf serum (10%, v/v),
glucose (4.5 g/l), L-glutamine

(292 mg/l), streptomycin sulfate (10 mg/l) and
potassium penicillin (10000 U/l). HeLa cells were
maintained frozen in DMEM with 10% DMSO. 1.8 ml
CryoTubes™ (Nunc, Nalge Nunc International, IL,
USA) were filled with the cellular suspension and then
were placed in a cell Cryo 1 °C Freezing Container
(Nalgene, Nalge Nunc International, IL, USA) to be
slowly frozen up to -80 °C at a cooling rate of -1
°C/min for successful cell cryopreservation. Frozen
cells were rapidly transferred to a liquid nitrogen
container (-196 °C) and stored. HeLa cells are adherent
cells which grow up to form cellular monolayers
toward confluence after inoculation. Cell viability was
evaluated with 0.2 % trypan blue solution. HeLa tumor
cell cultures were treated with TSPP, CisPt and
TSPP/CisPt.

2.3. Methods and apparatus

All spectroscopic measurements were carried out in
1-cm quartz cuvettes (Hellma, Germany) at room
temperature and, in the case of cell suspensions, the
samples were continuously stirred.

2.4. Cellular uptake

The cellular uptake of the photosensitizers was
estimated by flow cytometry, using Foreskin cells
cultured in 75 cm2 tissue culture flasks as indicated
above. Our compounds, dissolved in DMSO:water
(0.05%-99.95%), were added to the flasks at a
concentration of 1 M when a confluence of 80–85%
was reached and the cells were incubated with the
sensitizer for different periods of time in the dark.
Immediately after each time, the cells were washed
with PBS to remove the non-entrapped sensitizer.
Trypsinization was carried out using PBS containing
0.2% trypsin and 0.5 mM EDTA. The suspension of
cells was centrifuged at 1500 rpm for 5 min. The pellet
was suspended in PBS and prior to flow cytometric
analysis, the new suspension was filtered through nylon
filters (Nytal, 70 m mesh, Sefar Maissa S.A.,
Barcelona, Spain) to exclude cellular aggregates.

2.5. Irradiation protocol

Cell suspensions were subjected to photodynamic
therapy (PDT), namely pre-incubated for 1h-18h with
the derivatives, and subjected to irradiation after
washing them 3x in culture medium and resuspended at

3  105 cells/mL. The cell suspension irradiation was
performed with a polychromatic lamp in a quartz
cuvette, exposure time 30 minutes. Cellular
photodegradation kinetics were recorded during
irradiation with an UV-VIS double-beam
spectrophotometer (Carl Zeiss Jena), connected to an
external computer for data processing. Cell numbers
were evaluated by means of maximum absorption at the
band located at 275 nm, and fitted with a mathematical
model. The absorption of UV in this region in a fixed
volume of solubilized cells is proportional to the cell
number, and therefore can be used as a simple means of
obtaining a cell count. Cell counts obtained in this way
can be combined with measurements of the inhibition
of DNA synthesis ([3H]-thymidine incorporation) by
test compounds, to produce an index of cytotoxicity
[17]. A time dependency of log (No/N) was plotted,
representing the decrease in the actual number of intact
cells during the irradiation period, where No = initial
number of cells and N = number of cells at a given time
point. As cellular controls, we have used unloaded cells
suspensions subjected to irradiation.

After irradiation, cell suspensions were washed twice
for removal of cell debris generated during irradiation.
After PDT, cell suspension was recorded in the
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Counting Chamber (Roth) with 0.4% Trypan Blue
Stain and the actual decrease in the number of cells
subjected to PDT was presented.

2.5. Singlet oxygen test

Measurements were carried out in a quartz cell
(1cm x 1cm) at 20oC. A DMSO solution (2.3 ml)
containing sensitizer (4.8 x 10-5 M) and DPBF (2.7 x
10-5 M) was irradiated with light beam from a UV-Vis
spectrophotometer. Solutions of sensitizers were
freshly prepared and kept in the dark before
measurements. The decreasing of the DPBF
concentration was followed by a special programm
ruled on a computer at the absorbance from 415 nm
(the molar coefficient of absorption for DPBF is 23300
M-1cm-1) as function of the irradiation time (irradiation
cycles 50 x 25 s). The reaction showed a zero order-
kinetics in the first 100 s. The incident photon flow was
4.65 x 10-9 M.s-1. Using the absorption spectra of the
photosensitizer, the absorbed photon flow (Iabs) was
evaluated. The quantum yield of the photooxidation of
DPBF was calculated from the eq.l

DPBF = ([DPBF]/I abs.V); V= 3 cm3 (1)

The quantum yield for singlet oxygen generation was
calculated from eq.2.

1/DPBF=1/1O2 + (1/1O2 Kd/Ka)(1/[DPBF]) (2)

From the intercept of the Stern-Volmer plots,we
obtained the quantum yield for singlet oxygen
generation.

2.6. Cell phototoxicity after irradiation

The cells were plated at a number of 106 cells/ml in
each well of a 24 wells plate (Nunc, Denmark) as
follows: six wells for light and photosensitizer and, six
wells for light only (control). After 24 h of culture,
cells were incubated with 10 M of TSPP or Cis Pt in
culture medium without serum for 60 min. Cells were
washed twice with phosphate buffered saline (PBS) and
200 l of fresh PBS was added for irradiation. Dark
barriers were placed between wells to avoid scattered
light during irradiation. Another dark barrier with an
orifice of the diameter of the wall was placed on the
top of the 24 wells plate for the same purpose. The
irradiation was done in the dark with a He-Ne laser
light exposure (Jena, 632.8 ms, power 50 mW) was
performed for different times at 37° C in bottles with
quartz windows, the cell suspensions being gently

stirred during irradiation.
After He- Ne laser treatment, cell suspension were

1:10 diluted with growth medium (1x105 cells/ ml final
concentration). The cellular suspensions were
incubated for 24 h at 37° C in 5% CO2 atmosphere.
After irradiation, PBS was removed and culture
medium with 10% FBS was added to the cells for 24,
48 and 72 h of culture in a humidified 5% CO2 at 37ºC.
After each period of incubation, the number of living
cells was counted by the Trypan blue exclusion test.

2.7. Proliferation assay

The growth inhibitory effect of the studied
compounds (TSPP, CisPt, or a combination of the two)
towards HeLa cells was evaluated by using the
spectrophotometric MTT assay [13]. The cells, grown
in the culture flasks, were trypsinized and seeded at a
density of 106 cells/well in well plates. DMEM growth
medium (with 10% FBS) was used, and the cells were
incubated overnight at 37°C in humidified environment
containing 5% CO2 to allow adherence. The tested
compounds were diluted in FBS-free growth medium
and then administered in growing doses (1, 10, 100 and
200 M); their cytotoxic effect was evaluated using
different periods of incubation (24, 48 and 72 hours).
The MTT solution (5 mg/ml) was added to each well
(10 l) at the end of the incubation time with inhibitors
and further incubated for 4 h at 37°C. After this period,
the medium was aspirated and the purple crystals of
formazan, which had been formed, were dissolved by
addition of isopropanol/HCl 0.04 N (100 l/well).
Absorbance at 550 nm was measured on a
spectrophotometer. The absorbance of the treated cells
was then given as percentage of that of control cells
and the resulting data are based on the mean value of 8
wells  S. D.

2.8. Kinetic model

Irradiation of cells with light radiation produces
linear survival curves [14]. The relationship between
the surviving fraction S and the light dose D is then:

S = exp (-D) (3)
where:

S is the number of surviving cells;

- is the slope
D is the radiation dose delivered.

The relationship is more commonly represented as:

S= log N/No = exp(-D/Do) (4)
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by defining Do as 1/. When D=Do, S = e-1 = 0.37.

2.9. Electron microscopy

After irradiation, PBS was replaced by medium with
serum. After 24 h of culture, cells were washed twice
with PBS and fixed with 2.5% glutaraldehyde and 4%
freshly prepared formaldehyde in phosphate buffer
0.1M (pH 7.2) for at least 2 h at 4ºC. Cells were
detached from the dish with a cell scraper, centrifuged
three times (1500g, 10 min) with 0.1M fresh phosphate
buffer and post fixed in 1% osmium tetroxide in
phosphate buffer for 30 min. Finally, cells were wahsed
again and dehydrated in acetone and embedded in
Epon. After sectioning, cells were contrasted with
uranyl acetate for 30 min and lead citrate for five min.
Transmission electron microscopy was performed
using a Zeiss 900 and a Zeiss EM10 microscope.

2.10. Fluorescence microscopy

It was performed in order to investigate the cellular
loading efficiency. Thus, in an Nikon E300 inverted
fluorescence microscope with image capture, HeLa
cells loaded 24h with non-toxic concentration of the
investigated compounds were investigated with the
V2A filter, excitation 380-420nm, emission < 450nm.
After loading, cells were washed and in RPMI1640
medium without phenol red resuspended at 5x106

cells/mL concentration. Live cell suspensions were laid
on fluorescence slides (Marienfeld). Image was
captured both in fluorescence and in phase contrast.

2.11. Confocal fluorescence microscopy

HeLa cells were viewed using a BIO RAD Radiance
Plus Confocal Microscope. Images were obtained using
a 100 x oil immersion objective (Nikon). The
compounds CisPt, TSPP and CisPt-TSPP were excited
at 543 nm, and detected at em = 555 – 626 nm. Stains
were excited using ex = 488 nm, and detected at em
= 500-560 nm. HeLa cells were viewed using a Zeiss
LSM510 confocal laser scanning microscope (Carl
Zeiss, Welwyn Garden City, UK). Images were
obtained using a 63x objective oil immersion objective.
The compounds were excited at 543 nm, 76% laser
strength, and detected at em >560 nm. Stains were
excited usingex = 488 nm, 10-15% laser strength, and
detected at em = 505-530 nm.

2.11. Caspase-3 activity

It was measured from cell lysates by a colorimetric
method (CaspACE™ Assay System, Promega
Corporation), using its high sensitive substrate coupled
to a cromophore (p-nitroaniline, pNA). The free pNA
released from substrate upon enzyme action, is
spectrophotometrically detected at 405 nm. Using a
calibration curve and the actual proteic concentration in
cell lysates (Bradford method) the specific caspase
activity was calculated to the total proteic content of
each lysate and normalized to 1x105 cells. Results are
presented as microMpNA/1x105 cells. Cell cultures
were tested in different stages of the cell cycle,
different batches of the same cell lines or primary cell
cultures in order to have the statistical significant basal
caspase 3 activity related to the cell type.

2.12. Apoptosis

It was evaluated by flow cytometry, using the
annexin V / propidium iodide method (BD Biosciences
kit). Annexin V (Ann) highlights apoptosis-associated
loss of plasma membrane asymmetry, namely
phosphatidylserine (PS) translocation from the inner to
the outer leaflet of the plasma membrane, which is
recognized by annexin V. Propidium iodide (PI) is
used as vital stain. Annexin V staining identifies early
apoptosis events, while cells double positive
(Ann+PI+) are in late apoptosis or already dead.
Positive controls were camptothecin 1microM
(apoptosis inducer) treated cells. Samples were
analyzed by flow cytometry (FACScalibur cytometer,
Becton Dickinson) within one hour, using CellQuest
software.

3. Results and discussion

Exposition of HeLa tumor cells to a combination
TSPP with cisplatin showed a significant synergistic
effect, which improves the efficacy of the antitumor
drug, Figure 2.

Figure 2.
Survival rate of HeLa in the presence of TSPP/CisPt
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In the treatment with TSPP, at 10mM concentration
of the drug, the surviving cell population was reduced
to 60% after 24 h, and to less than 20% after 48 h of
incubation respectively (the effect being more
important for higher cisplatin concentration), Figure 3.

Figure 3.
MTT test for HeLa cells (control)-left and incubated with

TSPP-CisPt 4 mM (right)

HeLa tumor cells were exposed to a photosensitizer
(TSPP) alone or in association with an antitumor agent
(cisplatin). When HeLa cells, in a stationary
development stage, were treated with TSPP in
concentrations ranging between 1 and 200 M (or 5
and 500 ng/105 cells), the surviving rates were almost
100% after 24 h, and not less than 90% after 48 h of
incubation (Figure. 4).

Figure 4.
Number of living cells (HeLa) after photodynamic

treatment with TSPP, CisPt, TSPP/CisPt at different
times.

On irradiation of HeLa tumor cells only with He-Ne
laser, or Cis Pt not significant cytotoxic effect had been
observed.

HeLa tumor cells were then irradiated wit He-Ne
laser before and after treatment with TSPP, CisPt, or a
combination of the two, and SEM examination of
treated and untreated cells was also performed.

It is known that laser radiation can stimulate cell
proliferation, a mechanism dependent on the fluency
applied. In this work, the fluency used (0.5 J/cm2) has
an inhibitory effect of He-Ne laser (632.8 nm) in the
region of 300 to 600 mJ/cm2 in HeLa cells. It is widely
accepted that non-ionized species can cross the plasma
membrane more easily than charged compounds [15].

TSPP that is soluble in water is not capable of
penetrating into the cell by means of passive diffusion.
It is endocytosed by the cell and therefore localized in
endosomes and lysosomes. Many authors consider that
the cell uptake of the sensitizer is more efficient for
lipophilic photosensitizers due to the better penetration
through the cell membranes.

The ultrastructural morphologic aspect of the HeLa
cells phototreated with TSPP reinforces the results that
a great number of cells with plasma membrane damage,
characteristics of irreversible cellular lesions were
observed. These are characteristics of the cell necrosis
process. Despite the knowledge that TSPP localizes
preferentially in the mitochondrial membrane and that
after laser irradiation activation of proteins leads to the
apoptotic process, the initial localization of the
photosensitizer in the plasma membrane and the
interaction time in our experiments suggest a process of
cell death with necrosis like characteristics.

PDT of HeLa cells with TSPP, shows ultrastructure
features that suggest apoptotic cell death. A
characteristic of this kind of death is the conservation
of membrane integrity. According to Zhang [16], the
relation between the mode of cell death (apoptosis or
necrosis) and the dose of PDT, may be dependent
mainly on the cell line and the photosensitizer used.
Our results demonstrate cell apoptosis occurring in the
neoplastic cell line. This may be related to the fact that
lesion to the lysosomes membrane are followed by
enzyme leakage to the cytoplasm. The activation of
these enzymes causes enzymatic digestion of cellular
components evidenced by nuclear alterations like
picnotic nuclei and the characteristic ladder pattern of
DNA fragmentation. TPPS as hydrophilic sulfonated
porphyrin is taken up into lysosomes by endocytosis.
PDT with either of the membrane- localizing
photosensitizers resulted in increasing numbers of cells
becoming apoptotic (TUNEL positive) during the first
12 h, but apoptotic bodies were not observed. In
contrast, after photoactivation of the lysosome
localized photosensitizers, apoptotic cells were not
detected until after 12 h but extensive fragmentation of
the cells into apoptotic bodies was found. These data
provide evidence for at least two distinct pathways by
which PDT can induce apoptosis. HeLa cells present a
specificed morphological aspect, where only
mitochondrial alteration is observed. However,
maintaining the cell membrane integrity as a whole.
The oxygen free radicals partially reduced are highly
toxic molecules that cause lesion to cell membranes
and other cell constituents [17]. Mitochondria and
lysosomes have been identified as key components in
the induction of apoptosis [18, 19].

41

International Journal On Advances in Life Sciences, vol 1 no 1, year 2009, http://www.iariajournals.org/life_sciences/



SEM scan of untreated HeLa tumor cells, cultured
72 h at 37° C, showed a continuous, uniformly
distributed monolayer without any cellular alteration
(Figure 5). After laser irradiation the following features
could be observed: (i) cyto
plasmatic extensions branching out towards the
periphery and contacting the neighboring
preelongations and membranes, (ii) swellings on the
cells surface, and finally (iii) some breaks (ruptures) at
the cells periphery. Some cytoplasmatic prelongations
appear, some of them having the tendency of branching
with others cells.

Figure 5.
SEM scan of untreated HeLa tumor cells, cultured 72 h

at 37° C (left) and laser irradiated (right)

a b c

Figure 6.
HeLa tumoral cells after PDT treatment for control cells

(a), TSPP treated (b) and TSPP/ CisPt (c)

The main explanation resides in the fact that
cisplatin induces apoptosis in HeLa tumor cells
implying attack on mitochondria (Fig. 6).

With TSPP, under He-Ne laser irradiation, presence
of microvilli with or without microswellings, flattening
tumoral cells, smooth surface without microvilli but
with swellings on their surface, small craters in the
central zone resulted from cytoplasmatic swellings,
cytoplasmatic prelongations some of them having the
tendency of branching with others cells.

The interpretation of the shape of the cell survival
curve is still debated, as is the best way to fit the types
of data mathematically.

For a linear kinetic curve (single hit, single target)
the parameter Do can then be used to characterize the
sensitivity in the linear region of the curve.
Extrapolation of the terminal straight line portion of the
curve back to the abscissa defines a value, n, the
extrapolation number.

In the shoulder region of the curve the proportion of

the cells killed, two interpretations are possible:
• Cell death results from the accumulation of events

that are individually incapable of killing the cell, but
which become lethal when added together (target
models).

• Lesions are individually repairable but become
irreparable and kill the cell if the efficiency of the
enzymatic repair mechanisms diminishes with number
of lesions and therefore the dose (repair models).

In this case, linear-quadratic model is the most used
model for HeLa cells, from the following point of view:

• Do, the initial slope, due to single event killing, the
dose to reduce survival to 37%, valuable for all the
case except TSPP/CisPt;

• D, the final slope, interpreted as multiple-event
killing, the dose to reduce survival by 67% from any
point on the linear portion of the curve, which could
apply for TSPP/CisPt.

The linear quadratic model assumes that a cell can
be killed in two ways.

• Single lethal event
• Accumulation of sub lethal events.
From kinetic point of view, the survival fraction is

evaluated as a plot of log (N(t)/N0) versus irradiation
time. In this case, could be applied the Theory of Dual
Radiation Action, where the lesions responsible for cell
photo destruction result from the interaction of sub
lesions, resulted from unrepaired DNA double-strand
breaks.

In the presence of the combined drugs TSPP-CisPt
and under He-Ne laser irradiation could be observed
flattened and covered cells with microswellings, micro
craters at the cell periphery, lysis of the swellings and
cells with smooth aspects.

Photodynamic therapy (PDT) is a standard treatment
for various cancers (lung, esophagus, stomach, cervix,
bladder, etc.) as well as for non-malignant conditions
such as age-related macular degeneration, actinic
keratoses and psoriasis. It is based on the selective
retention of a previously administered nontoxic
photosensitizer in the target cells, and irradiation of
these cells with visible light at the appropriate
wavelength (1). Upon illumination, the photosensitizer
generates reactive oxygen species (singlet oxygen and
free radicals, such as OH-, HO2

- and .O2
-; Figure 7).

These reactive species ultimately eliminate highly
proliferating cells by damaging membranes, DNA and
other cell structures, and also by affecting extracellular
matrix (ECM) components.
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Figure 7.
Photosensitization process represented by a modified

Jablonski diagram. PS S0 = singlet ground state
photosensitizer; PS S1 = short-lived singlet excited
state photosensitizer; PS T1 = long-lived triplet state

photosensitizer; hf = fluorescence; hp =
phosphorescence; isc = intersystem crossing;

1
O2 =

singlet oxygen.

Cell membranes have been identified as an important
intracellular target, and many of their natural
constituent macromolecules are readily susceptible to
the organism, reacting with the singlet oxygen
produced during the photochemical pathway, typically
present in the PDT process. Such membranes include
the plasma membrane surrounding the cell, the
membranes of the endoplasmic reticulum distributed
throughout the cytoplasm and the membranes of
mitochondria and Golgi apparatus.

Cytoplasmatic residues resulted from cells
desintegration as a consequence of the combined
treatment. Scanning examination of He La tumor cells,
exposed to photodynamic treatment (TSPP) associated
with CisPt put into evidence various morphological
lesions such as: microswellings, microcraters at the cell
periphery, lysis of the swelling.

Apoptosis, also known as ‘programmed cell death’
or ‘cellular suicide’, is an active form of death with
particular changes in cell morphology and protein
activity. It is characterized by cell shrinking, surface
membrane blebbing, chromatin condensation and DNA
fragmentation. Apoptosis can be initiated in various
manners, including PDT, and the common effector
mechanism is to induce caspase-mediated cleavage of
substrates. Initiator caspases are responsible for the
first proteolytic events, e.g. cleavage of the
cytoskeleton and related proteins including actin, and
fodrin (a membrane-associated cytoskeletal protein).
Amongst others, these early apoptotic events are
thought to be responsible for the characteristic cell
surface blebbing.

Three principal mechanisms are suggested for PDT
action: cellular damage of targeting (photodamage by
involving the process of apoptosis), vascular damage
and immunological response.

Figure 8.
Control HeLa cells. (N=

nuclear chromatin; arrows
= mitochondria).

Figure 9.
HeLa cells 24 h after

photodynamic treatment
with TSPP-CisPt.

By transmission electron microscope structural
alteration it was a found that characterize the apoptotic
death mechanism for example, in the organization of
the citoplasmatic membrane (figures 8,9), the
condensed chromatin and aggregated chromatin in the
nuclear peripheral, the condensation and presence of
apoptotic bodies Our results indicate that the
morphological criteria (apoptotic cell rounding and
shrinkage) allow distinguishing the apoptosis as cell
death mechanisms of photodynamic treatment. Thus,
the morphological analysis under light microscopy and
transmission electron microscope constitutes a very
important and even decisive tool to identify the specific
type of cell death unambiguously.

After photodynamic treatment with TSPP-CisPt,
HeLa cells presented condensed chromatin, cell
elongation, and cytoplasm condensation. All these are
proves for apoptosis. Aspects of apoptotic bodies
generated into cells are visualized in Figures 10,11.

Figure 10. Apoptotic bodies inside HeLa cells
(arrowhead).
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Figure 11. TEM micrographs of control HeLa cells

Figure 12 show that the CisPt-TSPP probe was
confined to the nuclear compartment. It should be
noted that shorter (<1 hour) and longer incubation
times (>24 hours) revealed similar distribution patterns.
Hence the above compound do not localise in the
nuclei of the cells.

Figure 12.
Confocal image of CisPt-TSPP in HeLa cells

4. Conclusion

Photodynamic therapy (PDT) is a clinical approach
that uses light-activated drugs for the treatment of
different kind of tumor tissues. HeLa tumor cells, as an
experimental model for study the new biomedical
concept of associated PDT with 5,10,15,20-sulphonato-
phenyl-porphyrin (TSPP) and an antitumor agent –
cisplatin (CisPt), yielded to an enhanced effect on the
suppression of tumor cells in vitro. The ultrastructure
changes of cells caused by the action of the new
concept and laser irradiation were analyzed, putting
into evidence a linear survival curves, by the linear
quadratic model.

In the presence of the combined drugs TSPP-CisPt
and under He-Ne laser irradiation could be observed
flattened and covered cells with microswellings,
microcraters at the cell periphery, lysis of the swellings
and cells with smooth aspects. Cytoplasmatic residues

resulted from cells desintegration as a consequence of
the combined treatment. Scanning examination of He
La tumor cells, exposed to photodynamic treatment
(TSPP) associated with CisPt put into evidence various
morphological lesions such as: microswellings,
microcraters at the cell periphery, lysis of the swelling.
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Abstract

The Finnish health care system is a mixture of public and
private services. Its governance and funding is highly
decentralized. Contrary to governmental policies and
expectations, autonomous decisions by local authorities
and service providers associated with lack of information
models and common technical standards have led to a
broad spectrum of one-off ICT –systems with little tech-
nical and semantic interoperability.

National strategies to overcome these challenges have
prompted initiatives to create sharable electronic health
records (EHR) by supporting a collection of federated
interoperable repositories with regional middleware ser-
vices.  In the Hospital District of Helsinki and Uusimaa
an established regional eHealth network (RHIN) connects
24 public hospitals, 29 municipal health centers (primary
care) and two private health care clinics.  There are 7.500
end-users, information from 1,4 million citizens and 40
million links to EPRs.

Migration to a national eHealth network (NHIN) provid-
ing a platform for delivery of a longitudinal view on pa-
tient’s relevant health records (summary care record) will
assist care integration between providers and improve the
safety and quality of healthcare.

Keywords:
Electronic patient records, interoperability, health infor-
mation exchange, shared EHR, regional and national
information networks, core data set, summary care record

Introduction

Parts of this paper have been presented at the Second
International Conference on the Digital Society and pub-
lished in the proceedings of this conference [1]. In this
paper policies and decisions aiming to improve coordina-
tion of care and healthcare information exchange (HIE)
are first described, followed by evidence of benefits from
two controlled studies.

Despite the adoption of appropriate and timely sharing of
patient data within the same care settings across legally

distinct organizations (RHIN) policies were newly re-
vised upgrading regional HIE to a national infrastructure
and this migration process and context are described.

Policies for coordinating care and improving health
information exchange

Finland’s progress in the realm of information society
thus far and its opportunities for future success could be
rated as mediocre or good.  Finland has managed to re-
main in the running, but has not achieved a significant
competitive advantage.  The ingredients for success are
there, and our capacity to exploit them will be determined
over the course of the next ten to fifteen years.

A number of recommendations by the OECD for incre-
mental changes to certain structural features of the Fin-
nish health system underline the transition phase of the
system and the continuing need for building on the
strengths of the system in the future [2].

In the healthcare domain 96 % of primary care health
centres, 95 % of hospital districts and 89 % of private
service providers use an electronic patient record (EPR).
So far, the uptake of ICT in the field of social welfare and
health care has not yielded sufficient gains at the national
level [3].  The level of investment in ICT has been rela-
tively low in this sector – approximately two per cent of
all annual health care expenditure.

The government led project to restructure municipalities
and services aims to diminish the waste of decentralised
governance and merge municipalities to form health care
areas with populations 20.000 – 30.000.  These mergers
are supported by a national development plan, Kaste
Programme, that defines the development objectives for
social and healthcare services in the next few years and
the main measures for achieving them. By the end of
2008, the number of municipalities has decreased by 16
% since the legislation was approved in 2007,  but it is
too early to distinguish effects on healthcare services or
organizational developments.

Local experimentation and reform in the Finnish health
system have so far involved one or more of three types of
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organisational development: regional cooperation among
municipalities; integration of primary and secondary care
and outsourcing of services to alternative providers.

Regional cooperation has attracted most interest, because
The Act on Experiments with Seamless Service Chains in
2000 has provided the legislative foundation for regional
health information organizations. Initial investment fund-
ing for regional eHealth networks was made available by
The Ministry of Social Affairs and Health.

The previous National Coordinator for Health Informa-
tion Technology in the USA, David Brailer argued that
the acid test for regional health information organizations
(RHIO) would be a governance model that brings in all
stakeholders [4]. The Act on Experiments with Seamless
Service Chains did not include directives, nor did the
Ministry of Social Affairs and Health issue formal guid-
ance for building the RHIO governing body responsible
for its accountability, authority and oversight.

A formal application to the Ministry by joint authorities
of hospital districts or municipalities was the prerequisite
for acceptance of stakeholders to join. After preliminary
consideration of applications three hospital districts
(Hospital District of Helsinki and Uusimaa, Hospital
District of Satakunta and Hospital District of Pirkanmaa)
were approved in 2001 for the primary phase of the na-
tional experiment on regional cooperation through ICT.

No strategies existed previously for regional information
management and from the year 2000 The Act on the Ex-
periments on Seamless Service Chains opened a window
of opportunity for improvement, a new paradigm for
cooperation between organizations and transformation of
healthcare. Similar solutions for cross-organizational
healthcare information exchange (HIE) were pursued at
the same time in other countries or regions [5-7].

A few small rural regions have advanced even further in
cooperation since 2001 and integrated specialized and
primary health care services into a regional service sys-
tem, which applies one electronic patient record system.
This integrated model removes administrative boundaries
and incorporates seamless processes between the provid-
ers.  These regional health service districts cover basic
secondary care.

Clinically integrated systems have been indicated to be
the next step in health reform [8]. The increasing preva-
lence of chronic disease, and the need to improve the
quality of specialist services like diabetes care, will re-
quire not only closer collaboration between providers but
also clinical integration between primary and secondary
care and the development of clinical networks.

Hospital District of Helsinki and Uusimaa

The Hospital District of Helsinki and Uusimaa (HUS)
comprises 24 hospitals in the province of Uusimaa, which
includes the Finish capital of Helsinki, in Southern
Finland. In order to organise the provision of specialised
medical care, Finland is subdivided into 20 hospital dis-

tricts. The HUS district is the largest of these. As a joint
authority it was founded in 2000 to provide health ser-
vices for the 1,434,513 residents in its 30 member mu-
nicipalities.

Among the HUS hospitals Helsinki University Central
Hospital is nationally responsible for treating special,
severe and rare illnesses. In 2006, more than 430,000
different people were treated in the HUS, roughly
310,000 of them outpatients.

The record locator service is a central reference database
(register) containing links to patient data stored in their
legacy systems [9]. The upgrading of the legacy systems
is made possible by application integration across the
extended regional infrastructure. Provider access is possi-
ble by web browsers and patient information includes
(primary care/hospital outpatient) visits, critical data,
images and reports, laboratory results, referrals and dis-
charge letters. All data is sorted according to social secu-
rity coding, which is standard procedure in Finland.

Standard API connections between primary care informa-
tion systems and the reference data have been installed.
The documents are produced in CDA R1/R2 format and
messages transferred in a standard pattern (HL 7/XML).

The service was launched in 2003 and presently most
(29/30) municipalities, as well as all hospitals (24), are
connected to the RHIN and apply the record locator ser-
vice for regional exchange of information. Currently
7.500 professional end-users view over 200.000 docu-
ments (x-rays and documents) monthly.

The process of  information sharing and archiving of EPR
documents will be enabled in the future by the centralized
eArchive instead of the RHIN. The RHIN locator service
may be transformed to a centralized indexing service and
a shift in the administration of patients’ consents for shar-
ing information within the eHealth Network is to be ex-
pected. The role of the RHIN may be seen in the future as
an enabler in healthcare delivery of services by orches-
trating processes and work flow.

Established and Perceived Benefits of RHIN

In the past, patient information located in different or-
ganizations was inaccessible online for the professional.
The only way to access information was to order the
papers by mail. In addition to the costs and long delivery
time, the difficulty was to know which systems contained
relevant information. The regional RHIN Navitas service
has been designed to overcome these barriers and to en-
able a seamless, cross-organizational access to patient
records in the HUS region.

The interest in interoperability has increased with the
growing number of EPR installations and HIE needs and
as a result of reports on the role of information in relation
to medical errors, patient safety and healthcare quality.
Interoperability has been defined as the ability of two or
more systems or components to exchange information
and to use and understand the information that has been
exchanged [10].
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When different levels of interoperability for healthcare
information system applications are considered, preserv-
ing the content (syntactic) and meaning (semantic) of the
exchanged data must be eluded. The evolution of interop-
erability in the healthcare domain has mostly developed
through information integration across the entire health-
care chain based on standards (e.g. CDA) and messaging
(e.g. HL7) supported often by vendor specific solutions.

Navitas is a regional service designed to overcome the
organizational and interoperability barriers restricting the
use of clinical information between secondary and pri-
mary health care. Navitas is provided as a fully hosted
ASP (application service provision) service to HUS and
the municipalities in the joint authority of the Hospital
District by a consortium of three vendors. The system
was originally developed as part of an EU funded Inter-
Care project together with HUS and the participating
companies. It has been originally in use since 2001, but
the present version was implemented in 2003.

The core of the federated model allowing participants to
view and share patient information is the Navitas record
locator service. It is a service which maintains a regional
directory of links pointing to patient and treatment infor-
mation located in any of the connected health care infor-
mation repository systems in the region: each participat-
ing organization has its own patient information system in
addition to the 11 presently stand-alone patient informa-
tion systems in HUS. HUS has also many other clinical
information systems e.g. the laboratory system and HUS-
pacs, which have all been integrated to the link directory.
The regional health information network architecture for
healthcare information exchange in HUS is described in
figure 1.

At the moment there are 15 different patient information
systems in some 55 organizations connected to the locator
service. Specific adapter software has been installed lo-
cally into each of the systems through which links are fed
into the locator service. Links are HL7 (Health level 7)/
CDA (clinical document architecture) compliant mes-
sages containing the identification of a patient and a short
description of the contents of the particular patient record.
No actual records or documents are stored into the locator
service directory.

Navitas has a regional user database and centralized au-
thentication and authorization services; this enables the
participating organizations to have complete control over
their own users. The health care professionals can access
Navitas from their personal workstations using a web
browser. The data transfer is encrypted and only private,
dedicated networks (VPN) are used to transmit the data.
Viewing of the patient data through the links requires the
patient’s informed consent. When clicking a link, a win-
dow will open up to display the actual clinical informa-
tion. The information is queried by the Navitas locator
service from the patient information system itself. The
view provided by the locator service is a read-only view,
structured in a user-friendly and visual way.

The Navitas locator service is available today for all
health care professionals in the Hospital District. The
directory contains information from 1.4 million citizens.

Currently there are over 40 million links in the database.
The number of links has been minimized in order to make
it easier for the professional to get a holistic view on the
patient’s medical history. In HUS, for example, several
visits are grouped into one care period.

The Regional eHealth Network Navitas is actively used
by 7.500 professionals in different organizations. The
monthly access number to the directory exceeds 200.000
and over 2 million annually. More than half of the quaries
that result in access, stem from the need to view images
and the rest from document retrieval.

Two controlled studies are described in brief to demon-
strate how shared healthcare information has revised the
current practice between primary and secondary care.
They not only facilitate the delivery of improved services,
but create information system benefits by improving the
performance of healthcare processes.

Case 1 Information exchange with eReferrals.
The first case represents healthcare information exchange
with an eReferral system integrating primary and secon-
dary care physicians by allowing interactive eConsulta-
tions between healthcare professionals. The focus is not
only on the 5 - 10 % of patients, who are generally re-
ferred by GPs for specialized care, but also on some 30 %
of primary care patients, who represent actual cases
where eConsultation referrals to the hospital specialist
were deemed necessary by GPs.

We have set up a wide-area referral network between
primary care and three university hospitals [9,11].  This
network was initially launched in 1990. In the university
hospitals all specialties are involved.  In 2002 there were
67,000 e-referrals transferred between the Helsinki Uni-
versity Hospitals and primary care.  The solutions extend
from the initial VPN use (Vantaa) to EDIFACT standard
(Espoo) and HL-7 (Helsinki). A transition to standardized
HL7 messages utilizing C-way message transfer systems
(HUSway) through a single Network Access Point (HUS-
nap) has been implemented. Over 100 000 ereferral mes-
sages (40 % of total) were transferred between health care
providers in 2005 and by the end of 2007 the number of
eReferrals has increased to 200.000 (70 % of total).

The eReferral between primary and secondary care not
only speeds up the transfer of the referral, but also im-
proves the access to service by offering an option for
interaction in the form of eConsultation between general
practitioners and hospital specialists.  By sharing infor-
mation and knowledge remote eConsultations create a
new working environment for integrated delivery of
eServices between the health care providers. Interactive
eConsultations enable supervised care leading to the re-
duction of outpatient first visits (-36 %  for clinical visit
intended referrals and - 50 % for total referrals) in the
outpatient departments for internal  medicine, i.e. more
timely appointments and cost containment.

The implementation of the referral system increased the
number of referrals from primary care. The total number
of referrals to the outpatient clinic was 7,5 vs 2,8 referrals
per 1,000 inhabitants over the age of 15 for ereferrals and
paper referrals. Despite the increase in the number of
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eReferrals, the running costs of the outpatient department
were 20 % lower than with the traditional process. The
direct costs for applying the eReferral were only one
seventh of the costs for traditional outpatient visits (32 €
vs 211 €).   The patients needed fewer repeat visits to the
outpatient clinic after being first consulted through the
eReferral.

From the patient’s viewpoint eConsultations provide just-
in-time expert opinions from hospital outpatient depart-
ment specialists, make the expertise accessible more
quickly than the traditional process and reduce the need
for low value or unnecessary visits to the hospital. Eight
out of ten patients preferred to continue receiving medical
care in this way.

eReferrals and eConsultations particularly had an effect
on the care of less urgent patients in contrast to urgent
eReferrals. Only one out of ten patients with urgent (visit
within one week) eReferrals to the outpatient clinic re-
ceived eConsultations whereas over 50 % of less urgent
patients were managed with consultation alone. This
allows the urgent patients to have access and be examined
at the outpatient clinic within the set target time range.

Case 2 Image exchange with RHIN.
The second case describes HIE benefits from transferring
and viewing digital images remotely with the regional
eHealth network  by primary care physicians and ortho-
paedic surgeons.   This seamless radiological chain, be-
sides creating a tool for remote radiological eConsulta-
tions, also discloses some difficulties in compliance with
care pathway performance and the need for better integra-
tion of processes between primary and secondary care.

The picture archiving and communication system (PACS)
project (HUSpacs) was initiated in the Hospital District of
Helsinki and Uusimaa in 1998 and the first two hospitals
became filmless in 1999. All hospitals in the catchment
area of HUS became filmless by 2004. Installing one of
the largest regional PAC systems in the Hospital District
of Helsinki and Uusimaa produces roughly 1 million
imaging examinations with 20 terabytes of storage capac-
ity.

HUSpacs infrastructure includes local short-term archives
and a centralized long-term or back-up archive, which are
connected with a wide-area network (ATM). Different
modalities are integrated by applying standards (HL7,
Dicom), which allow the radiological information system
(RIS) and hospital information system (HIS) to share
patient information.

These archives also serve the regional eHealth network in
distributing images and sharing radiological reports be-
tween hospitals and primary care, supporting HIE be-
tween healthcare professionals in the care process. The
framework for the assessment of the regional HUSpacs
after re-engineering of hospital and external processes has
been previously described [12].

The assessment was performed in two health centers. The
municipality of Vantaa contracts all its images from the
HUS hospital in Vantaa (Peijas Hospital). Tikkurila,
which is a suburb of Vantaa with 45.000 inhabitants, has

a secure connection (VPN) to the record locator service
and HUSpacs archive, i.e. in the health center GPs may
view the clinical and radiological information docu-
mented in Peijas. The health center of Kerava, a munici-
pality with 30.000 inhabitants and approximately at simi-
lar distance from Peijas Hospital, but without the avail-
ability of digital image transfer, served as control and
received the images from Peijas by mail delivery.

In 2003, the radiological HUSpacs chain between Peijas
Hospital and the health centers was evaluated. Based on
request, previous images of the same anatomical region
were pre-fetched for the reporting radiologist, films were
digitized and stored in the HUSpacs database. These
images are also routed to the web-server in Vantaa. The
radiologist dictates the report to the RIS, which sends an
HL7 message containing the report to Tikkurila.

The primary aim was to assess the effect of the regional
HUSpacs process (production, archiving, viewing of
images, as well as remote consultations) on improved
access to or quality of care. We also inquired about the
satisfaction of personnel in these institutions to the re-
gional HUSpacs application.

The setting of the trial was comparative and included
patients with conservatively treated fractures of the ankle
or wrist. They had to be first diagnosed in Peijas Hospital
and later controlled by their general practitioners in the
Tikkurila or Kerava Health Center. The availability of
images and imaging reports, as well as the impacts of
these were compared in the digital health center (study
center) in Tikkurila with a health center (control center)
in Kerava, where GPs were lacking HIE services.

The study group consisted of 60 patients with conserva-
tively treated ankle or wrist fractures – 41 participants in
the digital and 19 in the traditional follow-up group. The
clinical follow-up information on encounters in the health
centers was collected from electronic patient records after
the patients had given their consent to this. Activity based
costing was applied for personnel cost evaluation and
investments were available from the HUSpacs project.

The performance measures in the process were set to
evaluate how often patients actually received the recom-
mended therapy of care pathways designed by Peijas
Hospital for the two conservatively treated fracture
groups. We also examined  the quality of the control
visits in respect to the availability of image information
and assessed the direct costs for processing images in
both groups of fracture patients.

The quality of processes were superior in the digital
group, since the GPs had available the primary incident
images for all the 41 patients, whereas in the traditional
process none of the GPs could track the primary images
during the first control visit. The whole process included
122 programmed visits to Tikkurila health center and for
only two visits (1,6 %) the GP was unable to apply the
regional eHealth network for sharing images or reports
due to web service problems in their work stations. In-
stead, in these cases they acquired the image information
from their health center radiological unit or booked a later
control call for the patient.
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Although the primary images were missing for the first
visit, plain films in Kerava were later available for fol-
low-up, because the control radiological examinations
were performed in the health center. However, the time
for preparing the digital process in Tikkurila by nursing
and administrative staff was only 16 % of the staff time
needed in the traditional work process in Kerava. After
investments were included the costs for applying HUS-
pacs for the regional image transfer, were nevertheless 50
% lower than in the traditional film process. However, no
significant differences existed in activity based costing
for clinical follow-up visits.

The orthopedic and the GP could view the same image in
real-time (figure 2).  These eConsultations were available
once a week for GPs in the digital health center, but GPs
from both municipalities also requested radiological con-
sultations at a similar rate. These consultation reports
were available in the digital process on the same or next
day, whereas it took three days for the reports to reach
Kerava by mail delivery.

Migration process to national health infor-
mation network

The integration of healthcare services has been pursued in
Finland by issuing a bill (The New Health Care Act) in
2007 to be considered as the basis for new healthcare
legislation. There is good fit with the English integrated
health service reform model to the previously described
rural experiments of Finnish health care, to the proposed
new health act and to application of the regional eHealth
network services. Still there would remain competition
between public and private organizations, although out-
sourcing and private-public-partnerships have created
collaboration alongside competition.

The Finnish Parliament passed in 2007 an umbrella legis-
lation mandating the building of a centralized national
eArchive and secure communication network connecting
all health service providers. Another corollary act re-
quires the creation of a National ePrescription service.
The statutory contractor for the national eArchiving and
ePrescription services is the Social Insurance Institute
(SII) [13]. Public and private healthcare providers and
pharmacies, responsible for documenting and managing
health care information in their legacy systems, are re-
quired to use the national services for archiving of docu-
ments and prescriptions. They are also obliged to modify
their ICT applications accordingly [14].

The national migration plan from regional or local EPR -
systems to the NHIN and interoperable EHR have been a
combination of following activities:

- the development of legal framework for shared
EHRs and ePrescriptions,

- the defining of responsibilities between the na-
tional actors (e.g. the Ministry of Social Affairs
and  Health, SII, National Institute for Health
and Welfare, National Supervisory Authority for
Welfare and Health and the Association of Fin-
nish Municipal Authorities),

- the development of a common structured core
data set for EHRs (e.g. common headings, clas-
sifications and terms),

- selection of  technical standards both for com-
munication and long term archiving of EHRs,

- the definition of the technical architecture for
NHIN,

- the development of use-cases both for the ePre-
scription and eArchiving services,

- selection of vendors for the development and
implementation of national services, and

- the creation of certification requirements for the
NHIN, regional and local EPR-systems and
ePrescribing services.

The Ministry of Social Affairs and Health has the author-
ity for coordinating the transition process, creation of
decrees, development of use-cases and guidelines for
system integration. SII is responsible for deploying and
maintaining the eArchive, national ePresciption services
and e-services for citizens.

The Institute for Health and Welfare (previously National
R & D Centre for Welfare and Health) is liable for the
content of terminological services, development and
maintaining national codes and classifications. A code
and terminology server for semantic interoperability has
been in place for RHINs and will be scaled for national
use by the National Institute for Health and Welfare.

The National Supervisory Authority for Welfare and
Health (Valvira) is obliged to create national authoriza-
tion and identification services for both healthcare profes-
sionals (e.g. doctors and nurses) and for service organiza-
tions. These services are based on PKI-system and the use
of health professional cards (HPC). Valvira also offers
on-line attribute services including information on the
engagement roles of healthcare professionals and their
subsequent justification to view patient information.

Health service provider organizations (e.g. hospital dis-
tricts, community-wide enterprises, public and private
health or medical centers and pharmacies) have a major
role in this migration process. Because patient data is sent
to the eArchive as documents including standardized
metafile and body (HL7 CDA standard), present EPR-
systems must incorporate many new features. The most
demanding of them is the extraction of patient data items
from present RDB-files. Extracted data must then be
transformed into the harmonized document form using
nationally defined terms and classifications. ePrescription
applications need to be integrated both functionally and
technically to present EPR software. Finally all service
provider organizations should implement HPCs and PKI-
services to enable trusted communication with ePrescrib-
ing and eArchiving services.

In spring 2007 the vendor (Fujitsu Services Ltd) for the
national eServices was chosen and has initiated the opera-
tion of the project in September 2007. First pilots for
ePrescriptions and eDocuments are planned in 2009.

The process to determine the migratory procedures from a
regional to a national health information network applica-
tion is currently being considered based on specifications
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that were proposed before the summer 2008 by a cluster
of hospital district and RHIN service providers [15].

Roadmap to NHIN

Although some hospital districts adopted a federated
model for regional HIE, a central data repository based on
a single vendor solution was chosen by several smaller
hospital districts due to lack of coordinated efforts to
strive for a common integration and architecture strategy.
A national health information network would be achiev-
able by allowing integration of federated or centralized
regional eHealth networks to share EPR information, but
to circumvent the challenges of interoperability between
hospital districts the Ministry of Social Affairs and Health
had to revisit its information strategy and architecture.

The updated strategy and communication architecture for
health care drawn by the Ministry of Social Affairs and
Health has set the following targets:
o for semantic interoperability all EPR-systems should

implement a common core data set for EHRs and use
HL7 CDA.

o communication between EPR-systems and the
eArchive shall be based on a standardized message
system (e.g. HL7CDA-messages. XML-formats and
SOAP envelopes)

o all patient records will be archived into a logically
single national archive

o new national architecture, incl. legacy systems,
RHINs and national services, must be trusted. Two
new acts, EU directive 95 and Act on Patient’s
Rights form the basis for privacy protection and se-
curity

The core data set is a compilation of the key information
relating to the health and medical care of the patient [16].
The uniform structured data in an EPR are created
chronologically as a summary of the periods of medical
care and/or consultations. The data are entered by either
the healthcare professionals or persons carrying out the
data inclusion. The purpose of the core data set is to pro-
vide a general picture of the patient’s health and medical
history and the related treatment and instruction.

The core data can be used as a link to the detailed medical
and patient record data. On the other hand, core data can
also be sunk straight into the text. Appropriate document
modification may be applied to produce a view of the
record which shows the core data or part of the core data.
It is also possible to prepare from the structured core data
summary care reports or a care plan. These can be utilized
for continuum of care, quality control, decision support
and research.

In the Finnish NHIN patient records are transferred to the
eArchive in the form of documents. For secure long term
archiving, the data structure must include a metafile with
multi-faced security policy. This metafile should consist
of the following information:

o used security policy
o unique identification of data producer, patient

and organization
o context and  purpose information of the data
o the nature of data

o information for purposes data can be disclosed
o information when patients consent is required

for disclosure of data

This national EHR-archive will disclose records in the
form of HL7CDA document if necessary legal and other
conditions exist. The centralized eArchive forms the basis
of the future collection for citizens’ life-life long health
history. In the future the eArchive will be the point of
record sharing in Finland.

The federated data sharing in hospital districts faced deci-
sions on how to migrate from a regional to a national
HIE. Technically there were three different variations: (a)
regional locator services remain separate from the na-
tional eArchive, (b) regional locator services and national
eArchive functions are coordinated and they share work
loads, and (c) regional locator services remain between
legacy systems and national eArchive [11].

The two latter variations – integration and active partici-
pant – have remained theoretical, because they would not
bring additional advantages, but only costs. They have
therefore been discarded from further consideration and
discussion.

The first option induces a set of regional operations and
processes to be continued after the deployment of the
national eArchive. In radiology this would mean that
images would be stored in the national long term archive
after six months, but other images could be readily ap-
plied regionally for viewing in secondary and primary
care from a regional short-term PACS archive.  This
consideration stems from the need for availability of
information intensive images (f.ex. dynamic magnetic
resonance images) in clinical practice and requirements
for network capacity to transfer these images across dif-
ferent settings.  These demands may not be otherwise
always met.

In case regional locator services would be more suitable
than the national eArchive for information search, con-
sideration for applying regional eHealth networks in these
circumstances might be substantiated. The data-sharing
solution of regional eHealth networks would also enable
access to patient encounter data that is not yet stored in
the national repository, but resides only in the local EPR.
The data is transferred to the national eArchive only after
the approval of the encounter.

Regional booking and eReferral systems which are incor-
porated into regional eHealth networks would be applica-
ble in this option. Both of these systems are presently
under construction in the national architecture and need to
be reconsidered later. Chronic disease and care coordina-
tion strategies are being planned and measuring  perform-
ance indicators will call for data warehouse solutions in
order for outcome evaluation and resource allocation to
be applied regionally. These requirements have now been
partly solved by applying improved mapping procedures
to link effectively disparate patient information that is not
in structured form (core data set).

Health information exchange in RHINs should therefore
be established for those services that need to be preserved
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or partly developed for regional care coordination. These
services are suggested as:
o regional governance services (e.g. regional resource

planning, booking and accounting, regional man-
agement)

o regional primary care accident and emergency ser-
vices (f.ex. acute care portal supported by mapping
of data from disparate EPRs)

o regional registries (f.ex. chronic care disease regis-
tries in diabetes)

o regional imaging (f.ex. short term archives in radiol-
ogy, fundus and endoscopy image managing)

o regional consulting services (f.ex. consultation mar-
kets for public and private experts)

o regional user and use management

These regional services may be acquired and imple-
mented with present regional eHealth networks. The
regional services may support in synergy the national
infrastructure and distribute specific services that are not
provided by NHIN. The road map needs to be discussed
and developed in coordination with hospital districts
operating federated models of HIE.

Certification is an integral part of the migration process to
the NHIN. Its central role is to establish trust in all stake-
holders. This means that the NHIN as a whole and all its
parts fulfill regulatory and other mandatory requirements.
Furthermore, the NHIN should meet functional and tech-
nical requirements. It is also mandatory for all RHIN and
local EHR-systems connected to the national services to
possess the same level of functionality, security and pri-
vacy protection.

In the context of this migration process certification has
been defined as a process confirming that a system or
component complies with its specified requirements and
is acceptable for operational use [17]. Certification has
been divided into two separate processes, the develop-
ment of certification requirements and the practical certi-
fication by an authorized organization using previously
developed certification requirements.

As a part of the migration process to the NHIN, the Min-
istry of Social Affairs and Health initiated a project
(TJSERT-project) to develop basic certification criteria
for ePrescribing and eArchiving processes. Requirements
were developed during the years 2007-2008 by the Na-
tional R&D Center for Welfare and Health and University
of Kuopio. Certification requirements were developed for
three basic areas: security and privacy protection, inter-
operability and functionality.

In the initial phase of the project it was necessary to de-
velop a new method for creating certification criteria for
large ICT-systems such as NHIN (LS-CeRM, Large-scale
Systems Certification Requirements Methodology). This
four-layer graphical method was then used to develop
concrete and practical certification requirements. One
integral part of the LS-CeRM method is that it allows to
validate in practice that requirements are fulfilled [18].

For ePrescribing systems a total of 141 certification tar-
gets were recognized (53 for EPR-systems and 88 for
pharmacies), and 457 separate criteria developed. In

eArchiving 41 targets were established and 109 criteria
prepared. From all targets 20 are compatible for both
ePrescription and eArching systems. Because in ePre-
scribing many use-cases were available, it was possible to
develop a detailed set of requirements. For eArching
systems no use-cases were at our disposal.

Any provider aiming to use the national eArching or
ePrescribing services need to comply and fulfill the certi-
fication criteria developed in the TJSERT-project. Con-
sidering the present state of art of RHIN and EPR systems
this can not be achieved instantly. Therefore every re-
quirement was classified for its urgency and three ur-
gency classes (1, 2 and 3) are applied. Class one forms
the mandatory basic level.  The Ministry of Social Affairs
and Health has in the end of 2008 selected class 1 re-
quirements for ePrescribing, and first ePrescribing sys-
tems will be certified in the spring of 2009. Later this
year level 1 requirements for EPRs to be connected to the
eArchiving system will be selected.

The roadmap should implement a holistic view on health
care information infrastructure in such a way that local,
regional and national services form a comprehensive
system that delivers services at all health system levels
and improve the effectiveness of various subsystems.
Key points in the national eHealth roadmap are  applica-
tion of harmonised architecture approaches and use of
standards in all development efforts. The existing and
working regional systems should form the basis for future
national infrastructure and these current RHINs should be
modified to serve also the national requirements for
health data management.

Discussion

The social model in Finland resembles the Nordic type
based on high taxation and public health care services
provided by autonomic municipalities. This decentraliza-
tion has resulted in investments on one-off electronic
patient records needing networking and integration with
different stakeholders. As a consequence, federated re-
gional health IT models were developed supported by
legislation and funding.

Transformation in healthcare has been slow, nevertheless.
This may depend on the pace of information technology
adoption, since 80 per cent of the technology in use over
the period 1995-2005 is less than ten years old, but 80
percent of the workforce was trained more than ten years
ago [19]. It was therefore somewhat unexpected that
experienced Finnish physicians considered information
technology in healthcare to have led to greater efficiency
and facilitated information retrieval [20].

These results are part of an extensive physician survey in
2003 and represent comments from 480 physicians,
whose age was between 40 and 55 years at the time of the
survey. The physicians who expressed opinions about
changes in their work represented only 18 % of the re-
sponders to the survey, which undermines the general
applicability and reliability of the result.
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Achieving reforms of the social model will not be easy
and most of the innovations need to be introduced at the
national level [21]. The role of the Ministry of Social
Affairs and Health warranted the change in healthcare
information technology (HIT) architecture from regional
to a more centralized eHealth network, although inte-
grated care will remain for the most part at regional level.
The information architecture model is not a pure central-
ized form, but rather a hybrid, that is dependent on legacy
systems and deployed on a service oriented architecture
(SOA).

The consequence of this regional cooperation may be
envisioned applying theories and practice of the social
life of information [21].  People with similar practices
and similar resources develop similar identities.  These
common practices allow people to form social networks
along which knowledge about that practice can travel
rapidly and be assimilated readily.

Two types of networks may be created – networks of
practice and communities of practice.  In the first net-
work, professionals may be more loosely connected than
in the second network, where they are working together
on the same or similar tasks.  These new types of collabo-
ration may be used to organize regional health districts
into a cluster matrix organisation.  Horizontal relation-
ships make up communities of practice, whilst vertical
relationships link shared practices as demonstrated by the
eReferral and eConsultation applications.

These two types lend themselves to transformation of
healthcare and coexist in the integration models for pri-
mary and secondary care [8]. Hospitals would be joined
with medical groups or primary care in vertically inte-
grated organizations, that remind the networks of practice
and could be adopted in rural areas. An alternative would
be for hospitals to remain organizationally distinct and to
form long-term alliances with one or more multi-specialty
primary care medical groups in a form of virtual integra-
tion suited for virtual integration in urban areas.

In healthcare interactive dialogue between management
sciences and information systems science has not re-
ceived much contemplation. The use of ICT systems in
health care is not direct evidence of their capacity to gen-
erate actual value. ICT systems are enablers for benefits
to be reaped if working methods are simultaneously re-
vised. This was demonstrated in the eReferral use case.

However, benefits may accrue by just reengineering the
care processes [22]. New surgery arrangements for artifi-
cial joint patients involved relocating the anaesthesia
phase outside the operating theatre The reorganization of
the patient care process for joint replacement surgery
succeeded in achieving a 50 % increase in operations
before the introduction of a new IT system planned as
part of the project.

In Satakunta Hospital District a regional eHealth network
based on a federated model with record locator service
use has been operating since 2004 [23]. Direct costs were
calculated for the district and its four primary care units.
The results showed that net savings were annually on
average 6 % of the total health care costs. Savings were

related to an estimated 20 % reduction in redundant ex-
aminations and repeat visits due to lack of diagnostic
information. Indirect cost savings were achieved by the
delivery of timely care and by avoiding prolongation of
disease, absence from work and unnecessary travel costs.

Virtually all work processes are affected by imaging
results and telemedicine applications in radiology have
been proven to result in savings through avoidance of
unnecessary patient transfer or patient travel [24]. HUS-
pacs may therefore be seen not only as a technical imag-
ing data transferring system, because it brings added
value for regional services and has deep influences on the
way of working as was demonstrated by the second use
case.

The interrelationship between ICT systems and informa-
tion and its significance for evaluation of achieved bene-
fits of ICT system use has been stressed [25]. In the fu-
ture noteworthy ICT system benefits in healthcare should
be more the result of development work on the macro
level. Therefore, the National Health Project has initiated
attempts to improve the quality of patient record systems
during 2007-2011 through the construction of a national
health information network.

To promote better access to patient information in the
legacy repositories of different health care providers, a
national project has produced national specifications on
the requirements for the content and structure of informa-
tion systems concerning open interfaces, data protection,
information security and construction of information
system architecture. The project also concentrates on the
distribution of classifications and codes necessary in ICT.

All large scale ICT-systems (the Finnish NHIN is a typi-
cal example) sharing personal health data require both
careful security and privacy protection planning and im-
plementation of practical security and privacy protection
tools and services. From this perspective the Finnish
NHIN with a centralized eArchive is exceptionally de-
manding because all EPRs are stored and disclosed by the
same “governmental” organisation. Security features of
the Finnish eArchive are based on a new ISO 21457 stan-
dard (Secure archiving of electronic health records) [26].

Remodelling of EPR data structure, present identification
and authorization mechanisms, development of rule and
role based access control services, creation of new audit
records, consent management services and audit services
for citizens are needed to create a trusted environment for
the NHIN. In the long run we need to proceed to the pol-
icy based on data access and disclosure mechanism.

For identification of health professionals the national PKI
infrastructure applying health professional cards is in the
implementation phase. Later a role based access control
service will be implemented. Identification of entities are
based on the same technical infrastructure.

For trustfulness it is necessary to define the level of non-
repudiation of events and which processes or events
should be audited. The previously mentioned TJSERT-
project already highlighted more than 20 processes or
events that should be audited.
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It is also necessary that citizens can check to whom, when
and for what purpose the national eArchive has disclosed
his health information. This is also one service of the
Finnish  eArchive. Patients and citizens can check data
disclose audit-log via the Internet without restrictions.

The National Institute for Health and Welfare has started
a project to build a health information portal for citizens.
The objective is to make online health education and
expert advice available to citizens. It has been also
planned  that patients will get access to view their own
patient records stored in the centralized eArchive and
unlimited right to check who, when and why, has  ac-
cessed his or her data. This checking can be done also
using the Internet.

Finally, this opens the option for a personalized health
record (PHR) to be connected with the EHR. The citizens
will be more informed and this may result in to an in-
creasing demand for personalized health services.

Conclusions

Finnish experiments demonstrate the migration from
regional to national eHealth network to be a multidimen-
sional and complicated process. It is not only a techno-
logical challenge, but also political, organizational, proc-
ess related and human factors must be taken into account.
Typically this kind of change is loaded (sometimes over-
loaded) with many expectations and benefits. The migra-
tion process should be carefully planned and each step
forward should reap benefits to the users. The ICT tech-
nology is not the most demanding and most of the neces-
sary solutions are already available on the market. From
ICT point of view the most demanding tasks are the crea-
tion of common understanding of functionalities and
processes of the NHIN, selection of harmonized stan-
dards, building better semantic interoperability between
EPRs and creating trust in the NHIN.

National development work currently focuses on the
specification of technological structures, the networking
of actors and the construction of a legislative foundation.
In  addition to these an agreed and shared common in-
formation model (care ontology) would enable the seman-
tic interoperability of information systems and  their
clinical integration. The governance model for data and
information exchange is an essential component of a
national IS infrastructure and the current RHINs have
experience and implementations of these that need to be
included as part of the future development. The common
foundation supports the modernisation of operational
processes, the broad application of operative innovations
and the enforcement of the role of the citizen.
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Figure 1. The Regional eHealth Network Architecture in the Hospital District of Helsinki and Uusimaa.
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Figure 2. Regional eHealth network provides an opportunity for GPs and orthopaedics to view the
same image in real-time and exchange information as consultations.
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