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Abstract—The trend towards creating web services based on
the architectural style REpresentational State Transfer (REST)
is unbroken. Several best practices for designing RESTful web
services have been emerged in research and practice to ensure
some degree of quality and share solutions to recurring challenges
in the area of API design. But, these best practices are often
described differently with the same meaning due to the nature
of natural language. Also, they are not collected, categorized
and presented in a central place but rather distributed across
several pages in the World Wide Web, which impedes their
application even further. Furthermore, it is often unclear which
best practice has to be taken into account when designing a
RESTful API for a particular scenario. In this article, we identify,
collect, and categorize several best practices for designing APIs
for RESTful web services and form a checklist. To support a
prioritization of relevant best practices, we have mapped them on
quality characteristics of the ISO/IEC 25010/2011. For illustration
purpose, we apply the checklist on the CompetenceService as
part of the SmartCampus ecosystem developed at the Karlsruhe
Institute of Technology (KIT).

Keywords–REST; RESTful; best practices; checklist; quality-
driven; catalog; design; quality; api design; resource-orientation;
SmartCampus

I. INTRODUCTION

This article is an extended version of [1]. It represents a
collection of common best practices for designing Application
Programming Interface (API)s for RESTful web services that
have been derived from a range of articles, magazines, and
pages on the World Wide Web (WWW). The motivation for
this collection was because more and more web services
based on the architectural style REST over Hypertext Transfer
Protocol (HTTP) were developed and deployed compared to
traditional web services with Simple Object Access Protocol
(SOAP). This trend can also be seen at big companies, such as
Twitter or Spotify, are using REST-like API for their services,
which are shown in their API documentations [4] [5]. We are
calling it REST-like at this point since we do not want to
evaluate if this API considers all constraints of the uniform
interface defined by Fielding [6] and can, therefore, be called
RESTful. But, there is a lack of standards and guidelines on
how to design an appropriate API, for example regarding the
usability or the maintainability [2] [3].

Today, an own business model has been established around
APIs when looking at the revenue of Salesforce or Expedia [7]
[8]. For instance, “Salesforce.com generates 50% of its revenue
through APIs,” [7] according to the Harvard Business Review.
That is why it is more important than ever that APIs have to be
designed carefully especially when dealing with a large user
base and heterogeneous platforms. For example, a change of
an API should not break any consumer and, therefore, must be
robust toward evolvability of the API. As discussed in [9], the
API design and its strategy were also identified as a solution
approach for the challenges of the digital transformation in
software engineering.

To meet these challenges regarding the design of APIs,
we have collected, categorized and formalized several best
practices in the form of a checklist so it can be easily applied
during the design of APIs for RESTful web services. To
support a prioritization and selection of relevant best practices
for a particular application scenario, we have mapped them
on quality characteristics of the ISO 25010:2011 [10]. For
instance, if it is important to support mobile platforms, then
you should consider reducing the necessary requests to get the
needed information.

For the purpose of illustration, we first show how we have
integrated the checklist in our software development process
to ensure an API design with quality in mind. Besides, we
show exemplarily the applied best practices on the Compe-
tenceService as part of the SmartCampus system at the KIT.
The SmartCampus is a system that provides functionality for
students, guests, and members of a university to support their
daily life. Today, the SmartCampus is designed according to
the trending microservice approach [11] and offers already
some services, such as the ParticipationService to support
the decision-making process between students, professors and
members of the KIT with a new approach called system-
consenting [12]. The developed services at the SmartCampus
are based on REST, so that they can be used for several
different devices as a lightweight alternative to SOAP.

The current paper is structured as follows: In Section II,
the architectural style REST will be described in detail to lay
the foundation for this article. Afterward, existing papers and
articles will be discussed in Section III to show the necessity
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of identification, collection, and categorization of existing best
practices for the API design of RESTful web services. The
CompetenceService is presented in Section IV of which the
best practices will be exemplarily illustrated. Besides, our
development process will be described to show how APIs
will be designed and how the best practices are integrated.
In Section V, the checklist containing the best practices will
be explained in detail. Section VI focusses the mapping of
quality characteristics of the ISO 25010:2011 [10] onto the
previously introduced best practices by illustrating them on a
concrete scenario. Finally, a summary of this article and an
outlook on further work will be given in Section VII.

II. FOUNDATION

This section shall impart the necessary foundation for the
scope of this article. First, the architectural style REST and
its constraints will be described. Then, the term API will be
described while a classification model for APIs based on REST
will be introduced. In addition, informal characteristics of a
API will be represented that can be found in literature.

A. REpresentational State Transfer (REST)
REST is an architectural style, which was developed and

first introduced by Fielding [6] in his dissertation. According to
Garlan and Shaw [13], an architectural style can be described
as follows: “an architectural style determines the vocabulary
of components and connectors that can be used in instances of
that style, together with a set of constraints on how they can
be combined.” [13, p. 6].

For the design of REST, Fielding [6] has identified four
key characteristics, which were important for the success
of the current WWW [14]. To ensure these characteristics,
the following constraints were derived from existing network
architectural styles together with another constraint for the
uniform interface [6]:

1) Client and Server: A client component sends a re-
quest to a server component for executing a remote
operation. It is incumbent upon the server component
to perform or reject the request [6].

2) Statelessness: Each request from client to server has
to contain all necessary information to perform the re-
quest, which leads to the following advantage: “There
is no need for the server to maintain an awareness
of the client state beyond the current request” [6, p.
119].

3) Layered Architecture: A layered-client-server archi-
tecture enables the application of the Separation of
Concern (SoC) principle and the opportunity to add
features like load balancing or caching mechanisms
to multiple layers [6] [15].

4) Caching: This constraint allows a client to match its
request to a previous response from the server with
the result that no request has to be transmitted over
the network [14].

5) Code on Demand: With the usage of Code on De-
mand, additional programming logic can be requested
from the server that is needed for processing received
information from the server [14].

6) Uniform interface: The term “uniform interface”
(hereinafter API) can be seen as an umbrella term,
since it can be decomposed into four sub constraints

[14]: 6.1) Identification of resources, 6.2) manipula-
tion of resources through representations, 6.3) Self-
descriptive messages and 6.4) Hypermedia.

If all of these constraints are fulfilled by a web service, it can
be called RESTful. The only exception is “Code on Demand”,
since it is an optional constraint and has not be implemented
by a web service. The mentioned constraints are illustrated in
Figure 1.

$

$

$

$

$

$

$

$

Client Connector: Client+Cache: Server Connector: Server+Cache:$

$

Figure 1. REST style [6, p. 84 ]

B. (Web) API
An Application Programming Interface (API) is a “local

interface from higher-level component to a lower-level com-
ponent” and can also be called as a horizontal interface [16, p.
915]. It acts as a contract between the service and the service
consumer in the area of web services. It describes how the
client can communicate with the service and how the request
will be processed and responded to. An API can be called a
web API, when the interface can be accessed via the internet
or via internet-enabled technologies, such as HTTP.

For the classification of APIs based on REST, Richardson
et. al. have developed a maturity model that classifies the API
according their compliance of the mentioned preconditions for
the uniform interface (see Section II-A 6.1 - 6.4) [17]. This so-
called Richardson Maturity Modell (RMM) consists of three
different maturity levels: 1) Usage of a resource-oriented styles
rather than Remote Procedure Call (RPC) style, 2) Usage of
HTTP methods according to their semantic and, 3) Usage of
Hypermedia so that the API is self-documenting. For better
illustration, the RMM is represented by Figure 2.

Level 3 : Hypermedia

Level 2 : HTTP methods

Level 1 : Resources

Maturity

Figure 2. Richardson Maturity Model

Besides this classification, there are also informal criteria
that can be found in literature especially when looking for
integration technology. According to Newman [11], breaking
changes should be avoided. This means that the API should
be robust in terms of its evolution since it acts as a contract
between service consumer and service provider. Also, the API
should be technology-agnostic and hide internal implemen-
tation details not to increase the coupling. That is why the
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API should abstract from a particular implementation by not
exposing internal details, such as the used technology or any
proprietary standard. Another important characteristic is the
simplicity, and the comprehension from a service consumer
perspective since other developers or development teams are
the primary target group.

III. BACKGROUND

This section discusses different articles, magazines and
approaches in the context of RESTful best practices, which
respect the architectural style REST and its underlying con-
cepts.

In Fielding [6], Fielding presents the structured approach
for designing the architectural style REST, while it remains
unclear how a REST-based web service can be developed in a
systematic and comprehensible manner. Furthermore, there is
also a lack of concrete examples of how hypermedia can be
used as the engine of the application state, which can be one
reason why REST is understood and implemented differently.

In [11], Newman presents a book about the microservice
approach that is followed by several companies. Although,
there is dedicated chapter regarding the ideal integration
technology, it lacks on concrete best practices or guidelines
especially for APIs based on REST. Instead of this, the book
provides rather an overview about the technology choices that
have to be made when choosing an integration technology.

Mulloy [18] presents different design principles and best
practices for Web APIs, while he puts the focus on “pragmatic
REST”. By “pragmatic REST” the author means that the
usability of the resulting Web API is more important than
any design principle or guideline. But, this decision can
lead to neglecting the basic concepts behind REST, such as
hypermedia.

Jauker [19] summarizes ten best practices for a RESTful
API, which represent, in essence, a subset of the described
best practices by Mulloy [18] and a complement of new best
practices. Comparable with [18], the main emphasis is placed
on the usability of the web interface and not so much on the
architectural style REST, which can lead to the previously
mentioned issue.

Papapetrou [20] classifies best practices for RESTful APIs
in three different categories. However, there is a lack of
concrete examples of how to apply these best practices on
a real system compared to the two previous articles.

In [21], a checklist of best practices for developing REST-
ful web services is presented, while the author explicitly
clarifies that REST is not the only answer in the area of
distributed computing. He structures the best practices in four
sections, which addressing different areas of a RESTful web
service, such as the representation of resources. Despite all
of his explanations, the article lacks in concrete examples to
reduce the ambiguousness.

Richardson et. al [14] cover in their book as a successor
of [22], among other topics, the concepts behind REST and
a procedure to develop a RESTful web service. Furthermore,
they place a great value on hypermedia, as well as Hypermedia
As The Engine Of Application State (HATEOAS), which is not
taken into account by all of the prior articles. But, the focus of
this work is the comprehensive understanding of REST rather
than providing best practices for a concrete implementation to

reduce the complexity of development decisions. s In [23],
Burke presents a technical guide of how to develop web
services based on the Java API for RESTful Web Services
(JAX-RS) specification. But, this work focuses on the imple-
mentation phase rather than the design phase of a web service,
where the necessary development decisions have to be made.

In [24], Guinard and Trifa provide a guide on how to
design and implement Internet of Things (IoT) solutions on the
Web to ensure interoperability across different platforms. They
recommend using a hypermedia approach when designing an
API. But, common challenges, such as troubleshooting of an
API, naming of resources and error handling are not discussed
in detail.

IV. SCENARIO

This section addresses the domain at which the best
practices for the API design will be illustrated. Besides, it
shows the engineering principle behind the design and the
development of the SmartCampus at the KIT to highlight the
importance of APIs and the necessity of best practices.

A. Domain
The SmartCampus is a modern web application, which

simplifies the daily life of students, guests, and members at
the university (see Figure 3). Today, it offers several services,
such as the ParticipationService for decision-making [12],
the SmartMeetings for discussions or the CampusGuide for
navigation and orientation on the campus, and the Workspace-
Service to find a free working place by using smart devices.
By using non-client specific technologies, the services can be
offered to a wide range of different client platforms, such as
Android or iOS.

Figure 3. SmartCampus [25].

The CompetenceService is a new service as part of the
SmartCampus to capture and semantically search competences
in the area of information technology. For easier acquisition
of knowledge information, the CompetenceService offers the
import of competence and profile information from various
social networks, such as LinkedIn or Facebook. The resulting
knowledge will be represented by an ontology, while the profile
information will be saved in a relational database. SPARQL
Protocol And RDF Query Language (SPARQL) is used as
the query language for capturing and searching knowledge
information in the ontology.

In Figure 4, the previously described CompetenceService is
illustrated in the form of a component diagram. As integration
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technology according to Newman [11], REST was chosen
since we are dealing with semantic information that should
be reflect by the API. For implementation of the Competence-
Service, the Java framework Spring was used.

Relational
database

Ontology
database

Competence
Server

use

SQ
L

useSPARQL

Competence
Client

REST-based
API

REST-based
API

REST-based
API

Facebook
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Google+
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Figure 4. Component model of the CompetenceService.

To demonstrate the benefits of this service, a simple use
case will be described in the following. A young startup
company is looking for a new employee, who has competences
in “AngularJS” and “Bootstrap”. For that purpose, the startup
company uses the semantics search engine of the Compe-
tenceService to search for people with the desired skills. The
resulting list of people will be ordered by relevance so that the
startup company can easily contact the best match.

B. API-Driven Development Process
For the design and development of our services as part of

the previously introduced SmartCampus, we have decided to
choose the API-First key engineering principle. The API-First
engineering principle allows us to focus on the quality of the
API design before any implementation effort is made. In our
eyes, the APIs are an important and highly valuable business
asset since they define what we can do with the system.

In Figure 5, our API-First engineering principle is shown.
First, we identify the service requirements that we have
gathered from scenarios. Scenarios are described from the
perspective of a user that interacts with the software by using
its user interface [26]. The resulting service operations are used
for the first draft of the API. For the design of the API, we
have defined some API guidelines based on the checklist in
this article to ensure the consistency, maintainability, and us-
ability of our service landscape. The API guidelines represent
decisions that we have taken in previous development projects.
After the first draft of the API specification is created, an ample
peer review based on the checklist and the application scenario
will be conducted by a dedicated team to ensure the quality of
the API. For the API specification, we rely on the OpenAPI
as a vendor neutral API specification format (former Swagger
specification) since it is open source and is supported by a
vast majority of big companies, such as Google, Microsoft, and
IBM [27]. When reviewing the API, the responsible developers
have to explain their design decisions. If the resulting quality
report revealed some issues, the iteration cycle starts from the
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Figure 5. API-First engineering principle.

beginning with the modification of the API specification draft.
In the other case, the API gets the status of a contract and will
be handed over to the appropriate development teams.

V. CHECKLIST FOR THE API DESIGN
OF WEB SERVICES BASED ON REST

This section presents eight different categories of best
practices for designing REST-based web services, whereby
each one is represented by a subsection (see Figure 6). The
categories semantically group the found best practices and
shall act as a checklist of important aspects that have to
be considered when designing APIs for web services based
on REST. Furthermore, we are providing recommendations
for each category based on literature, that we have found
during our conduction. The best practices should not be seen
as strict guidelines. Furthermore, it is important to point out
here that the fulfillment of the following best practices does
not guarantee the compliance of the mentioned constraints in
Section II. For this, the RMM can be used to analyze the
preconditions of a REST-based web service (see Section II-B).

A. Versioning
Versioning of a Web API is one of the most important

considerations during the design of web services since the API
represents the central access point of a web service and hides
the service implementation. This is why a web interface should
never be deployed without any versioning identifier according
to Mulloy [18]. For versioning, many different approaches
exist, such as embedding it into the base Uniform Resource
Identifier (URI) of the web service or using the HTTP-Header
for selecting the appropriate version [18]. But, web services
based on REST do not need to be versioned due to hypermedia.
The hypermedia aspect allows us to update the hyperlinks
at runtime since the client does not hardcoded them in its
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Figure 6. Categories of best practices for designing REST-based web services

client code and is, therefore, up to date as soon as the service
provides a new representation of a requested resource.

That is why RESTful web services can be compared with
traditional websites that are still accessible on all web browsers
when modifying the content of the websites. So, no additional
adjustment is necessary on the client side. Furthermore, ver-
sioning also has a negative impact on deployed web services,
which Fielding states as follows: “Versioning an interface is
just a polite way to kill deployed applications” [28] since it
increases the effort for maintaining the web service.

B. Naming
The naming and description of resources correlates with

the usability of the web service since the resources represent
or abstract the underlying domain model. Furthermore, by
defining guidelines for naming, we can ensure a consistent
naming style across several services within the service-oriented
architecture. This leads to a consistent look and feel regardless
of the development team, who has designed and developed it.
For this category, five best practices could be identified:

1) According to Vinoski [21], Papapetrou [20] and Mul-
loy [18], nouns should be used for resource names.
Since a subresource is simply a resource with a com-
position relationship to another resource, we think
this rule should be applied here as well.

2) The name of a resource should be concrete and
domain specific, so that the semantics can be inferred
by a user without any additional knowledge [18] [20].

3) The amount of resources should be bounded to limit
the complexity of the system, whereby this recom-
mendation depends on the degree of abstraction of
the underlying domain model [18].

4) The mixture of plural and singular by naming re-
sources should be prevented to ensure consistency. In
addition, a resource should be able to handle several
entities instead of just one one. But, there may be
exceptions, such as Spotify‘s me resource [18] [19].

5) The naming convention of JavaScript should be con-
sidered since the media type JavaScript Object No-
tation (JSON) is the most used data format for the
client and server communication by this time [3] [18]
[29]. For instance, Google has defined an extensive
styleguide [30].

Figure 7 illustrates the first, second and third best practice of
this category.

1 /* ProfileController */
2 @RestController
3 @RequestMapping(value = "/profiles")
4 public class ProfilesController {
5 ...
6 @RequestMapping(method = RequestMethod.GET)
7 public List<Profile> getProfiles() {...}
8 ...
9 }

10
11 /* CompetenceController */
12 @RestController
13 @RequestMapping(value = "/competences")
14 public class CompetenceController {
15 ...
16 @RequestMapping(method = RequestMethod.GET)
17 public List<Competence> getCompetences() {...}
18 ...
19 }

Figure 7. Example for description of resources.

C. Resource Identification

According to Fielding [6], URIs should be used for unique
identification of resources. If we take it accurately, there is
no need for declaring best practices for resource identification
when following a hypermedia approach since only the meta-
information of the hyperlink will be evaluated and processed
by the service consumer. But, we have found several best
practices regarding resource identification. On the basis of
this result, we assume that most so-called REST-based APIs
are positioned on the second level of the RMM rather than
third one. That is why we have decided to list the found best
practices to improve the usability for this kind of API:

1) An URI should be self-explanatory according to the
affordance [18]. The term affordance refers to a
design characteristic by which an object can be used
without any guidance. Since the main part of a URL
consists of resource names, we have to ensure that
these names are also domain-related and not termed
in an abstract way.

2) A resource should only be addressed by two URIs.
The first URI address represents a set of states of the
specific resource and the other one a specific state of
the previously mentioned set of states [18].

3) The identifier of a specific state should be difficult
to predict [20] and not references objects directly
according to the Open Web Application Security
Project (OWASP) [31], if there is no security layer
available.

4) There should be no verbs within the URI since this
implies a method-oriented approach, such as SOAP
[18] [19].

Figure 8 illustrates the second best practice of this category.
Note that there are no verbs within the URIs, hence the fourth
best practice is also fulfilled.
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1 /* Set of profiles */
2 competence-service/profiles
3
4 /* Specific profile with identifier {id} */
5 competence-service/profiles/{id}

Figure 8. Example for identification of resources.

D. Error Handling and Troubleshooting

As already mentioned, the API represents the central access
point web service, which is comparable with a provided inter-
face of a software component [32]. Each information about
the implementation of the service is hidden by the interface.
Therefore, only the outer behavior can be observed through re-
sponses by the web service, which is why well-known software
debugging techniques, such as setting exception breakpoints
can not be applied.

For this reason, the corresponding error message has to be
clear and understandable so that the cause of the error can be
easily identified. With this in mind, we could identify three
best practices:

1) The amount of used HTTP status codes should be
limited to reduce the feasible effort for looking up
in the specification. At this time, there are over 60
different status code with different semantic [18] [19].

2) Specific HTTP status codes should be used accord-
ing to the official HTTP specification [33] and the
extension [34] [19] [21] [20].

3) A detailed error message should be given as a hint for
the error cause on client side [18] [19]. That is why
an error message should consist of six ingredients:
3.1) An absolute Uniform Resource Locator (URL)
that identifies the problem type, 3.2) A short sum-
mary of the problem type, that is written in english
and comprehensible for software engineers, 3.3) The
HTTP status code that was generated by the origin
server, 3.4) An application specific error code, 3.5)
A detailed human readable explanation specific to
this occurrence of the problem and 3.6) An URL
with further information about the specific error and
occurrence.

4) For operational troubleshooting, it would be benefi-
cial to use an application-specific or unique identifier
that will be send with each request. This allows a
filtering of service logs, when an issue was reported.

Figure 9 illustrates the mentioned ingredients of an error
message according to the third best practice of error handling.

E. Documentation

A documentation for Web APIs is a debatable topic in the
context of RESTful web services since it represents an out-
of-band information, which should be prevented according to
Fielding: “Any effort spent describing what method to use on
what URIs of interest should be entirely defined within the
scope of the processing rules for a media type” [35]. This
statement can be explained with the fact that documentation
is often used as a reference book in traditional development

1 HTTP/1.1 503 SERVICE UNAVAILABLE
2 /* More header information */
3 {
4 "problem":
5 {
6 "type": "http://httpstatus.es/503",
7 "status": 503,
8 "error_code": 173,
9 "title": "The service is currently under

maintenance",
10 "detail": "Connection to database timed out",
11 "instance": "http://.../errors/173"
12 }
13 }

Figure 9. Example for detailed error message.

scenarios. As a result of this, it can lead to hardcoded hyper-
links in the source code instead of interpreting hyperlinks of
the current representation following the HATEOAS principle.
Also business workflows will be often implemented according
to the documentation. In this case, we call it Documentation
As The Engine Of Application State (DATEOAS). As a result
of this, we have developed a new kind of documentation in
consideration of HATEOAS to give developers a guidance for
developing a client component.

The new documentation consists of three ingredients: 1)
Some examples which show how to interact with different
systems according to the principle of HATEOAS due to the
fact that some developers are not familiar with this concept
[35], 2) an abstract resource model in form of a state diagram,
which defines the relationship and the state transitions between
resources. Also, a semantics description of the resource and
its attributes should be given in form of a profile, such as
Application-Level Profile Semantics (ALPS) [36], which can
be interpreted by machines and humans and 3) a reference
book of all error codes should be provided so that developers
can get more information about an error that has occurred.

profiles
competencies

competencies

self self

profiles

Figure 10. Example for documentation of the Web API.

Figure 10 illustrates an abstract resource model of the
CompetenceService. Based on this model, it can be derived
which request must be executed to get the desired information.
For example to get all competences of a specific profile, we
have to first request the resource profiles. This results in a set of
available profiles, whereby each profile contains one hyperlink
for further information. After following the hyperlink by
selecting the desired profile, the whole information about the
profile will be provided, as well as further hyperlinks to related
resources, such as competences.
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F. Usage of Query Parameters
Each URI of a resource can be extended with parameters to

forward optional information to the service. This is important
when operating on the result set before transmitting over the
network. For instance, the selection of relevant information
can reduce the transmitted payload. We have identified five
different use cases since they will be supported by several
platforms, such as Facebook or Twitter.

1) Filtering: For information filtering of a resource either
its attributes or a special query language can be used. The
election for one of these two variants depends on the neces-
sary expression power of the information filtering. Figure 11
illustrates how a special user group can be fetched by using a
query language [19].

1 GET /profiles?filter=(competencies=java%20and%20
certificates=MCSE_Solutions_Expert)

Figure 11. Filtering information by a using query language.

2) Sorting: For information sorting, Jauker [19] recom-
mends a comma separated list of attributes with “sort” as
the URI parameter followed by a plus sign as a prefix for
an ascending order or a minus sign for a descending order.
Finally, the order of the attributes represents the sort sequence.
Figure 12 illustrates how information can be sorted by using
the attributes education and experience.

1 GET /profiles?sort=-education,+experience

Figure 12. Sorting a resource by using attributes.

3) Selection: The selection of information in form of
attributes reduces the transmission size over the network by
responding only with the requested information. For this
purpose, Mulloy [18] and Jauker [19] recommend a comma
separated list of attributes and the term fields as the URI
parameter. Figure 14 represents an example how the desired
information can be selected before transmitting over the net-
work.

1 GET /profiles?fields=id,name,experience

Figure 13. A selection of resource information.

4) Search: The search for relevant information is a com-
mon use case. It is recommended to use the default query
parameter q or using entity attributes, such as id or uuid.

1 GET /profiles?q=Java;Scala

Figure 14. A search of relevant information.

5) Pagination: Pagination enables the splitting of
information on several virtual pages, while references for the
next (next) and previous page (prev) exist, as well as for the
first and last page (first and last).

1 GET /profiles?offset=0&limit=10

Listing 1. Requesting 10 profiles by using pagination.

As URI parameter, offset and limit were recommended,
whereby the first one identifies the virtual page and the last
one defines the amount of information on the virtual page [18]
[19]. A default value for offset and limit can not be given since
it depends on the information to be transmitted to the client,
which Mulloy stated [18] as follows: “If your resources are
large, probably want to limit it to fewer than 10; if resources
are small, it can make sense to choose a larger limit” [18,
p. 12]. Figure 1 illustrates a request using pagination on the
resource profiles.

Although, the mentioned pagination technique is often
recommended in literature, there are some issues especially
when dealing with big data volumes or when fetching two
virtual pages during inserting or deleting operation. These
issues are outlined in [37].

G. Interaction with Resources
By using REST as the underlying architectural style of a

system, a client interacts with the representations of a resource
instead of using it directly. The interaction between client and
server is built on the application layer protocol HTTP, which
already provides some functionality for the communication.
For the interaction with a resource, we could identify five
different best practices:

1) According to Jauker [19] and Mulloy [18], the used
HTTP methods should be conform to the method’s
semantics defined in the official HTTP specification.
So, the HTTP-GET method should only be used by
idempotent operations without any side effects. For a
better overview, Table I sums up the most frequently
used HTTP methods and their characteristics. These
characteristics can be used to associate the HTTP
methods with the correct Create Read Update Delete
(CRUD)-operation [21].

2) The support of HTTP-OPTIONS is recommended if
a large amount of data has to be transmitted since it
allows a client to request the supported methods of
the current representation before transmitting infor-
mation over the shared medium. But, this additional
HTTP-OPTIONS request is only necessary, if the
supported operations were not written explicitly in
the representation or when dealing with Cross-Origin
Resource Sharing CORS) [38].

3) A compression mechanism, such as GZIP should be
supported to reduce the payload. By using the HTTP
header field “Accept-Encoding”, the client can indi-
cate that he expects an appropriate encoding while
on the other side, the server can set the “Content-
Encoding” field when using content encoding. If the
client does not set the “Accept-Encoding”, the server
should use compression by default.
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4) The support of conditional GET should be consid-
ered during the development of a service based on
HTTP since it prevents the server from transmitting
previously sent information. Only if there are mod-
ifications of the requested information since the last
request, the server responds with the latest represen-
tation. For the implementation of conditional GET,
there are two different approaches that are already
described by Vinoski [21].

5) The support of partial updates should be considered
so that the client does not have to send unchanged
information. This is relevant when sending a large
amount of data since the bandwidth of upstream is
usually much lower than for downstream.

TABLE I. CHARACTERISTICS OF THE MOST USED HTTP METHODS.

HTTP method safe idempotent

POST No No

GET Yes Yes

PUT No Yes

DELETE No Yes

OPTIONS Yes Yes

PATCH No No

H. MIME Types
Multipurpose Internet Mail Extensions (MIME) types are

used for the identification of data formats, which will be
registered and published by the Internet Assigned Numbers
Authority (IANA). These types can be seen as representation
formats of a resource. For this category, we could identify the
following four best practices:

1) At least two representation formats should be sup-
ported by the web service, such as JSON or Extensi-
ble Markup Language (XML) [18].

2) JSON should be the default representation format
since its increasing distribution [18].

3) Existing MIME types should be used, which already
support hypermedia, such as JSON-LD (JSON for
Linking Data), Collection+JSON and Siren [21].

4) Content negotiation should be offered by the web
service, which allows the client to choose the rep-
resentation format by using the HTTP header field
“Accept” in his request. Furthermore, there is the
opportunity to weight the preference of the client with
a quality parameter [21].

VI. QUALITY-DRIVEN PRIORITIZATION
OF BEST PRACTICES

After describing the identified categories of best practices
for the API, the next logical step is the selection of rel-
evant best practices for a given scenario. That is why we
have mapped them on quality characteristics of the ISO/IEC
25010:2010 [10] (see Figure 15). For illustration purpose, we
take the assumption that API of the current CompetenceService
has to be optimized for mobile platforms. This means, for
example, that the necessary requests for getting the needed
information of the service have to be minimized and transmit-
ted as fast as possible to reduce the latency and improve the
responsiveness for the consumers. If we look at Figure 15, this

will comply with the time behaviour quality sub characteristic
as part of the performance efficiency quality characteristic.

Figure 15. Product quality model of the ISO/IEC 25010:2011 [10]

After gathering the non-functional requirements or qual-
ity requirements for the API, we can select the appropriate
categories and best practices that have to be considered.
The method for the quality-driven prioritization approach is
illustrated in Figure 16.
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Figure 16. Revised API-First engineering principle with quality-driven
prioritization
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A. Best Practices for Performance Efficiency
For the improvement of the performance efficiency accord-

ing to the ISO/IEC 25010:2010 [10], we have identified five
relevant best practices that should be considered when design-
ing an API. In particular, we make no statement regarding the
completeness of the upcoming list of best practices for the
performance efficiency.

1) Usage of Query Parameters (see Section V-F): The
required network bandwidth load for transferring the
response can be further reduced by a preprocess-
ing step on service side based on given optional
parameters. The optional parameters can be handed
over through query parameters. For instance, a subset
of representation fields can be selected by using
the appropriate query parameter fields. Besides, the
parsing effort on service consumer side can also lead
to an increasing responsiveness.

2) Support of HTTP-OPTIONS (see Section V-G-2)
should be implemented to allow requesting the sup-
ported HTTP methods. Keep in mind, the support is
necessary when dealing with CORS and asynchrony.

3) Use Compression (see Section V-G-3): Each trans-
ferred information over the shared network should be
compressed since mobile networks have often higher
latency and lower bandwidth compared to traditional
networks.

4) Support of conditional GET (see Section V-G-4)
should be implemented by the service so that only
new information will be send to the client.

5) Support partial updates (see Section V-G-5): The
bandwidth for upstream is lower than for downstream
so that the service should be able to handle partials
updates and not expect a full representation of a
resource.

Besides these mentioned best practices, we have also
recognized that the number of requests should be minimized
in a mobile scenario. But, we have found no best practice that
can be directly mapped onto this. In our eyes, this can be
achieved by one of the following approaches. For the sake of
completeness, we have also list a non REST-like approach at
the end.

1) Combining resources to a new more abstract resource
tailored to the specific use case that is needed on the
mobile client.

2) Providing an additional orchestration layer (e.g.
Backend-For-Frontend (BFF) [11]) that splits the
client request in multiple server requests and responds
with a collected response.

3) Using a technology-driven and not REST-like ap-
proach, such as GraphQL that offers a declarative way
for fetching the required information [39].

By following the mentioned best practices, we have could
improve the perceptible responsiveness of the mobile client
application. Figure 17 illustrates the average latency of two
different versions of one mobile client - 1) before and 2) after
application of the mentioned best practices that results in an
API change. At the beginning, the mobile client application
requests some initial data plus some app configuration so the
latency is typically higher compared to the further course of
the usage.
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Figure 17. Mobile client application latency before and after applying the
quality-driven selection of best practices

B. Mapping of Best Practices and Quality Characteristics

In the previous section, we have illustrated the quality-
driven approach by selecting best practices according to their
influence on the performance efficiency. This section shall
focus the whole set of the quality characteristics by presenting
a influence map from the mentioned best practices onto the
quality characteristics of the ISO/IEC 25010:2011 [10] (see
Figure 18). The dashed lines represent positive impacts of the
best practices on the quality characteristics.
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Figure 18. Influence map of best practices for API design for web services
based on REST onto the ISO/IEC 25010:2011 [10]

The intention is to support API designers especially for
web services based on REST by a kind of prioritization of
best practices. In our eyes, the selection of best practices based
on quality characteristics is more intuitive than traditional
approaches, such as the requirement-level indication of the
RFC 2119 [40]. The reason for this is that the importance
of different best practices can vary from organization to
organization.
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VII. SUMMARY AND OUTLOOK

In this article, we created a checklist for the API design
of web services based on REST. More precisely, we identified
and collected best practices for the API design. These best
practices were classified into eight different categories that
focus on different aspects of an API. The categories and best
practices represent the checklist: Each category describes an
aspect that has to be considered when designing an API. The
best practices within one category represent recommendations
that have to be kept in mind when the category as aspect is
important for a specific API. For instance, one category is
versioning. If versioning is something that is important for
the specific API, then the best practices within this category
should be kept in mind when designing the API. Finally, we
associated the categories with quality characteristics of the
ISO/IEC 25010:2010 [10] to show the impact of best practices
on the quality of the API.

The intention of this article was not to reinvent the wheel.
For this reason, the best practices within this article were re-
used from existing work. Instead, the focus of this work was
to identify and collect existing best practices, to unify them,
and to associate them with certain aspects of an API design.
Best practices are only helpful when software architects and
developers know when to consider them and what they are for.
For this reason, our classification into eight categories helps to
decide, whether a certain best practice should be considered
or not. Furthermore, our best practices are not meant to be
complete. They are more a recommendation about what should
be kept in mind when a certain aspect (category) is relevant
for an API design.

To illustrate the applicability of our checklist, we applied
the checklist, i.e., its categories and their best practices on a
concrete scenario. As a scenario, we chose the SmartCampus
of the Karlsruhe Institute of Technology. SmartCampus is
a modern web application. Its purpose is to simplify the
daily life of students, guests, and members at the university.
The SmartCampus consists of several provided services. One
service is the CompetenceService that semantically searches
competences in the area of information technology. By ap-
plying our checklist, we could identify relevant best practices
for our API. The checklist helped us to identify, which of
the best practices are relevant for this service and which ones
are not. The best practices are not strict guidelines; they are
more recommendations that helped us to keep certain aspects
in mind. By using the checklist during the API design, we had
a concrete list about what to consider. This helped us to not
forget relevant aspects when creating the API.

Summarized, the checklist, i.e., the categories and their best
practices help software architects and developers to design the
API of web services with certain recommendations kept in
mind. As today, best practices are distributed across several
existing works, until now, it was hard to find a unified set of
best practices. Furthermore, the best practices were isolated. It
was not clear, whether a certain best practice should be consid-
ered or not. Its impact was not obvious. With our classification
into eight categories, software architects and developers get the
possibility to filter the best practices and to understand, which
ones are necessary and which ones are not relevant for a certain
API design. This reduces the amount of best practices to the
relevant ones and simplifies the application of best practices.
Even though our checklist is not meant to be complete, it is

a helpful list of best practices, i.e., recommendations. This
list reminds software architects and developers of aspects
they should consider when designing an API with certain
categories being relevant. Furthermore, for software architects
and developers it is not necessary any more to lookup best
practices in literature. As the checklist is a first collection and
unification of widespread best practices, software architects
and developers can directly start with this checklist in their
daily projects. As we build on existing work and reference
this work, detailed descriptions can be looked up if necessary.
But it is not necessary to spend time to collect best practices
from scratch. With the association to quality characteristics of
ISO/IEC 25010:2010 [10], software architects and developers
get an understanding about the impact of the best practices
and certain design decisions on the quality of the API. This
increases the awareness of design decisions and helps to create
APIs in a quality-oriented manner.

In the future, we plan to investigate the impact of our
checklist on the development speed, as well as the quality. To
evaluate the usefulness of the best practices for API design, we
consider setting up two teams of students, Team A and Team B.
Both teams get the requirement to develop two services as part
of the SmartCampus at the KIT of similar complexity. Both
teams are expected to have similar experiences in developing
software systems, and both teams should not have knowledge
about best practices for API design. However, Team A will
be equipped with our checklist. We expect that Team A will
spend much less time searching appropriate best practices. The
checklist will provide Team A appropriate best practices about
how to design the API. Figure 19 shows the expected results.

2 4 6 8

Team B

Team A

Week

Requirements
Design

Implementation
V erification

Figure 19. Duration of the development phases in weeks.

In addition, we plan to extend our checklist with further
best practices and to describe the best practices by means of
technology-independent metrics. In a next step, we plan to map
these technology-independent metrics onto concrete technolo-
gies, such as Java and JAX-RS. This mapping constitutes the
basis for an automated application of the metrics on concrete
design or implementation artifacts [41]. Besides, we will use
the checklist on upcoming projects an exemplifies the whole
API design process in a more detail so that each development
team is capable of applying it on its own projects.
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Abstract— The number of foreigners who visit Japan is 
increasing and thus it is important to build mutual 
understanding with people of different cultural backgrounds. 
In order to enhance foreign visitors’ further understanding of 
Japan, we propose a place-oriented Internet radio called 
Cross-Cultural Radio (CCR). Consequently, we proposed a 
new measurement, the Cross-Cultural Understanding Scale 
(CCUS), to validate the effectiveness of CCR, and conducted a 
set of evaluation experiments in Tokyo. Our experimental 
results illustrate that CCR can be effective in certain aspects of 
cross-cultural understanding. This paper aims to explore 
foreign visitors’ concrete process of understanding by 
analyzing the behaviors of participants during the experiment. 
Additionally, the type of place-oriented contents that are 
suitable for enhancing cultural awareness will be discussed. 
 

Keywords— place orientation; Internet radio; cross-cultural 
understanding; measurement; evaluation experiment. 

 

I.  INTRODUCTION 
Due to the great diversity in the modern world and its 

continuous change, defining the term “culture” is an 
extremely difficult activity. However, many scholars have 
attempted to conceptualize their understanding of culture. 
Nonetheless, as we claimed in our previous work [1], 
several aspects of culture, such as goods, feelings, actions, 
and words can be very specific to a particular region. They 
are difficult to grasp from guidebooks or simply by 
browsing the Internet, because in many cases these contents 
are provided based on visible (and generally superficial) 
information. It is quite easy to acquire stereotypical ideas 
about Japan in front of the laptop but there will never be a 
better experience than direct interaction with local people. 
This is because they provide foreigners with real cultural 
ideas, and thus, having a channel to boost such 
communication is highly important.  

For instance, a keyword that seems distinctive to 
Japanese culture is “Kodawari,” which is difficult to 
translate literally into English, yet “to be particular about a 
manner” would be the closest. Its meaning is not just to be 
particular, but to have a strong belief, or an excessive target 
on the action. Many craftspeople in Japan have “Kodawari” 
regarding what they create or how they become involved in 

the industry, and having strong pride in what they do and 
never compromising their work is regarded as a virtue. 

Another example of a keyword is “Omotenashi,” which 
became slightly famous after Japan’s presentation to host 
the Olympics in 2020. “Omotenashi” means to treat 
everyone sincerely and warmheartedly, whether or not that 
person is a customer, a guest, a family member, or an 
acquaintance. The core of this concept is to express 
consideration and respect to others. This act would also 
require the person to understand the atmosphere, feel the 
mood and invisible energy, which is wrapped around the 
occasion or person. Ultimately, it does not mean 
entertaining the person or achieving any kind of self-
satisfaction, but to quickly perceive the person’s needs, 
desires, and overall mood, and entertain the person 
accordingly with a warm heart. 

Damasio [2] claimed, “culture is a regulator of human life 
and identity.” As people’s mobility has increased, so has the 
number of foreigners who visit Japan [3], and recognizing 
diversity to build cross-cultural understanding is becoming a 
matter of great interest in the country. We must be aware 
that all foreigners are unique individuals, and we should not 
generalize them by nationality, ethnic group, or religion. 
Foreigners are visiting Japan for various purposes, such as 
sightseeing, studying abroad, or working. Likewise, 
depending on the length of their stay in Japan or their 
cultural background, the problems they encounter vary 
greatly, and there will never be a solution that is applicable 
to everyone. In particular, these problems faced by foreign 
visitors are derived from not knowing the Japanese cultural 
keywords previously exemplified (and there are countless 
others besides “Kodawari” and “Omotenashi”), or occur 
when the meaning of keywords conflicts with their cultural 
beliefs in various communicative settings. To propose a way 
to solve their problems individually, thus creating new 
media to provide foreigners with opportunities to 
understand Japanese culture at a deeper level, is meaningful 
from a cross-cultural perspective. In other words, foreign 
visitors’ further understanding of Japanese culture will be 
achieved when they listen to local people’s stories in a 
particular place, or the opinions of other foreigners who 
have visited a given place. 
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Previous literature (Yoon [4] and Bramwell [5]) has 
demonstrated that the effect of motivation and satisfaction is 
prominent in the decision of tourists to re-visit places. 
Alegre [6] and Ekinci et al. [7] also pointed out the 
eagerness of tourists to visit based on the characteristics of a 
place. In terms of information systems, Masuda [8] and 
Takagi [9] proposed a recommender system for tourists, 
which provides customized tour information depending on 
users’ needs, including the use of smartphone applications. 
However, there is almost no research on using Internet radio 
specifically as a tool for building cross-cultural 
understanding in Japan.  

In this paper, we propose a place-oriented Internet radio 
called CCR, which helps foreigners to recognize Japan from 
a cross-cultural perspective by providing place-oriented 
content. In addition, we created some original criteria 
named CCUS and conducted an evaluation experiment in 
Tokyo to measure the actual effectiveness of the content and 
CCR itself. 

The paper is structured as follows: First, Section II 
describes the design phase of CCR, including its concept 
and system configuration. Secondly, a detailed explanation 
of CCUS measurement is offered in Section III, including 
background research. Section IV describes a complete set of 
evaluation experiments conducted in Tokyo, and Section V 
examines the result in a further behavioral analysis. Lastly, 
the conclusion and future works are mentioned in Section 
VI. 

II. DESIGN OF CROSS-CULTURAL RADIO 

A. Concept 
The above-mentioned previous research, particularly 

Masuda and Takagi’s recommender system for tourists, is 
designed for usage in a specific place. However, the 
information they provide to listeners only focuses on 
tourists’ preferences and does not include the cultural 
perspective of the host country, which promotes cross-
cultural understanding amongst international listeners.  

Regarding the type of information available, visual 
material, such as detailed information on smartphones, 
contributes to a certain extent to obtaining a general idea 
about a place. Nevertheless, aural information is far superior 
to visual information in terms of listener flexibility, by 
allowing listeners to stretch their imagination regarding 
what they have heard. Furthermore, aural information can 
provide direct interaction with the place, including local 
people’s stories or comments from other tourists. This may 
also be a trigger to increase international listeners’ 
understanding of Japanese culture. 

For these reasons, this paper proposes a place-oriented 
Internet radio called CCR as a new sound-focused media, by 
providing international listeners with several types of 
content. The detailed concept is shown in Figure 1.  

CCR works in three steps. The first step consists in 
content design for different listeners. The second step is the 

listening process, which various listeners engage in, such as 
international tourists, study-abroad students, and employees 
of multinational corporations who are not yet familiar with 
Japanese culture. The third step is obtaining feedback from 
listeners, plus revision of the content. To maximize the 
influence of content, the preferred target of CCR is 
international visitors who are staying in Japan for a 
relatively long period of time, from a few months to years, 
rather than just for a couple of days, because, in general, 
understanding a certain culture takes time and the 
experience in a host country is enriched by daily life 
communicative settings. 

 
Figure 1.  Concept of Cross-Cultural Radio “CCR”   

 (This paper only deals with Guidebook and Locals content) 

Three types of content are available for international 
visitors: the Guidebook (audio clips from famous 
guidebooks such as Lonely Planet), the Locals (stories or 
tips from local people), and Visitors (feedback from 
listeners to be shared with other listeners). As a first step of 
the cycle, this paper deals explicitly with the content of the 
Guidebook and the Locals.  

B. System 
Previous research [10]-[13] has shown that an acceptable 

duration of content should be approximately 1 to 1 and a half 
minutes. Several companies produce audio guide players, 
supporting the delivery of such content as described above. 

 
1) Selecting the Location 
As CCR is designed for international visitors to Japan, the 

selection of a place where content is mapped is also 
important. In this research, Asakusa, one of the most famous 
and popular tourist spots in Tokyo, was selected because it 
has a rich cultural heritage, including Japanese traditional 
temples and shrines, as well as dining venues and souvenir 
shops that attract many international tourists. In addition, 
Asakusa is located at the heart of Tokyo and has great 
accessibility, which enables us to conduct fieldwork 
effortlessly. 
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2) “Guidebook” Content 
For the guidebook content, several tips about 

accommodation, introduction to restaurants, and explanation 
of famous architecture were selected from Lonely Planet 
Tokyo [14] and recorded using voice synthesis software 
(Figure 2). 

 

 
Figure 2.  Example of Guidebook content 

3)  “Locals” Content 
For the locals content, several interviews with locals 

were conducted in Japanese and stories related to their daily 
lives in Asakusa were selected. Each story was translated 
into English and supplementary explanation of cultural 
activities was added if necessary (Figure 3).  

 

 
Figure 3.  Example of Locals content 

4) Mapping content into CCR 

 
Figure 4.  CCR can be accessed via a QR code 

The audio clips are stored on the website, and linked to 
icons using JavaScript code. When the user clicks on an icon, 
the associated audio clip is played. The website can be 
accessed by URL [15] or by using the QR code shown in 
Figure 4. 

III. MEASUREMENT CCUS 

To validate the credibility of CCR, an evaluation process 
with appropriate criteria is essential. Since CCR has a 
unique concept, inventing a new and suitable measurement 
tool is more realistic than using conventional criteria 
without localization. Related literature about measurement 
design and cross-cultural adjustment has been demonstrated 
by Cui & Awa [16], and Yellen [17]. Ten dimensions of 
cross-cultural understanding have been determined, which 
are: 

A. Mobility 
According to Benson [18], an individual’s ability to find 

his/her way around in a foreign place is one of the most 
important dimensions of cross-cultural understanding. 
Knowing the local geography and usage of public 
transportation systems are two potential items for this 
dimension. It also includes the ability to ask for directions 
when one is uncertain, as well as the usage of appropriate 
tools, such as map applications on a smartphone. 

B. Food/Diet 
Although food allergies are not addressed here, this 

dimension involves being open-minded about trying new 
foods. Accepting foreign food and culinary manners cannot 
be omitted when understanding a certain culture, and for 
many people eating food is a major aspect of cultural 
exchange [19]. 

C. Flexibility 
As Hofstede defined “uncertainty avoidance” in his 

prominent work [20], people from any cultural background 
may face culture shock to a certain extent, and may attempt 
to escape from that anxiety. Being flexible, patient, and 
tolerant of such uncertain activity or unexpected cultural 
norms is one dimension. 

D. Knowledge 
Whether one accepts it or not, acknowledgment of the 

host culture is an essential aspect of cross-cultural 
understanding. In terms of socially appropriate behaviors, 
host country nationals have certain expectations as to how 
foreigners in their country should behave, and this includes 
avoiding offensive actions. Webb et al.’s unobtrusive 
measure [21] could be useful in this regard. 

E. Language Skills 
This dimension appears consistently in the literature as a 

core criterion of mutual understanding [22]-[24]. However, 
we should be aware that when cultural adaptation or 
acculturation occurs, an adapted individual will learn the 

 “Asakusa Engei-hall” 
Have you ever seen standup comedy in your country? If 
you want to experience Japanese traditional comedy 
performance, here is the place. This is called Asakusa 
Engei-hall, and provides humorous speech by classic 
rakugo speakers. The audience also enjoys stage arts 
unique to the theater, including the paper cutout and 
funny music played using a carpenter’s tool. 
 

 “Future of Asakusa” 
Before World War 2, Asakusa was one of the most 
energetic, cutting edge cities in Japan. But unfortunately 
nowadays it has been overtaken by other big cities like 
Roppongi or Shinjuku. She feels that to revitalize 
Asakusa as a vivid city, collaboration with the local 
community is important, not just bringing lots of tourists 
from outside. Using social networking services can be 
one way; so the young generation helps older shop 
owners to introduce these up-to-date technologies into 
traditional Japanese shops. 
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language, but an individual who learns the language may or 
may not adapt. 

F. Interaction 
The nature and frequency of interactions with host 

country individuals is an indication of an individual’s level 
of cross-cultural understanding [25]. This involves one’s 
ability to initiate interaction, as well as the extent of one’s 
eagerness to communicate with Japanese people, regardless 
of language ability. 

G. Awareness of Cultural differnce 
A question such as “to what extent are you aware that 

Japanese culture/society is different from yours?” is asked 
in this dimension. Recognition of cultural difference from 
one’s own culture is a starting point to build mutual 
understanding in any circumstances [26]. 

H. Nonverbal Communication 
In addition to language, there are a variety of ways to 

communicate nonverbally. Understanding visible gestures 
and appreciating personal space are some of them [27]. Also, 
having a reasonable repertoire of “communicative currency” 
may be useful as a criterion dimension. 

I. Respect 
Being interested in the host country citizens and casual 

friendliness towards them should be part of cross-cultural 
understanding [28]. For instance, willingness to participate 
in activities distinctive to the host country will increase 
fundamental respect for others and might lead to an 
appreciation of one’s current state. 

J. Relationship 
The inclination to establish and maintain relationships 

regardless of skills is one crucial dimension. Although this 
can be influenced by an individual’s personal character, 
such as extroversion or introversion, we should be aware 
that every individual has his/her own pace for building 
relationships [29]. For instance, not all introverts are weaker 
at relationship building than extroverts; they often establish 
deeper and more stable relationships with others. 
 

After the relevant literature was reviewed and the 
dimensions mentioned above were rationalized, these new 
criteria were named CCUS. In the evaluation phase, we 
measured users’ scores on each dimension from 1 to 10 
(Figure 5), using the self-evaluation method.  

Figure 5.  Scoring system of CCUS 

This evaluation was conducted twice, before and after 
any related experiments such as fieldwork or interviews. 
Afterwards, the two score results were compared and 
discussed. 

IV. EVALUATION EXPERIMENT 

A. Method 
Fieldwork was conducted with 12 international visitors as 

CCR listeners, using the same scheme to explore how the 
cycle of CCR works as an evaluation experiment. In order to 
observe various cultural exchanges, we tried to select 
tourists from diverse cultural backgrounds, as well as their 
length of stay in Japan. Fieldwork details and participants’ 
attributes are shown below (Table 1).  

TABLE I.  FIELDWORK DETAILS AND PARTICIPANTS’ ATTRIBUTES 

Nationality / 
Code (xx) 

Participants’ Attributes 

Age Sex Date / Time 

China 
(CH1) 28 F October 31st, 2015 / 11:00 – 13:00 

Malaysia 
(ML) 23 F October 31st, 2015 / 14:00 – 16:00 

Taiwan 
(TW) 20 F November 1st, 2015 / 11:00 – 13:00 

Japan/Korea 
(JP) 22 F November 1st, 2015 / 14:00 – 16:00 

England 
(UK) 22 M November 1st, 2015 / 14:00 – 16:00 

Korea 
(KR) 18 F November 7th, 2015 / 11:15 – 13:00 

India 
(IN) 19 M November 7th, 2015 / 15:00 – 16:30 

Uzbekistan 
(UZ) 22 M November 16th, 2015 / 11:00 – 13:00 

China 
(CH2) 24 F November 18th, 2015 / 10:00 – 12:00 

China 
(CH3) 25 F November 18th, 2015 / 10:00 – 12:00 

Vietnam 
(VN) 24 F November 18th, 2015 / 15:30 – 17:30 

Russia 
(RU) 28 M November 28th, 2015 / 15:00 – 16:30 

 

B. Fieldwork Route 
In the experiment, two fieldwork routes were prepared 

for participants and they were allowed to choose whichever 
they preferred. The routes were determined by the reference 
of Asakusa’s rickshaw company Jidaiya [30], because their 
tours are recognized as a popular activity in Asakusa and in 
general they are successful at suggesting appropriate 
sightseeing routes. Route 1 (Figure 6) goes through 
Asakusa’s most touristy district, a major temple called 
Senso-ji in the green area on top. As illustrated in the blue 
line, walking along the main street named Nakamise-dori is 
the so-called golden route of Asakusa sightseeing.  

|------|------|------|------|------|------|------|------|------| 
 

1       2       3      4       5       6       7       8       9     10 
 

Low  -----------------------------------------------à  High 
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Figure 6.  Fieldwork route 1 

On the other hand, route 2 (Figure 7) is set in a rather 
local district, including the place for community daily life. 
Compared to route 1, route 2 is less crowded with tourists 
and may be similar to other towns, but still holds the flavor 
of historic Tokyo downtown. 

 

 
Figure 7.  Fieldwork route 2 

C. Contents 
Figures 6 and 7 illustrate how each route has 10 mapped 

contents, shown as numbered speech bubble icons. We 
attempted to select random contents from several sources 
such as guidebooks and original conversation extracted from 
interviews with local people, and placed them as equal a 
distance apart as possible on the map. Content a) mapped on 
route 1 is specified as “C1a” for instance, and brief 
explanations of all contents are as follows: 
 

1) Route 1 
a) People who visit Senso-ji temple (C1a) 

This is “Locals” content. The local fabric shop owner 
(henceforth Mr. M) talks about the people who visit Senso-ji 
temple for various reasons, such as sightseeing, religious 
visits, and souvenir hunting. After he talks, the English 
translation follows. 
 

b) Kaminari-mon of Senso-ji temple (C1b) 
This is “Guidebook” content. Kaminari-mon (Thunder 

gate), the entrance of Senso-ji and one of the most famous 
gates in Japan at the approach to a temple, is explained.  

 
c) Tohoku earthquake and tsunami in 2011 (C1c) 

This is “Locals” content. Mr. M discusses what his and 
other shops in the arcade were like on the day following the 
Tohoku earthquake and tsunami. He also talks about his 
experience of electricity power-saving related to the 
Fukushima Daiichi Power Plant Nuclear Disaster [31]. 
 

d) Asakusa visitors about a half century ago (C1d) 
This is “Locals” content. Mr. M talks about his shop 

customers from all over the world. During the previous 
Tokyo Olympics in 1964, he remembers how many 
international visitors from Eastern Europe and the Soviet 
Union came to try Japanese handmade fabric, and says they 
were widely accepted. 
 

e) Daikoku-ya restaurant (C1e) 
This is “Guidebook” content. Daikoku-ya, the famous 

tempura place is recommended for its menu. 
 

f) Senso-ji Kindergarten (C1f) 
This is “Locals” content. Mr. M explains that there is a 

kindergarten in Senso-ji premises, and as an alumnus 
approximately 60 years ago he recalls his experience of the 
Japanese cultural event “mamemaki (bean throwing)” [32]. 
 

g) Demboin and its garden (C1g) 
This is “Guidebook” content. Demboin, the residence of 

the head priest of Senso-ji for generations is described. 
 

h) Fortune slip of Senso-ji (C1h) 
This is “Guidebook” content. Senso-ji’s Omikuji, a kind 

of fortune-telling using a small piece of paper on which 
one’s fortune is written, is explained.  
 

i) Asakusa shrine (C1i) 
This is “Guidebook” content. At the very next premises to 

Senso-ji, there is a relatively large shrine called Asakusa 
Jinja. It is explained that the coexistence of two different 
religions, Buddhism and Shintoism, in the same district 
reflects Japanese animistic religious belief, and something 
that some international visitors do not fully comprehend 
depending on their religious or cultural beliefs.  
 

j) Subsidy for Asakusa residents (C1j) 
This is “Locals” content. As a resident who was born and 

raised in Asakusa, Mr. M tells of the recent subsidy policy 
of Asakusa city to promote the younger generation 
including newlyweds to settle down in the city. 
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2) Route 2 
a) Asakusa Engei-hall (Figure 2, C2a) 

This is “Guidebook” content. Asakusa Engei-hall, a 
Japanese comedy theatre playing traditional Rakugo and 
Yose performances, is explained. 
 

b) Don Quixote (C2b) 
This is “Guidebook” content. Don Quixote, or Donki for 

short, is a popular discount store franchise throughout Japan. 
Asakusa store’s localized Japanese souvenir collection for 
international visitors is explained. 
 

c) Asakusa Rockza (C2c) 
This is “Locals” content. Asakusa Rockza is one of the 

oldest and most famous striptease theatres in Japan, 
established in the 1940s. A professional Mikoshi, which is a 
divine palanquin or “portable Shinto shrine” carrier 
(henceforth Mr. T) tells its history and how the building and 
performance has remained, and is accepted as the cultural 
heritage of Asakusa. 
 

d) Sukerokuno-yado Sadachiyo hotel (C2d) 
This is “Guidebook” content. This hotel is of the historical 

Edo period’s ryokan type and intrigues many international 
tourists as well as Japanese guests. Their Japanese style hot 
spring service is also explained. 
 

e) Japanese traditional craft museum (C2e) 
This is “Guidebook” content. Gallery Takumi is a free 

admission Japanese handicraft museum, which contains 
many types of craftsmanship and in which their elaborate 
works are introduced.  
 

f) Hanayashiki theme park (Figure 3, C2f) 
This is “Locals” content about Hanayashiki, one of the 

oldest theme parks, which began its history as a botanical 
garden. The theme park’s PR manager (henceforth Ms. H) 
talks about its current target users and its marketing strategy 
focused on local families and kids, as well as international 
visitors by providing interactive activities such as the “Ninja 
experience.” 
 

g) Future of Asakusa (C2g) 
This is “Locals” content as already mentioned in Figure 3. 

Ms. H gives her opinion about Asakusa in comparison with 
other famous Tokyo cities and suggests what the local 
community can contribute to revitalizing the city. 

 
h) Awashimado-hall in Senso-ji (C2h) 

This is “Guidebook” content about Awashimado-hall, a 
small segregated garden in Senso-ji premises. A unique 
ritual ceremony showing animistic belief called “needle 
funeral” happens in this garden, which is a memorial service 

for broken needles to show gratitude for bringing about 
outstanding fabric and clothes through their works. 

 
i) Asakusa shrine (C2i) 

This is “Guidebook” contents and is shared with route 1 
during the experiment. 

 
j) Subsidy for Asakusa residents (C2j) 

This is “Locals” contents and is also shared with route 1 
during the experiment. 

 

D. Instruction 
In the first phase of the fieldwork, a sheet of paper 

giving the experiment instructions was distributed to the 
participants. The fieldwork route was printed and the 
participants were asked to walk and listen to the contents 
mapped on the route in numerical order. Before they began 
walking, they filled in the CCUS form. We observed and 
took pictures of participants while they were walking 
(Figure 16), and asked participants questions on each 
content, such as “what did you think about the place or 
object, which is explained in the content?” or “do you have 
any implications or comments compared to your home 
culture?” 

The fieldwork was conducted in either English or 
Japanese, depending on the participant’s language ability. 
The conversation was recorded and, after they had listened 
to all the content, they completed the CCUS form again. 

E. Result 
Figure 8 shows the average scores for each dimension. 

The blue line shows the results prior to the fieldwork; the red 
line shows the results after the fieldwork was finished and 
participants had listened to the “Guidebook” and “Locals” 
content.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 8.  12 participants’ average CCUS score 

According to the results, most dimensions improved 
slightly after the fieldwork. Specifically, “Flexibility” 
(+1.4pt), “Knowledge” (+1.0pt), and “Interaction” (+1.0pt) 
improved more than other dimensions, while “Language 
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skills” declined slightly (-0.2pt). However, these scores are 
based on only 12 international visitors’ experiment results 
and are therefore highly dependent on participants’ 
individual characteristics, such as cultural backgrounds, 
attitudes, and personalities. We believe it is rather important 
to conduct further behavioral analysis for individual 
participants in the next section. 

V. BEHAVIORAL ANALYSIS OF PARTICIPANTS 
As shown in the section V findings, CCR has enriched 

most aspects of the dimensions. We will have a closer look 
at specific participants’ scores based on arbitrary choices, 
which recorded notable differences for “Flexibility,” 
“Knowledge,” “Interaction,” and “Language skills,” as well 
as those who formed a distinct shape of the 10 dimensions. 

A. Participant CH2 (Figure 9)  
CH2 is a close friend of CH3 and they participated in the 

evaluation experiment together. As she has never been in 
Asakusa before, she was a beginner tourist in a way.  

 
Figure 9.  Participant CH2’s CCUS score 

Particularly after listening to “Guidebook” content about 
small museum shows and offering of Japanese traditional 
handcrafts (refer to C2e), she seemed interested in the place 
mentioned and took a number of pictures in front of it. She 
had a conversation with CH3 in Chinese and invited CH3 to 
go into the museum. CH2 told us they were talking about 
the elaborate work of Japanese craftspeople and its 
comparison with Chinese merchandise, including price. 
They mentioned that the handcrafts sold in the museum 
were very expensive and unfortunately they were unable to 
purchase any; nevertheless, they were surprised by their 
high quality.  

Talking with a peer participant in her native language 
raised her satisfaction levels with “Flexibility” and 
“Nonverbal communication,” which represents the 
acculturation process [33]–[35] including elimination of 
uncertainty about Japanese culture. It is assumed that CH2 
encountered the “Kodawari” of Japanese craftspeople 

through their works at the museum as a tangible experience, 
and the content acted as a trigger for this cultural encounter. 

B. Participant UZ (Figure 10) 
UZ is a university student who has been studying 

Japanese for two years, and shows a great enthusiasm for 
understanding local cultures. He was particularly interested 
in the concept of CCR and was cooperative about 
participating in the evaluation experiment. He walked to the 
main street of Asakusa called Nakamise-dori, and after 
listening to content in which a local person discussed the 
future of Asakusa (refer to C2f or Fig. 3), he mentioned his 
hometown Samarkand. He said he genuinely loved his 
hometown but, for financial reasons, many residents are 
leaving the city and flowing into Toshkent, the capital of 
Uzbekistan; he feels sad about this. He wishes the people in 
Samarkand would love their city just as Asakusa locals do. 
Obviously, he felt some kinship with the Japanese people 
and had cultivated an affinity toward Japanese culture.  

 

 
Figure 10.  Participant UZ’s CCUS score 

He commented, “it was fun and I learned some 
internal/external factors of Japan, especially Asakusa city’s 
culture and society.” What he implies to be internal and 
external factors regard the context of both content, the 
Guidebook, and the Locals. Internal factors are invisible 
cultural aspects such as Asakusa locals’ attitudes or value 
for the place, in relation to his radical improvement of 
“Awareness of cultural difference.” In contrast, external 
factors are attainable by information input, corresponding to 
“Knowledge.” The synthesis of these noticeable two 
dimensions has appeared as the improvement of 
“Flexibility.”  

C. Participant JP (Figure 11) 
JP is a friend of UK and they participated in the 

experiment together. Although born in Japan and a Japanese 
citizen, she has an international background. She is half 
Korean and was raised in Hawaii. After listening to “Locals” 
content about the founding story of Nakamise-dori and a 
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kindergarten nearby (refer C1f), she remembered learning 
phonetics during her childhood in Hawaii. 

 
Figure 11.  Participant JP’s CCUS score 

As she looks Asian, some of her peers automatically 
assumed that she did not understand any English; hence, she 
had a difficult time building close friendships with them. 
Now, English is her native language and a similar 
circumstance occurs when she encounters Japanese people 
who think she will understand Japanese perfectly whilst, in 
fact, she does not. JP admits “that awkward and annoying 
moment” frequently occurs whenever she recognizes 
disappointment on their faces. JP’s biggest decline in 
“Language skills” is not unrelated with her story. On the 
other hand, she improved in “Mobility,” as explained in her 
comment “now I feel more confident walking in Asakusa 
without GoogleMaps.” 

D. Participant UK (Figure 12) 
The fieldwork for JP and UK was conducted in English 

since we wanted to encourage casual conversation between 
two peers, which enabled us to observe frequent cultural 
exchange.  

 
Figure 12.  Participant UK’s CCUS score 

UK arrived in Japan approximately two months before 
the fieldwork, and had just started learning Japanese 
language and culture. According to his feedback, “Locals” 
content was more enjoyable than “Guidebook” although he 
had never visited Asakusa before. JP and UK were taking 
the same university courses in their study abroad and had 
already established a good rapport. UK is researching 
theories of traditional Japanese music for his master’s 
degree, so it is reasonable to assume that he is more 
interested in Japanese culture than most other international 
visitors. 

After listening to “Locals” content about subsidy policy 
to promote the movement of newlyweds into Asakusa city 
due to the population decline, particularly of the young 
generation (refer C1j), he commented, “Here is very packed 
and I didn’t even know that (the population drop) was an 
issue. As for in Britain, honestly I really don’t know (about 
the government policy).” He may have felt sympathy with 
the local people talking about the city’s problem and a 
possible solution, which might have influenced his 
improvement in “Relationship,” “Awareness of cultural 
difference,” and “Interaction.” The listening experience 
gave him recognition of Japanese culture to a certain extent. 

E. Participant IN (Figure 13)  
IN is a university freshman and quite new in Japan, as he 

arrived in Tokyo approximately two months before the 
fieldwork. His family has been working in Japan for a while, 
and he came to live with them and to pursue his academic 
career. He had never been in Asakusa before, and since his 
Japanese is still at beginner level, his fieldwork was 
conducted in English.  

 
Figure 13.  Participant IN’s CCUS score 

After listening to the content about Asakusa Engei-hall 
(refer C2a), he was asked if he would be interested in 
watching such a Japanese traditional comedy performance if 
they were available in a more understandable language (not 
only in Japanese, but with an English audio guide for 
instance). He answered, “Honestly, I’m not interested, I 
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never wanted to. Because I wouldn’t even understand, as it’s 
connected to the very localized humor. That’s why I never 
really had the motivation (to go to a Japanese comedy 
performance).”  

When we meet international visitors to Japan, they 
normally have some type of positive motivation, such as 
interest in Japanese language or culture, and many are open 
to knowing new things. IN’s straightforward remark is 
noteworthy, because what differentiates him from other 
internationals is that he is very truthful in his attitude toward 
Japanese culture. His initial motivation for visiting Japan, 
which is that he simply followed his family, may be relevant. 
This gives us the insight that CCR might not contribute to 
those who already have a fixed impression of Japanese 
culture, and the contents will not be sufficiently strong to 
change their attitudes. IN’s decrease in certain dimensions, 
particularly his 3pt drop in “Awareness of cultural 
difference” seems to prove this hypothesis. 

F. Participant ML (Figure 14) 
ML is a senior university student who has been in Japan 

for a few years. Although she speaks fluent Japanese, she 
preferred to conduct the fieldwork in English, as it is still a 
better language of communication for her.  

 
Figure 14.  Participant ML’s CCUS score 

After listening to the content about when the Tohoku 
earthquake hit Japan in March 2011 (refer to C1c), she 
related her experience of university enrollment four years 
ago. As the Japanese university semester starts in April, she 
had a family discussion to persuade her mother, who was 
worried about radioactive contamination after the quake. 
Luckily, she was passionate enough to have a new endeavor 
in Japan and her father was very supportive. She 
commented, “You have to overcome the scare, or you just 
never learn anything,” and admitted that her mindset helped 
her to decide to study abroad in Japan. 

Looking at her CCUS score result, she has improved in 
terms of “Awareness of cultural difference.” Presumably, 
listening to the contents and having a conversation reminded 
her of her initial motivation to study in Japan. It is also 

notable that similar to JP, who is an advanced Japanese 
speaker, ML has also dropped in terms of “Language skill.” 

G. Summary 
As shown in the previous result, it is reasonable to say 

that CCR has contributed to the enhancement of some 
aspects of cultural understanding. In particular, some 
dimensions, such as “Flexibility,” “Awareness of cultural 
difference,” “Knowledge,” “Interaction,” and “Language 
skills,” recorded dominant changes (both positive and 
negative). 

 
1) Flexibility/Awareness of cultural difference 
Most participants have improved in these dimensions. The 

biggest difference was made by CH2, but other participants, 
such as TW, CH3, and RU, also had a similar CCUS score 
distribution. 

 
2) Knowledge 

UZ and ML are the tractors of this dimension’s increase, 
whereas some participants have not improved at all. These 
two participants had both been in Japan for a few years, and 
their Japanese was at an advanced level. Their listening 
experience, particularly of “Locals” contents, might have 
worked as a lecture to boost their knowledge of Japanese 
culture. VN also improved in this dimension. 
 

3) Language Skills 
Most participants did not change in this dimension at all, 

while some, who were relatively fluent in Japanese such as 
JP and ML, decreased in this dimension (JP dropped 3pts), 
which caused an average overall decrease. JP and ML’s 
score drop will be revisited further in the next section. 
 

4) Interaction 
More than half of the participants improved in this 

dimension by approximately 1pt, which also reflects the 
average 1pt increase. CCR has an interactive characteristic 
to promote international listeners’ “cultural exchange” by 
allowing them to discuss freely while walking, during and 
after they listened to each content. 

VI. FINDINGS AND DISCUSSION 
According to the overall result of the evaluation 

experiment conducted in Tokyo for 12 participants, it is 
reasonable to assume that CCR has contributed to the 
enhancement of several aspects, such as “Flexibility,” 
“Awareness of cultural difference,” and “Interaction,” 
which are cultivated by listening to locals’ stories, and 
“Knowledge” in relation to the information provided by the 
guidebook. 

 
1) CCUS dimensions categorized into 4 types  
From each participants’ episodes found in behavioral 

analysis, it is reasonable to assume that CCR contributes to 
international listeners’ awareness of some aspects of culture. 
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Furthermore, based on the episodes, it is possible to relate 
the 10 dimensions of CCUS into four categories of 
contribution (Figure 15). Hence observing CCUS score 
distribution enables us to roughly categorize each 
participant’s mode of cultural understanding for these four 
types. This time, we observed 12 participants, and adding 
more participants will validate the effectiveness of this 
categorization. 

 
Figure 15.  CCR contribution to international listeners 

 Through the contents listening experience, some 
participants realized the difference between their own 
culture and Japanese culture. For instance, CH2 pointed out 
the elaborateness of Japanese craftsmanship compared to 
Chinese merchandize.  

Others may recognize themselves through self-reflection 
and conversation with peers as a next step. UZ recalled his 
own Usbek culture after listening to the “Locals” content. JP 
and ML were made more aware of their Japanese language 
skills by listening to interviews with local people. The 
discussion after the fieldwork became a trigger for ML to 
remember her initial motivation for studying abroad in 
Japan.  

To a certain participant, CCR directly approaches 
recognition of Japanese culture or knowledge itself. UK, 
who was already fond of Japan, gained information about 
Japan’s social policy after listening to a local’s story. 

On the other hand, the evaluation experiment has 
revealed that, for some participants, CCR may not 
contribute greatly to enhancing their cultural understanding. 
For example, IN clarified his lack of motivation to attend 
Japanese comedy performances through his honest feedback. 
Their personality, attitudes, and experiences will greatly 
influence the result. 

Regarding Japanese culture itself, although more or less 
all participants showed recognition of it, it is assumed that 
“Visitors” contents will make a greater contribution in this 
regard. 

 

2) “Locals” versus “Guidebook” Contents 
In terms of the effectiveness of place-oriented contents, 

for each participant’s approximately two-hour fieldwork, 
one outstanding episode was taken and discussed in the 
paper. Amongst the six participants individually analyzed in 
the paper, five were “Locals” content and 1 was 
“Guidebook” content. In addition, feedbacks elicited in the 
follow-up questionnaire after the fieldwork showed that 
“Locals” contents were more enjoyable for participants to 
listen to. More consultation is required for the result; 
however, we may rationalize that “Locals” content is more 
effective than “Guidebook” content for cultural 
understanding in this setting specifically. 

VII. CONCLUSION AND FUTURE STUDIES 
In this paper, a place-oriented Internet radio called CCR 

was proposed by providing three types of content, 
“Guidebook,” “Locals,” and “Visitors,” which give an idea 
of real cultural aspects of Japan, represented as “cultural 
keywords.” The paper explicitly deals with the “Guidebook” 
and “Locals” content. To validate the effectiveness of these 
unique media, we also proposed CCUS as a new criteria set 
to measure the level of cross-cultural understanding. The 
evaluation experiment and subsequent behavioral analysis of 
individual participants illustrated that CCR can be effective 
for certain international visitors’ cultural understanding. 
Furthermore, place-oriented contents, including locals’ real 
voices, focused on their attitudes or values, are found to be 
more enjoyable to listen to. 

For future work, we will develop a variety of place-
oriented content and add more participants to the evaluation 
experiment so that CCUS will be more reliable. Additionally, 
the introduction of “Visitors” content to encourage listeners’ 
self/mutual reflection with other listeners is required, to 
compare with conventional “Locals” and “Guidebook” 
content. This time, we chose Asakusa for a fieldwork 
location as one of Tokyo’s most touristy cities; however, we 
may need to investigate if the same scheme can be applied 
not only in Asakusa but also in different cities, or if it 
significantly varies depending on the characteristics of the 
place. In addition, one possibility of the evaluation 
experiment is to employ Japanese tourists as participants for 
comparative research. 
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Abstract—Bare machine applications eliminate the overhead 

and the security vulnerabilities that are due to operating 

systems. This paper describes a mass storage system for bare PC 

applications that uses USBs. It is implemented by extending a 

scalable FAT32 USB file system for a bare PC. First, details of 

the bare PC file system including the file API, file system 

internals, and file operations are given. Then the architecture of 

the mass storage system and its design and implementation are 

presented. A mass storage system based on this architecture is 

built by using four USBs on a desktop PC. Capabilities of the 

mass storage system are demonstrated by storing conventional 

files and SQLite database files on multiple USBs. Experiments 

to measure raw versus conventional file system performance 

show a 12% improvement for writes and a 33% improvement 

for reads with 30 MB files. This work is a first step towards 

building mass storage systems to support future bare machine 

big data and mobile applications with improved security and 

performance. 

Keywords-bare machine computing; bare PC; FAT32 file 

system; mass storage; USB. 

I.  INTRODUCTION 

Mass storage systems are used with Web servers, database 
systems, clients, and numerous applications. Media for mass 
storage include hard disk drives, optical drives, memory cards, 
and USB flash drives. A mass storage system for a 
conventional application typically requires the support of an 
operating system (OS) or kernel. This paper considers a mass 
storage system for bare PC applications using USBs. 

Bare PC applications are based on the BMC (Bare 
Machine Computing) paradigm, which eliminates the 
vulnerabilities and overhead of an OS. In the BMC paradigm, 
no OS, kernel, or middleware is required to communicate 
between an application and the hardware, i.e., an application 
contains everything it needs to run on a bare machine or bare 
PC. The BMC application uses direct interfaces to 
communicate with the hardware. 

Mass storage systems are associated with file systems that 
manage both conventional data files and raw data files. File 
systems provide a means for organizing and retrieving the data 
needed by many computer applications. Typically, they are 
closely tied to the underlying operating system (OS) and mass 
storage technology. The mass storage system for bare PC 
applications uses a file system that is independent of any OS 

or platform. Such a file system can also be used by OS-based 
applications. 

We first describe the bare PC file system including the file 
API [1]. We then show how the file system can be used as a 
basis for the architecture, design, and implementation of a 
mass storage system for bare PC applications using USBs. 
USB flash drives are ideal for file systems and mass storage 
in bare machine computing as they are inexpensive and able 
to store increasing amounts of data. We also demonstrate the 
capabilities of a bare PC mass storage system consisting of 
four USBs on a desktop PC by storing conventional files and 
SQLite database files on multiple USBs. We lastly present 
experimental results using the bare PC mass storage system to 
compare raw versus conventional file performance for both 
writes and reads. The bare PC file system and mass storage 
system can be used to support future bare machine database 
management systems and big data applications, or Web 
servers and mobile applications. 

The rest of the paper is organized as follows. Section II 
gives a brief overview of BMC applications and related work. 
Section III gives details of the bare PC file system and its 
operation. Section IV describes the system architecture for the 
mass storage system, and Section V presents its design and 
implementation. Section VI illustrates functional operation, 
and presents the experimental performance results. Section 
VII concludes the paper and suggests possibilities for future 
research. 

II. BMC APPLICATIONS AND RELATED WORK 

A BMC application suite consists of an application, the 
necessary protocols and drivers, and the code to boot and load 
the application. A hard disk is not used in a bare PC, so all the 
code must be stored on a removable device such as a secured 
USB flash drive. Currently, BMC applications run on any 
x86-based bare PC. Bare PC applications include a Webserver 
[2][3], Webmail and email servers [4][5], split protocol 
servers [6], server clusters [7], SIP servers and user agents [8], 
and peer-to-peer VoIP systems [9]. 

Many approaches have been used to reduce OS overhead 
or build high-performance systems. Some use lean kernels, 
while others move OS-functionality into applications. 
Examples include Exokernel [10], IO-Lite [11], OS-Kit [12], 
and Palacios and Kitten [13]. 
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The BMC paradigm [14] eliminates the OS and uses direct 
interfaces to the hardware to run applications on a bare PC. 
This approach to computing differs from a conventional 
approach as there is no underlying OS to manage resources, 
i.e., the application programmer manages memory and 
schedules tasks. The application is written primarily in C/C++ 
(with some assembly code) and runs as an AO (Application 
Object) that includes its own interfaces to the hardware [16] 
and the necessary OS-independent device drivers. 

There are many types of file system specifications such as 
FAT32 [17], NTFS [18] and exFAT [19]. The BMC file 
system currently uses FAT32 as it is simple and easy to 
implement. The FAT32 file system has been used for building 
high performance clusters [20]. The Umbrella file system, 
which also integrates two different types of storage devices, is 
an example of a mass storage system that uses USB flash 
drives [21]. Driver-level caching can be used to improve file 
system for removable storage devices [22]. However, 
removable storage media can be exploited through the OS 
[23]. Bare PC USB file systems and mass storage systems 
have no OS-related vulnerabilities. Since there is no OS, a 
USB device driver needs to be integrated with the bare PC 
application [24]. 

SQLite is a lean database management system [25]. It is 
self-contained, self-configured, and stand-alone (i.e., it does 
not require a separate client and a server). SQLite is included 
in Web browsers, mobile devices and embedded systems. It 
requires an OS and the amalgamated version has about 130K 
lines of code. SQLite has been transformed to run on a bare 
PC with no OS or kernel [26].  

III. BARE PC FILE SYSTEM 

The material in this section previously appeared in [1]. The 

bare PC USB file system depends on the USB architecture 

[27], USB Mass Storage Specification [28], USB Enhanced 

Host Controller Interface Specification [29], FAT32 standard 

[17], and the BMC paradigm [14]. The file system is stored 

on a USB along with its application. The USB layout is 

similar to a memory layout providing a LBA (Linear Block 

Addressing) scheme. That is, a USB address map is similar 

to a memory map. However, a USB is accessed with sector 

numbers that are directly mapped to memory addresses. It 

uses SCSI (small Computer System Interface) commands 

[30] that are encapsulated in USB commands. Thus, a bare 

PC USB driver that works with this file system is needed 

[24]. The FAT32 standard is complex and has a variety of 

options that are needed for an OS based system as it is 

required to work with many application environments. The 

FAT32 options implemented in this system and the file API 

are designed for bare PC applications. 

In [31], the design of a lean USB file system for bare PC 

applications was discussed and an initial version of the file 

system was built and tested. However, the file system was not 

easy to modify or use with existing bare PC applications. The 

rest of this section describes the implementation of an 

enhanced USB file system with a simple file API for bare PC 

applications. 

A. File API 

In a bare PC application, code for data and the file system 
reside on the same USB. In addition to the application as noted 
above, the USB has the boot code and loader in a separate 
executable, which enables the bare PC to be booted from the 
USB. The application suite (consisting of one or more end-
user applications) is a self-contained AO that encapsulates all 
the needed code for execution as a single entity. For example, 
a Webmail server, SQLite database and the file system can all 
be part of one AO. Since no centralized kernel or OS runs in 
the machine, the AO programmer controls the execution of the 
application on the machine. When an AO runs, no other 
applications are running in the machine. After the AO runs, no 
trace of its execution remains. 

An overview of the USB file system for bare PC 
applications is shown in Fig. 1. The simple API for the file 
system consists of five functions to support bare PC 
applications. These are (1) createFile(), (2) deleteFile(), (3) 
resizeFile(), (4) flushFile() and (5) flushAll(). These functions 
provide all the necessary interfaces to create and use files in 
bare PC applications. The fileObj (class) uses a fileTable data 
structure to manage and control the file system. A given API 
call in turn interfaces with the USBO object, which is the bare 
PC device driver for the USB [24]. This device driver has 
many interfaces to communicate directly with the host 
controller (HC). The HC interfaces with USB device using 
low-level USB commands. 

 

 
 
 

Fig. 2 lists the file API functions, and Fig. 3 shows an 
example of their usage. The parameters for the createFile() 
function are file name (fn), memory address pointer (saddr), 
file size (size) and file attributes (attr); it returns a file handle 
(h).  

 

 
 

 
 

The file handle is the index value of the file in the fileTable 
structure, which has all the control information of a file. This 
approach considerably simplifies file system design as it can 
be used as a direct index into the fileTable without the need 

Figure 1. Bare machine USB file system. 

Figure 2. File API functions. 
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for searching. The deleteFile(h) function uses the file handle 
to delete a file. When a file is deleted, it simply makes a mark 
in the fileTable structure and its related structures such as the 
root directory and FAT (File Allocation Table).  

 

 
 
Figure 3. File API usage. 

 
The resizeFile() function is used to increase or decrease a 

previously allocated file size. Thus, an AO programmer needs 
to keep track of the growth of a file from within the 
application. The flushFile() function will update the USB 
mass storage device from its related data structures and 
memory data. An AO programmer has to call this function 
periodically or at the end of the program to write files to 
persistent storage. The flushAll() interface is used to flush all 
files and related structures onto the USB drive. Note that the 
programmer gets a file address, uses it as standard memory 
(similar to memory mapped files), and manages the memory 
to read and write to a file. There is no need for a read and write 
API in this file system. All standard file IO operations are 
reduced to the list shown in Fig. 2. 

A significant difference between the bare PC file system 
and a conventional OS-based file system is that an AO 
programmer directly controls the USB device through the 
API. That is, a user program directly communicates with the 
hardware without using an OS, kernel or intermediary 
software. For instance, the createFile() function invokes the 
fileObj function, which in turn invokes the USBO function. 
The latter then calls the HC low-level functions. In this 
approach, an API call runs as a single thread of execution 
without the intervention of any other tasks. Thus, writing a 
bare PC application is different from writing conventional 
programs as there is no kernel or centralized program running 
in the hardware to control the application. These applications 
are designed to run as self-controlled, self- managed and self-
executable entities. In addition, the application code does not 
depend on any external software or modules since it is created 
as a single monolithic executable. 

B. File System Internals 

Building a USB file system for bare PC applications is 
challenging. The system involves several components and 
interfaces, and it is necessary to map the USB specifications 
to work with the memory layout in a bare PC application and 

the bare machine programming paradigm. Details of file 
system internals are provided in this section to illustrate the 
approach. 

1) USB Parameters: Each USB has its own parameters 

depending on the vendor, size and other attributes. Some 

parameters shown in Fig. 4 are used for identification and 

laying out the USB memory map. These parameters are 

analogous to a schema in a database system and are located 

in the 0th sector. 

 

 
Figure 4. USB parameters. 

 

2)  USB and Memory Layout: Fig. 5 displays the USB 

layout for a typical file system with 2GB mass storage.The 

boot sector contains many parameters as shown in Fig. 4. The 

reserved sectors parameter is used to calculate the start 

address of FAT1 table. The number of sectors per FAT 

defines the size of FAT1 and FAT2 tables, which are 

contiguous. The root directory entry follows the FAT2 table 

as shown in Fig. 5. The number of clusters in the root 

directory and number of sectors per cluster defines the 

starting point for the files stored in the USB. The root 

directory has 32 byte structures for each file on the USB. 

These 32 byte structures describe the characteristics of a 

FAT32 file system. The layout in Fig. 5 shows two files 

prcycle.exe and test.exe. The first file is the entry point of a 

program after boot and the second one is the application. 

Other mass storage files created by the application are located 

after test.exe. The bare PC file system has to manage the FAT 

tables, root directory and file system data. 

3) Memory Map: The USB layout and its entry points are 

used to map these sectors to physical memory. A memory 

map is then drawn as shown in Fig. 6. During the boot 

process, the BIOS will load the boot sector at 0x7c00 and 

boot up the machine. This code will run and load prcycle.exe 

using a mini-loader. When prcycle.exe runs, it provides a 

menu to load and run the application (test.exe). The original 

boot, root directory and FATs as well as other existing files 

and data in the USB are also stored in memory to manage 

them as memory mapped files. The cache area stores all the 

user file data and provides direct access to the application 

program. In this system, the USB and memory maps are 

controlled by the application and not by middleware. 
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4) Initialization: Fig. 7 illustrates the initialization 

process after the bare PC starts. During initialization, existing 

files from the USB are read into memory and file table 

attributes are populated. In addition, FAT tables and other 

relevant parameters are read and stored in the system. If the 

file data size is larger than the available memory, then partial 

data is read as needed and the file tables are updated 

appropriately. A contiguous memory allocation strategy is 

used to manage real memory. Because the file handle serves 

as a direct index to the file table, the file management system 

is simplified. 

 

 
 

Figure 5. USB layout.  
 

5) File Table Entry (FTE): The FTE is a 96-byte structure 

as shown in Fig. 8. The file name is limited to 64 bytes 

including name and type. 32-byte control fields are used to 

store the file control information needed to manage files. 

These attributes are derived from the root directory, FAT 

tables and memory map. The file index is the first entry in the 

FTE and it indicates the index of the file table. The index is 

also used as a file handle to be returned to the user for file 

control. 

6) File Operations: The five file operations in the bare 

PC system use the data structures file table and device driver 

interfaces. The file system only covers a single directory 

structure. When createFile() is called, it first checks the file 

table for any existing file using the file name. If this file does 

not exist, a new file is created with the given file name and 

requested file size. Then an entry is made in the file table, 

memory is assigned, and the root directory and FAT entries 

are created for the file. When flushFile() is called, it updates 

the USB and the call returns the file handle, which is an index 

into the file table. Similarly, deleteFile() will delete the file 

from the file table and flushAll() will update the USB with 

all the USB data fields. The resizeFile() interface simply uses 

the same entry with a different memory pointer and keeps the 

data“as is” unless the size is reduced. When the size is 

reduced, the extra memory is reset. All API calls and their 

internals are visible to the programmer. 

 

 
 

Figure 6. Memory map. 

 

7) File Name: The file system supports both short and 

long file names. At present, long file names are limited to 64 

characters by design since they introduce difficulties when 

creating the root directory and file table entries. The FAT32 

root directory structure also results in complexity that affects 

file system implementation. 

8) System Interfaces: The USB file system runs as a 

separate task in the bare PC AO. The AO has one main task, 

one receive task and many application tasks such as server 

threads. The main task enables plug-and-play when the USB 

drive is plugged into the system. Each USB slot in the PC is 

managed as a separate task. Tasks and threads are 

synonymous in bare PC applications as threads are 

implemented as tasks in the system. Each event in the system 

is treated as a single thread of execution without interruption. 

Thus, each file operation runs as one thread of execution.  

C. Operation 

The file system is written in C/C++, while the device 
driver code is written in C and MASM. The MASM code is 
27 lines and provides two functions that read and write to 
control registers in the host controller. The fileObj code is 
4262 lines including comments (30% of the code), and one 
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class definition. State transition diagrams are used to 
implement USB operations and their sequencing. For 
example, some of the state transitions occurring during the 
initialization process are shown in Fig. 7. The fileObj in turn 
invokes the USB device driver calls shown in Fig. 9. 

 
Figure 7. Initialization. 

 

 
 
Figure 8. File Table Entry (FTE). 

 
File operations can be done anywhere in the bare PC 

application. The task structure that runs in the bare PC file 
system is similar to that used for the bare Web servers, and 
runs on any Intel-based CPU that is IA32 compatible. Bare PC 
applications do not use a hard disk; instead, the BIOS is used 

to boot the system. The file system, boot code and application 
are stored on the same USB. A bootable USB along with its 
application is generated by a special tool designed for bare PC 
applications. The USB file system was integrated with the 
bare PC Web server for functional testing.  

 

 
 

Figure 9. USB operations. 

 
The operation of the bare PC file system is demonstrated 

by having two existing files (prcycle.exe and test.exe) on the 
USB along with the boot code. Small and large files are 
created by the application with file sizes varying up to 100K. 
To demonstrate file operations, four files were created and 
tested as described here in addition to the two files prcycle.exe 
and test.exe on the USB (after the program runs, there is a total 
of six files on the USB). The data were read from the files and 
also written to them using the file API. A USB analyzer [32] 
was used to test and validate the file system and the driver. 
Fig. 10 shows a sample trace from the analyzer that illustrates 
reset, read descriptors, set configuration and clear. These low 
level USB commands are directly controlled by the 
programmer (they are a part of the bare PC application). 

Fig. 11 shows the six files that exist on the USB displayed 
on the screen of a Windows PC. The four created files can be 
read from the Windows PC. Fig. 12 shows the file system in 
the bare PC root directory in memory. This directory is used 
to update the files until they are flushed. Fig. 13 shows the root 
directory entries on the USB after the program is complete. 
Fig. 14 is a screen shot on the bare PC showing the four files 
(short and long) created successfully by the system. The bare 
PC screen is divided into 25 rows and 8 columns to display 
text using video memory. This display is used by the 
programmer to print functional data, and for debugging. The 
programmer controls writing to the display directly from the 
bare PC application, with no interrupts used for display 
operations. 

IV. ARCHITECTURE 

We now describe a mass storage system for BMC 
applications by integrating the bare PC file system and the 
SQLite database system. This mass storage system can then 
be adapted for use with existing BMC applications. Fig. 15 
shows the system architecture for the mass storage system. 

 A USB flash drive is a complete file system by itself, 
which consists of boot, FAT, root directory and file data. As 
main memories are getting cheaper and larger, it is becoming 
feasible to map high-capacity flash drives into main memory. 
Such memory maps enable easier implementation and high 
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performance while avoiding the need for an intricate memory 
management system. 

The file system resident on the USB flash drive is 
represented by a 32-byte data structure capturing its file 
attributes. This is similar to a 32-byte structure in a FAT32 
root directory structure. Conventional and SQLite files can all 
be represented with the same data structure.  

 

 
 

Figure 10. Analyzer trace.                                                                                                            

 
The “file index” field is the entry point used as an index into 
the root directory. The “file size” shows the number of bytes 
in the file. The“start cluster” and “# of clusters” show the 
starting point of the cluster on the physical media and the 
number of clusters needed for the entire file. Usually, a cluster 
is defined as 8 sectors, but a larger value can be used for larger 
files. The “start addr” and “end addr” fields define the start 
and end of the physical memory map in the system. In BMC 
systems, all memory is physical memory, which avoids virtual 
memory and paging overhead. The “start sector#” identifies 

the LBA needed to access the flash drive. The LBA scheme 
on the USB provides a convenient way to address it, which is 
similar to addressing main memory. However, the USB 
device needs to use SCSI (small computer system interfaces) 
[30] commands for access. The “file attr” field defines the 
file permissions needed to store the file in the system. Each 
file in the system needs one 32-byte record, which provides 
all the control information needed to manage the mass storage 
system. 
 

 
 
Figure 11. Windows trace. 

 
As a mass storage system has high capacity (order of 

terabytes or more), a large number of flash drives is needed. 
Although a desktop usually provides only a dozen USB ports, 
this limit can be increased to 127 ports by using a USB HUB. 
Each device is addressed by a unique “portno” in the range 1 
to 127. The system architecture allows creation of a separate 
task for managing each port resulting in a “taskindex” from 
0-126 (=portno–1). In a BMC application, one can define as 
many tasks as needed for managing ports; alternatively, a 
single task can be used to manage multiple USBs. 

 

 
 
Figure 12. Bare PC root directory.  

 
Mass storage needed for BMC applications can use up to 

4 GB of real memory as this is the limit for a 32-bit address 



69

International Journal on Advances in Internet Technology, vol 9 no 3 & 4, year 2016, http://www.iariajournals.org/internet_technology/

2016, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

space. If more storage is required, then the resident memory 
can be swapped in and out of persistent storage on to flash 
drives, without the need for virtual memory or paging. Raw 
file structures in temporary storage on the flash drives can be 
then used for swap space. We can also use a 64-bit CPU that 
can provide larger main memory capacity and a larger address 
space. The BMC architecture for the mass storage system is 
scalable and simple, and can be extended to meet the needs of 
new applications and future advances in technology. The 
design and implementation of the mass storage system based 
on the bare PC file system are detailed in the next two sections. 

 

 
 
Figure 13. USB root directory. 

V. DESIGN AND IMPLEMENTATION 

The BMC mass storage system requires mechanisms to 
integrate the file system with the bare PC application. We 
integrated the SQLite file system with the application by using 
a bridge and interfaces from C to C++. The multiple USBs in 
a desktop need to host and manage multiple file systems in 
memory. The plug-play feature of USBs requires task 
structures that can detect the activity of flash drives and 
provide appropriate functionality. As the USB driver is now 
part of the application suite, timing-related and device-related 
knowledge must be integrated with the application. The 
device driver has to be managed by a separate file system task 
as it requires internal transactions and setup to perform USB 
operations. When SQLite is included as part of the mass 
storage system, it requires special handling of database 
functions to include the user interface and background 
operations. 

A. Bridge between C/C++ 

The BMC code is written as object-oriented C++ programs 
with some C and Microsoft assembly code. The API to 
address hardware takes a path from a C++ function to a C 
function and then to an assembly function as needed. The C 
functions are used in C++ by defining them in “extern” 
blocks. This is a normal operation where C++ can call C code 
as is acceptable to go from strict type checking to no type 
checking. The SQLite code is written in C and it requires to 
communicate to the bare PC application code for the file 
system, device driver, and other function calls. Calling C++ 
from C to C++ violates object-oriented principles and 
weakens the strict type checking of C++. The bridge shown in 

Fig. 16 enables communication from C to C++. There are 
variety of ways to implement this bridge [33]. The C to C++ 
bridge can be summarized in four steps. In Step 1, capture the 
C++ member function address and store it in shared memory. 
In Step 2, define a C function header and a “typedef” for a 
dummy function. In Step 3, implement the C function, where 
the dummy function address is derived from the member 
function address in C++, which is stored in shared memory. 
In Step 4, simply define a C prototype where it is needed and 
call the C function. Notice that the “typedef” function 
signature must be the same as the C function call. We have 
defined many such functions in SQLite database to call the 
bare PC C++ functions to achieve the necessary integration.  

 

 
 
Figure 14. Bare PC screen shot.  

 

B. USB Operation Flow Diagram 

The USB operation flow diagram is shown in Fig. 17. 
Every time a USB is plugged in, it goes through a sequence of 
operations including: reset, read descriptors to capture device 
parameters, setup, clear feature to enable its end points, test 
unit ready, and read/write. The control flow for each USB has 
to go through these steps before it can be used for read and 
write operations. Note that some of these operations are SCSI 
commands encapsulated in the USB commands. The order of 
these operations are very important to make the USB 
operational. In addition, there are some built-in delays needed 
for reset operation. Determining these delay values and 
adjusting them as needed in the bare PC USB device driver 
proved to be somewhat challenging. Fig. 18 shows the design 
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and implementation of the approach used for managing the 
USB ports. There are two USB controllers in the Optiplex 960 
desktop system. One controller provides four ports in the front 
of the machine, which are used for testing this architecture. 
The second controller’s ports are in the back of the machine. 
A single task is designed to manage these four ports. These 
port numbers vary from 3, 4, 5, and 6. Their task indexes are 
one less than the port numbers. Each USB has its own file 
system that is resident on the flash drive. The control program 
is designed to check each port for its operation and 
functionality. 

 
Figure 15.  System architecture. 

 
We found that the USB controller behaves differently 

depending on whether there is only one USB in operation or 
many of them plugged in. In the latter case, it requires a 
special reset known as mass storage reset. This is in addition 
to the operations as shown in Fig. 17. 

A mass storage requires a sequence of USB operations test 
unit ready, read data, write data, clear feature, and sense data. 
The single USB task will go through each device and perform 
read or write operations as needed by an application. This task 
will stay in the loop until it is terminated by the user. 

C. Task Structure 

The task structure shown in Fig. 19 illustrates the 
integration of the mass storage system with the bare PC Web 
server application, which requires HTTP tasks. A Web server 

also requires resource files that are sent to clients. It may also 
use the SQLite database to provide dynamic content to clients. 
A USB task provides all USB interfaces to the user (it could 
be “n” tasks for “n” ports). A SQLite task manages all SQLite 
operations including user interfaces.  

We did not address the integration of the USB file system 
or SQLite database files with the bare PC Webserver. 
However, the architecture of the mass storage system provides 
all the functionality needed for integration. The “Main task” 
is the main task that continually runs in the bare PC. When a 
network packet arrives, a “RCV task” runs to process the 
request. Similarly, when HTTP data has to be sent to a client, 
the “HTTP task” runs. Each task type has its own task pool 
created during the initialization process and kept in a stack. 
When a task is needed, it is popped from its appropriate task 
pool and placed in a circular list. The circular list tasks are 
processed on a first-come-first-serve basis. When a running 
task is complete, it will be pushed back on to its appropriate 
stack. When a task is waiting for an event, it is suspended and 
placed back in the circular list. This simple approach to 
managing tasks is used in the BMC paradigm. It is scalable as 
other types of task pools can be added in the same way.     

 
Figure 16. C to C++ bridge. 



71

International Journal on Advances in Internet Technology, vol 9 no 3 & 4, year 2016, http://www.iariajournals.org/internet_technology/

2016, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

D. Class Flow Diagram 

The mass storage system consists of three key class objects 
as shown in Fig. 20. The “fileobj” class provides a lean and 
efficient file API [1] [31] for bare PC applications. 
“USBFObj” consists of USB plug-play functions and 
interfaces to “fileobj”. This object is managed by the USB file 
task. The file system API and all other interfaces can call 
“USBObj” interfaces for low-level USB commands such as 
test unit ready, read, write, sense, reset, clear feature, etc.  

 

 
 
Figure 17.  USB operation flow diagram. 

 
The “USBObj”, which is the USB device driver, 
communicates with USB controllers and devices. Each device 
has its own file system that is managed by the mass storage 
system. In the BMC paradigm, all the code needed for a given 
application suite is a single monolithic executable that runs by 
itself without the need for any external software or a kernel. 
Thus, a bare PC programmer has to manage all the intricacies 
of a given application suite. The application suite itself is 
independent of any external software and includes its own 
application and execution environment. A given bare PC 
application only carries the interfaces and code it needs (it 
avoids implementing unnecessary OS or kernel functionality). 

E. Memory Map 

In bare PC applications, the physical memory is managed 
by the application/system programmer. For a given physical 

memory, there is a need to organize a memory map at design 
time. Fig. 21 shows a typical memory map for the mass 
storage prototype. The first 1GB of memory is used for the 
Web server and other bare PC code including stack memory. 
The second 2GB of memory is used for USB file storage 
including SQLite database files.  

 
Figure 18. USB task diagram. 
 

 
Figure 19.  Task structure.  
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Two more GBs of memory can also be used for mass 
storage as needed. For four USBs, 256 MB storage is used for 
each USB (consisting of a total of 1 GB). 12 USBs can be 
mapped into a 4GB physical memory. When large memory is 
needed, the mass storage has to be swapped in and out of the 
USB devices. 

 

 Figure 20. Class flow diagram. 

F. Inter-process Communication 

It is necessary to communicate between the SQLite and 
USB file tasks to invoke file operations such as flush, read and 
write. As shown in Fig. 19, the communication block is the 
inter-process communication element in the system. When 
SQLite is ready to flush, read, or write, it issues a command 
to the USB file task and waits synchronously until the 
command is complete. We use shared memory in real memory 
(< 1 MB) to communicate between these two processes. A 
single lock is used to implement this mechanism. 

G. Implementation 

The mass storage system was implemented in C/C++ with 
a small amount of assembly code for the direct hardware 
interfaces. The existing implementations of the bare FAT32 
file system [1] [31], bare SQLite code transformation [26], 
and the bare Web server [2] [3] were used in building the mass 
storage system. The bare PC design is modular and extensible 
and allows new features and new applications to be added 
easily. The bare PC design methodology is described in [34]. 

VI. FUNCTIONAL OPERATION AND MEASUREMENTS 

The mass storage system was tested on a Dell Optiplex 
960 desktop with 2 GB Verbatim USBs. Four USBs were 
plugged in to the first controller and file operations were 
performed sequentially on the port numbers 3, 4, 5, and 6. File  

 
Figure 21. Memory map for each USB. 
 

flush, read, write, and other file operations were tested to 
validate the mass storage system. SQLite database files were 
also stored on the above four USBs using four different 
database files. The read and write operations for regular files 
and the database files are same as they use the same file 
system. We varied USB file sizes from 1 MB to 30 MB to 
measure write and read timings. Fig. 22 shows write times 
using the file system and also using raw files.  

 
Figure 22. Write raw data/file. 
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A 30 MB file was written in 4.698 seconds. A 30 MB raw file 
(not using any file system) was written in 4.185 seconds. 
Thus, raw file writes can provide an approximately 12% 
performance improvement. This implies that bare PC 
applications should use raw files instead of a conventional file 
system to improve performance. 

 
Figure 23. Read raw data/file. 

 
In a Windows desktop, the same 30 MB file took 8.2 

seconds to complete a write on the USB. This indicates that 
the bare PC file system has better performance than a 
Windows file system. In the bare PC, a 30 MB file was read 
in 2.351 seconds. The same file was read as a raw file in 1.762 
seconds as shown in Fig. 23. This is a 33% improvement in 
raw read versus a file system read. The bare PC systems are 
efficient and lean, and the footprint for executable files is 
small. The executable file size for this mass storage system is 
about 252 KB including the Web server and other bare PC 
code. 

VII. CONCLUSION 

We presented the architecture, design, and implementation 
of a mass storage system for bare PC applications. Large files 
and SQLite database files were used to demonstrate and test 
the feasibility of the system. Four USB flash drives were used 
to validate the design and measure basic performance. 
Timings for USB file write and read operations with large files 
were measured. Also, large raw file write and read timings 
were compared with the file operations. The results show that 
raw write and reads yield performance gains for bare PC 
systems. The mass storage system described in this paper is 
lean, simple, and scalable. It also has no OS-related 
vulnerabilities. As the code is simple and lean, it is easier to 
analyze for security flaws. The system is user-centric and runs 
on any x86-based architecture in bare mode. 

We also presented a file API for bare PC applications. The 
bare PC file system enables a programmer to build and control 
an entire application from the top down to its USB data 
storage level without the need for an OS or intermediary 
system. This implementation can be used as a basis for 
extending bare PC file system capabilities in the future. The 
file system and mass storage system can be integrated with 
bare PC applications such as Web servers, Webmail/email 
servers, SIP servers, and VoIP clients. Future research could 
investigate the use of these systems for big data applications 
and cloud storage. 
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Abstract—Introducing adaptiveness into service compositions al-
lows for a next generation of services, which adapt to their context
of use and posses self-* properties like self-healing and self-
configuring. However, the development of adaptive and flexible
services is challenging and lacks tool support. For this next step
in service development there are a multitude of requirements to
be met: a service discovery needs to keep the available services
up-to-date, a semantic layer needs special development resources
to introduce interoperability, ontologies need to be managed
and merged, a service selection mechanism has to find the
fitting service for a context out of a vast amount of service
advertisements, and runtime components need to surveil the
execution of such a service composition. In this paper, we review
multiple projects, in which those components have been subject to
research, and we present our own approach of a semi-automatic
development methodology for adaptive service compositions and
finally discuss future challenges.

Keywords–Semantic Service Matching; Automated Service Com-
position; BPMN Processes; OWL-S.

I. INTRODUCTION

In recent years, the increasing digitalization of our societies
has led to a vast amount of new possibilities. Many companies,
administrations, and devices share their data or functionalities
with others via application programming interfaces (APIs),
or services, respectively. Examples are the smart home, or
the transportation domain: In the first case, many different
devices, such as smart meters and household appliances, are
addressable and can be regulated remotely. In the second case,
new services are provided digitally, such as car-sharing offers,
where the user can find, reserve and unlock a nearby car via
an API, and many of the actual cars or charging stations are
accessible via services, as well. Those are just two examples
of new services, leading towards a sophisticated Internet of
Things (IoT), which is often eagerly anticipated to connect
services across domain borders.

By introducing adaptiveness into service compositions,
those services can be dynamically combined and orchestrated,
allowing for a next generation of services, which adapt to their
context of use and posses self-* properties like self-healing
and self-configuring. However, there are some significant chal-
lenges that have to be overcome in order to exploit their
potential. To begin with, there is the requirement of finding
an appropriate service in the first place. Different approaches
like Universal Description, Discovery and Integration (UDDI)
have been proposed, but none really has made it into the
market. Second, there is the need for interoperability. Since a
homogeneous data environment in open, extensible platforms
is unrealistic, automated mapping solutions between models or
ontologies respectively are one potential approach. And finally,

due to the increasing amount of services, there is a strong
requirement for automatic understanding of services and their
composition to value-added functionalities.

Especially for the last challenge, semantic technologies
are an appropriate approach by providing structured data to
machines. However, this does not come without a price.
The management overhead can be immense, especially for
developers not familiar with semantic technologies.

In this article, which is an updated and extended version
of a paper previously presented at The Eleventh International
Conference on Internet and Web Applications and Services
(ICIW 2016) [1], it is our goal to develop a semantic-based
service management methodology that considers the whole
life-cycle of semantic services including more sophisticated
algorithms for automation. More concretely, we provide de-
velopment tools for model transformation, for the semantic
description of services, and their deployment in order to
set up a service. Furthermore, we propose how to find and
match services at design-time and how to easily integrate them
either to Java code or into an editor for the Business Process
Model and Notation (BPMN). Based upon that we developed
comprehensive matching and service composition techniques
that can be used both at design-time and at runtime.

The remainder of this paper is structured as follows: At
first, we motivate our case in Section II. In the following
sections, we introduce the core components used for matching
and planning (Section III), as well as development tools
(Section IV) and a runtime environment (Section V), in which
those are used. In each of those sections, we will also contrast
our approach and contribution to the respective state-of-the-
art. Then, in Section VI, we combine the core components,
tools, and runtime to a comprehensive development method
for semantic service engineering, and show how it was applied
in research projects (Section VII), before we finally wrap up
and conclude in Section VIII.

II. MOTIVATION

Proper service management is highly important to build
reliable and reusable software systems. Service management
can be divided into several phases, whereas each of them
contains requirements that are not fully met so far. As il-
lustrated in Figure 1, the service management starts with the
most fundamental part, the service engineering. Under the term
service engineering we subsume the concrete specification of
a service, which also contains the embedment of existing
services into a new process. At this point, the challenge of
finding such a service comes into play for the first time. When
we think about platforms containing hundreds or thousands of
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services, a comprehensive search, matching, and even planning
mechanism is necessary. In our case, we try to address this
challenge by providing a semantic-based service matching
mechanism, which will be described in Section III. Further-
more, this feature has to be embedded into a development
environment. Many approaches that provide service matching
and planning stick to very specific planning languages for the
whole process definition, which makes it hard to use them
for daily problems. Therefore, in this paper it is a clear focus
to provide an approach that relies on a specification language
that is commonly used and expressive enough. After having
specified the process of the service its proper declaration has
to be processed. Currently, this step is neglected since most of
the service management approaches do not rely on a service
declaration that can be analysed and interpreted by machines.
In future scenarios however, each service, even a value-added
one that is already using other services, should be made
available to other instances in order to enable efficient service
composition. In Section IV we will provide an approach how
to semantically enhance services based on a semi-automatic
process. After the declaration the service has to be tested and
where required the service engineering has to be launched
again in order to adapt the service process. There are already
lots of interpreter components that enable the step-through and
validation of a process. However, an interpreter component that
is integrating service matching, planning and service selection
features during testing is – to the best of our knowledge
– not available so far. We will present our approach for
this in Section IV, as well. After a successful testing phase
the developer has to deploy the service in order to make
it available. Here the important issue is to transform the
specified process from the Service Engineering phase into an
executable language. The more transformations the tool chain
supports the more flexible the service can be launched. In our
case we provide different target languages as well as direct
interpretation, which we describe in Section V.

Furthermore, deployed processes currently are not very
flexible in practice. In our approach we aim to support the dy-
namic integration of services or even service chains at runtime.
This leads to a highly adaptive service that can select services
according to functionality and Quality-of-Service parameters.
The approach of adaptive service selection at runtime is also
discussed in Section III.

The described adaptability is also important for the last
phase of the service management lifecycle: the service mon-
itoring. While executing the service, another component has
to surveil the status of the service. Think about a situation
when a street network routing service that is being used for
a multimodal routing service is immediately out of order and
not usable any more. Usually, some error message might occur,
that will be sent to a maintenance person that has to check why
the service can not be invoked any more and has to decide
how to proceed next. It is our goal to simplify this by using
the before described adaptive service approach. In our concept
the service composition itself is searching for an alternative
service within the platform based on the semantic description
of the missing service.

In summary it can be stated that in each of the service
management phases there are still open challenges to fulfil in
order to provide an adaptable service management methodol-
ogy, that can be used for actual problems. In the following

Figure 1. Basic service management lifecycle.

we will describe our concept of adaptive service selection and
planning.

III. CORE COMPONENTS

In this section, we will have a look at the core compo-
nents used for matching semantic services and for planning
with those services. While those components are used in the
development tools and in the runtime environment that we will
introduce in the next sections, they are self-contained and can
be used independently from the rest, e.g., in a different context.

A. Semantic Service Matcher
Since the beginning of research in semantic service match-

ing, matchmakers have matured in precision and recall [2].
Thus, the focus of service matching has shifted to the inte-
gration of non-functional parameters and formal modelling of
system properties. The development on the Service Matcher
that had the best Normalised Discounted Cumulative Gain
(NDCG) value in the last Semantic Service Selection contest
(S3) in 2012 [2], called SeMa2, has been focused on formal-
ising and distributing the architecture of SeMa2 and enabling
a learning mechanism to customise the matching results to a
given domain. In the following we first describe the approach
of SeMa2 and then discuss the current state-of-the art for
service matchmaking.

1) Approach: Within this section we describe how we mod-
elled the architecture, the matching probability, its aggregation
and which parameters for the learning can be extracted. For an
even more detailed discussion about SeMa2, we refer to [3].

a) Architecture of a modern Service Matcher: The
service matching task can be broken down into subtasks like
matching the inputs of the request and the advertisement, or
comparing their textual descriptions. In the SeMa2 architec-
ture each of these subtasks has been explicitly encapsulated
in a so-called expert, which can be distributed following the
agent paradigm.

As shown in Figure 2, the SeMa2 consists of 33 different
experts, which are dependent from each other (edges of the
graph). The “Matching Result” represents the overall result
of a matching request. It is also defined as an expert as it
aggregates the results from the opinions of six types of experts:
the text similarity expert, comparing the textual descriptions
of a service; the in- and output parameter expert looking at
the parameters and results of the services; the effect structure
expert, evaluating the similarity of effects; the rule reasoning
expert, which evaluates whether the precondition and effect
rules are satisfied with the same parameters; as well as the
rule structure expert, and the marker passing expert, which
connects the describing ontologies through ontology matching.
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Figure 2. Expert System of the SeMa2. High-level experts are composed of
low-level experts, all contributing to the Matching Result.

Each expert creates an opinion about the matching of two
services. These opinions are aggregated by experts which use
other experts to create their opinion. Six types of experts
form the top level of the aggregation. Five of those experts
analyse structural and logical relatedness of the two services.
The sixth expert is a semantic expert. It analyses the semantic
similarity between the different aspects of the two services.
For its opinion it created a semantic graph through lexical
decomposition and passes markers along the edges of this
graph to measure the semantic distance from, e.g., the input
of one service to another. The interested reader is referred to
[4] for more details. Each of those experts uses other experts
to help forming its opinion, expressing the matching score of
one aspect of a service. Thus, each expert encapsulates such
a scoring method, which can be reused by multiple experts
or extended with new scoring as the architecture evolves. The
opinions of the experts are weighted due to their performance
in an offline learning phase. For more details please find [3].

b) Probabilistic model of opinion: The different opin-
ions of the experts are formalised by utilising the results of
Morris [5], as probabilities pi(R,A). As an expert i observes
aspects of a request R and advertisement A and calculates
their distance. We can abstract this opinion as pi(Θ|d) where
Θ is the subject of interest and d are the observations. pi(Θ|d)
could be interpreted as a degree of belief of Θ observing data
d. For more details see [3].

To aggregate the opinions of the different experts, an
Opinion Pool is used. Here, a weighted mean of the opinions
is created, for which we chose a weighted arithmetic mean
called linear opinion pool [6] in a previous work [3]. This
arithmetic mean has been generalised by Genest [7] to be able
to use weights in the interval [−1, 1] in a more general class
of linear opinion pools. With this formalisation, the quality of
the different aspects can be weighted during the aggregation.
Choosing those weights is done during the learning phase. This
selection of weights for the experts enable the matcher to adapt
to the specifics of the semantic service descriptions of a special
domain.

c) Learning Semantic Service Matcher: Selecting
weights for each experts instances (SeMa2 for now has 133
experts instances), we do not only assess the performance of

the expert, but also the quality of the description of the service,
the ontologies of the domain and if present specific description
aspects of a domain. These interdependencies are the reason
why we are unable to learn the performance of an expert in
general and reuse the weights for other matching domains.

For the learning, SeMa2 implements different standard
learning mechanisms, reaching from genetic algorithms im-
plemented with the Watchmaker Framework [8] to simulated
annealing [9]. For the statistical evaluation the Semantic
Web Service Matchmaker Evaluation Environment (SME2)
tool [10] is used, calculating the NDCG of each expert and
adapting its weight according to the optimisation strategy used
during the learning. As a drawback, this ability to adapt to the
domain makes an offline learning phase necessary, where a test
collection of example services needs to be defined, including
a relevance rating for the training set of service to be used by
the SME2 tool.

2) State-of-the-Art: In order to optimise the result of the
service matching a learning phase can be introduced to adjust
the parameters of a service matchmaker to the properties of
the domain. The parameters to learn depend on the service
matchmaker and thus its flexibility depends on the parameters
that can be observed.

In Klusch et al. [11] the authors introduced a formal
model of defining weights for the aggregation of different
similarity measures with the names ww − similarity and
ws − structural similarity measure. The aggregation method
has been learned using a Support Vector Machine (SVM)
approach based on training data. The matchmaker component
that invokes this approach is designed to match SA-WSDL
services (Semantic Annotations for Web Service Description
Language).

Klusch and Kapahnke [12] introduce another learning
service matchmaker by extending the approach of a prior
work [13] for OWL-S service descriptions (Web Ontology
Language for Web-services). Here, matching results of dif-
ferent matching types are aggregated using a weighted mean.
The authors introduce different types of matching results that
are weighted. Firstly, approximated logical matching, which
is divided into approximated logical plug-in and subsumed-
by matching. Secondly, non-logic-based approximated match-
ing, which are text and structural semantic similarity-based
signature matching. The weights of this aggregation are also
learned using a SVM. This supervised learning approach is
replicated in our work, but with a different learning algorithm.
The relevance set that is used to rank the matching results are
reused with a genetic algorithm and a hill-climbing search.

Gmati et al. [14] use an architecture similar to ours, which
uses parameters as weights to combine the results of the
different matching components. This idea was published earlier
in [3] with an additional learning component for the introduced
weights.

To the best of our knowledge there exist only these
approaches that utilise machine-learning techniques in order to
cope with the challenge of aggregating service matchmaking
techniques. For future research, service matchers will also
have to be extended with the capability of comparing QoS
parameters and Service Level Agreements of services.
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B. Semantic Services Planner
During the creation of a service composition, automation

might help the developer to save time. The capability of general
purpose planners to create solutions for complex problems is
sometimes seen with conflicting opinions: The creation of a
plan is resource intense and can produce use case specific
plans, which are rarely reusable. On the other hand, they can
find solution humans are not capable of finding. This is due the
the fact that a human is insufficiently effective when scanning
through the vast amount of available services and comprehend
their contextual usage.

This leads to the question when to use a general pur-
pose planner during the creation of service compositions.
The answer is flexible as it is unspecific: The planner can
be used to the extend the developer needs its help. If the
developer wants to prove feasibility before creating a hand-
made service composition, then the whole service composition
can be planned to get an idea of the available services. If the
overall service composition is already designed, the inclusion
of new services might entail other services, which can be
found through planning. This can help a developer to chose
between the fit of a service into its compositions. At the end
the suggestion of single services in a context of a service
composition (between a service layer i− 1 and another i+ 1)
can be based on QoS parameters as well.

This allows a specification of the adaptive parts of a service
composition, since the parts that are provided by a planner
can be changed during runtime. By removing the grounding
of a service, the so-created service template needs to be filled
with a service instance available at runtime, which enforces
adaptation. In this way, a compromise between development
time and adaptiveness can be found.

1) Approach: The ability to automatically compose ser-
vices to reach a given goal is called service planning [3].
The service planner based on the SeMa2 utilises the service
matcher for three tasks: first, to reason about effects and
preconditions to find applicable service. Second, to reason on
parameter selection for grounding the services, and third, to
apply the execution of a service to reach a new state.

The algorithm in Figure 3 describes a standard planning
approach applied to service planning. Here, the contribution is
a planning in the service world without translating the service
to the Planning Domain Description Language (PDDL) or
similar to solve the planning problem.

The search used is defined in the function State-
Search.next(Open). Depending on the implementation of the
state search, the next state to be extended is selected. Here
an A∗ or equivalent algorithm can be used. In each state
s that will be extended next, the selection of the services
and their grounding is formalised in the function Service-
Search.UsefulServices(s). Here a set of grounded services is
selected, which define the transition to the following open
states. The state transition function is given by execute(s, g),
where the output and the effect of a service are integrated
into the given state s. This is a theoretical execution, since
the execution at runtime includes backtracking and a context
sensing mechanism to sense the effect of a service. After
extending a multitude of nodes during the search of the state
space, the function reconstructPath(path) reduces the path
from the goal to the start state to a minimal call of services.

Name: ServicePlan
Input: Sstart , Sgoal , Services Output: Service Composition

1: path ← [ ]
2: Closed ← ∅
3: Open ← {Sstart}
4: while s← StateSearch.next(Open) do
5: if s 6∈ Closed then
6: if s = Sgoal then
7: return reconstructPath(path + [s])
8: end if
9: grounded ← ServiceSearch.UsefulServices(s)

10: if grounded 6= ∅ then
11: succ ← {execute(s, g) | g ∈ grounded}
12: Open ← Open ∪ succ \ Closed
13: path ← path + [s]
14: end if
15: Closed ← Closed ∪ {s}
16: end if
17: end while
18: return failure

Figure 3. Service Planner algorithm.

The complexity of the algorithm depends on the imple-
mentation of the state search and state pruning mechanism,
being the heuristic that selects useful services, including the
complexity of the service matcher used. In general, the worst
case complexity of such an algorithm is exponential [15, p.72].

By planning on services we accept a number of challenges:

• Service Grounding checks all parameters of services to
be executed next and creates all combinations of indi-
viduals that fit those parameters. These combinations
lead to multiple (possibly infinite) grounded services
out of one service description. Here the challenge lies
in the selection of continuous parameters.

• Output Integration into the state poses a challenge
since it is not clear how a service without effect
can influence the state. One example of such services
are information providing services, which are not
world altering services [16]. Thus, here we create an
assertion of the class of the output, creating an appro-
priate individual, equivalent to the “AgentKnows” of
Doherty et al. [17].

• Semantic Web Rule Language built-ins (SWRLb) are
mathematical extensions like “greater than”, string
manipulations or description of time. Additionally,
lists are modelled in SWRLb but are not supported
by reasoners like Pellet [18].

• Semantic Web Rule Language XML Concrete Syntax
(SWRLx) is an extension to the Semantic Web Rule
Language (SWRL) allowing to model individual cre-
ation, creation of classes and properties. This is vital to
the service planning, because service execution might
create individuals or classes that can not be modelled
without SWRLx built-ins.

2) State-of-the-Art: There is a multitude of related work in
using planning techniques for service composition. Rodriguez
et al. [19] analyse three parts of Service-Oriented Architecture
(SOA) in connection to artificial intelligence planning: i)
service discovery techniques, ii) service composition systems,
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and iii) service development tools. Even though Rodriguez et
al. noticed that the use of QoS parameters for the selection of
a service in a service composition is ”a significant research
problem” [19] their analysis of the state of the art does
not reflect QoS parameters. Markou and Refanidis focus on
non-deterministic planning approaches for automated service
composition where the approaches are analysed for their
heuristics but only in the sense of using them or not [20].
Zou et al. [21], [22], [23] focus more on efficiency of the
planning techniques for the automated service composition but
neglect to see the importance of semantic information given by
semantic web service descriptions. This leads them to look at
approaches translating the service composition problem into a
PDDL planning domain and with that they lose every semantic
description available before. Transforming facts described in
OWL (Web Ontology Language) and, e.g., SWRL into a PDDL
domain leaves with no basis for ontology matching if the same
fact is formulated in different ways.

We argue that the performance of a general purpose planner
depends on the heuristic used during the search for a path from
start to goal state. This leads us to the conclusion to analyse
the state of the art for factors neglected by other surveys, e.g.,
how a service description is used to create heuristics for the
used planning technique.

We start out with Rodriguez-Mier et al. [24] who neglect
non-functional parameters as well, but they describe a general
heuristic that is used in an A∗ algorithm. This heuristic com-
bines the amount of already executed services in a backward
search: h(n) = distance(Sn, Sgoal), where Sn is the current
state and Sgoal is the goal state. In addition the cost of a state
Sn is the number of services still needed to reach the start state.
This is denoted with c(n). This is combined to the heuristic
function f(n) = h(n) + c(n). This heuristic has the drawback
that it only is applicable after a solution has been found. Thus
it can be used to select the best path, from start to goal state,
but it can not be used during the planning itself.

Meyer and Weske [25] as well count the number of service
executions as a heuristic for their planning mechanism. They
restrict this heuristic further, arguing that it is only an upper
limit since the plan could include parallel executions and thus
the amount of service execution steps can be further reduced.

Hoffman and Nebel [26] use a relaxed plan heuristic by
removing the deletions out of the effect of a service. This can
be done in PDDL since there are only additions and deletions
of facts. Such a heuristic becomes research worthy if the
semantics of the problem looked at comply to the open world
assumption. This is because we can not decide if a left-out
fact is true or not. Further effects could conflict each other
because they are coming from different conceptualisations,
e.g., different ontologies describing the same or opposite fact.

Klusch et al. [27] use the heuristic of Hoffman and
Nebel [26] where a breadth first search is used if services
have the same heuristic value.

Bonet and Geffner [28] build a heuristic by evaluating each
fact of the goal. Here a fact fg of the goal has an estimated
cost of the length of a minimal path through the planning state
space from the initial state. This leads to a heuristic:

h(s) =
∑

fg∈Sgoal

gs(fg) (1)

where

gs(fg) =

{
0 if fg ∈ S

max
s∈Services

[1 + gs(s.pre)] else (2)

Here Services is the set of all available services and s.pre
is the set of preconditions of the service s. The maximum
in Equation (2) is chosen because it forms an admissible
heuristic [28].

Mediratta and Srivastrava [29] introduce the heuristic of
Hoffman and Nebel [26] to an AND-OR graph as a plan. Here
the cost of each OR path through the graph is selected with
a minimum. For AND-connected nodes in the Graph the cost
function is summed up.

Fanjiang and Syu [30] use genetic algorithms for the
service composition, which does not contain any heuristics at
all. This is the same with Lécué et al. [31] who use reasoning
in OWL-DL (Web Ontology Language Description Logic) for
the selection of fitting services but no heuristics.

Regarding this state of the art we suggest that heuristics are
part of the future work in this domain [32]. This is based on
the performance issues described in the evaluation of the here
analysed papers. Furthermore, the heuristic can be used during
design time, to suggest services to the developer as part of a
semi-automatic service composition framework. During design
time, the actual execution and parametrisation of the service is
left to the developer. Thus, a heuristic does not need to select
purely executable services for a given state.

IV. DEVELOPMENT COMPONENTS

The method for semantic service management and devel-
opment makes use of two development tools, which are both
implemented as Eclipse plugins [33] and thus can seamlessly
be integrated into the developer’s usual workflow.

The overall architecture of the proposed development com-
ponents is shown in Figure 4. We differentiate between the
runtime, in which a service can be grounded to its real
parameters and execution environment, and the design time,
in which there are fewer resource constrains for the planning
and an expert is able to fine-tune the service composition in a
BPMN editor.

Here, black arrows describe the information flow, e.g., the
service matcher gets the service descriptions out of a service
repository and supplies the state-space-planner with fitting
services for a current state.

a) Design Time: At design time, the developer is sup-
ported by a BPMN editor to create service compositions.
This BPMN editor uses semantic annotations to describe
the functional and non-functional aspects of a service. These
descriptions are used by a planning component to build service
compositions (a sequence of services) to suggest to the user
while he is searching for reusable service for his composition.
This state space planner uses a service matcher to identify
useful services out of a service repository.

The result of this process is a BPMN description of a
service composition that can be deployed into a runtime.
This description can be quite abstract as we will describe in
Section IV-B. This abstraction allows for flexibility and thus
for an adaptation of the composition at runtime.
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Figure 4. Architecture of the development components.

b) Runtime: At runtime, the given service composition
is concretised. This is done since the resource consumption of
the general purpose planning is too high to be used at runtime.
To keep the introduced flexibility, the service composer uses a
HTN-planner (Hierarchical Task Network) to select between
alternative sub-plans. This is thought as a first principle planner
where plans are selected from a plan library [34]. As a one-step
plan, a service call is the atomic entity that can be replaced.
This service composer can replace unavailable services, or use
a QoS service selector to optimise the service composition to
some criteria. With ever more service compositions available
and thus more alternatives of sub-plans to search from, this
service composer becomes a fast planner with domain specific,
optimised service composition.

Another task of the service composer is the selection of
unknown parameters. Those are called the service grounding.
This might be, e.g., the resolution of a display device or the
rendered models, which are unknown during design time. Fur-
thermore, if a template of a service is part of the composition,
the concrete service instance needs to be chosen, before the
composition can be executed. Again this selection can be based
on the QoS parameters of the services.

The resulting grounded service composition is passed to
an execution engine. This execution engine reports QoS
parameters back to the QoS-Monitoring, which in parts then
ranks the services used to learn their quality parameters for
future references.

The service blackboard describes the available services
and their QoS behaviour. The service blackboard thus does
restrict the accessibility of services theoretically available
during design time and practically executable during runtime
– there might be political, organisational, or financial reasons
as to by whom services can be accessed – and lets the service
composer choose from alternatives.

All in all, this separation of runtime and design-time is
a trade-off between complexity and adaptability. Since the
automated creation of a service composition from scratch is
too expensive, the adaptation of existing plans might lose

on adaptiveness, but renders the system profitable through
reusability of plans.

In the following we describe the two involved develop-
ment components, namely the Semantic Service and Ontology
Manager (SSM) and the Visual Service Design Tool (VSDT)
in more detail.

A. Semantic Service and Ontology Manager

The description of the Semantic Service and Ontology
Manager is divided into an approach section and a short state-
of-the art section related to the semantic annotation of services.

1) Approach: In order to be able to integrate intelligent
planning algorithms, the environment has to come up with
the necessary infrastructure. One essential requirement in
this respect is the semantic description of functionalities or
services. Since current standards such as OWL-S [35] are not
easy to describe from scratch, we developed a plug-in called
Semantic Service Manager (SSM) [36], providing a set of fea-
tures supporting a semi-automatic description of services. The
core of SSM is an Ontology Manager (see Figure 5), which
enables the developer to include and utilize OWL ontologies
for the application in semantic service descriptions. However,
since many development approaches use other languages to
specify the domain of concern, such as the Eclipse Modeling
Framework (EMF), the Ontology Manager also provides a
transformation process from EMF to OWL.

SSM Environment
View

Service 
Search View

Service 
Description View

SSM JIAC 
Agent Rule Editor Ontology 

Management

Transformation

OWL-S <-> JIAC 

Ecore -> OWL

WSDL -> OWL-S

JIAC-
File

Ecore
-File

WSD
L-File

OWL-
S-File

OWL-
File

BPMN Editor

Service 
Matching

Description 
Blackboard

Figure 5. Components of the Semantic Service Manager.

Based on the Ontology Manager the developer is then
able to describe the service according to name, description,
input and output parameters and finally preconditions and
effects. The latter ones can be described via SWRL, and for
this purpose SSM comes with a syntax highlighting editor
and structure parser. The description can then be utilized in
different ways. Either it can be deployed to a semantic service
repository (see Section V), it can be sent to a BPMN process
(see the next paragraph), or it can be linked to a service
of the multi-agent framework JIAC V (Java-based Intelligent
Agent Componentware, version 5) [37]. With these options at
hand, the developer can easily connect semantic descriptions
to services and is able to deploy them immediately.
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The second purpose of the SSM is the search and utilization
of existing and running services within a distributed environ-
ment. Therefore, the SSM provides a Service Discovery View
where the developer can define (incomplete) parameters of a
service and search the platform directory using the SeMa2

matcher. The developer can also adapt the weightings of the
different matching techniques used. After selecting one of the
services they can either be pushed to the Visual Service Design
Tool (VSDT) to use it within a BPMN process (see Figure 7),
or a code inclusion function can be triggered that inserts the
service call code into the open Java window.

The different ways how the SSM can be used for describing
or searching services or service templates and for importing
them into a complex process are shown in Figure 6.

Figure 6. Different ways of creating or searching services with the SSM and
using them in complex processes.

2) State-of-the-Art: Many of the works in the context of
semantic service management merely focus on service match-
making, but forget the design process, although being just
as important. However, some focus on the semantic markup.
The OWL-S editor [38] is a plug-in for Protégé, an open
source ontology editor. With it a complete creation and editing
of OWL-S descriptions is possible. Furthermore, the service
behind the description can be tested via a graphical user
interface. Drawbacks of the OWL-S editor are that it cannot
handle multiple ontologies, because of limitations of Protégé.
There is no connection to a framework, meaning that the editor
lacks usability. The authors also do not see the benefits of a
Java-to-OWL transformation. They argue that most commonly
the service is developed before the implementation in code.
Another editor for OWL-S is the OWL-S IDE [39]. It is a plug-
in for Eclipse and, contrary to the OWL-S editor, supports the
generation of OWL-S skeletons out of Java code. However, this
generation is limited to basic types due to the missing support
of ontologies. Furthermore, it does not support preconditions
nor effects.

B. Visual Service Design Tool

This section starts with a detailed description of the Visual
Service Design Tool followed by a state-of-the-art paragraph
related to process modelling.

1) Approach: While basic services are usually imple-
mented in the form of Java classes or equivalent, for ser-
vice compositions the Business Process Model and Notation
(BPMN) [40] has proven useful. Using the VSDT, existing

semantic services can be imported from the SSM and or-
chestrated to complex processes using the BPMN notation
(Figure 7).

Figure 7. Semantic service development tools with example usecase. Top:
VSDT editor showing process diagram; bottom: SSM view.

The VSDT is based on the Eclipse Graphical Modelling
Framework (GMF) and provides a rich visual editor for BPMN
processes [41]. It also provides means for process validation,
simulation/debugging, and export features to different exe-
cutable languages.

The BPMN editor integrates with the Semantic Service
Manager view in the way that services from the SSM can be
imported into the VSDT. Via a function in the User Interface
(UI), an accordant service description is added to the currently
opened VSDT process, together with data types representing
the different ontology concepts. That service can then be used
in a service task and combined with control flow, short scripts,
and other services to a complex process. Instead of an actual
service, the same approach can also be used for importing a
service template into the VSDT process, which will then be
matched to an actual service at runtime.

Accordingly, the BPMN service model used in the VSDT
had to be extended to allow for semantic information. While
the BPMN specification only accounts for Web service imple-
mentations – both for service- and for send- and receive-tasks
– we extended the model to allow for the implementation to
be either a Service or a Message Channel, according to the
more diverse means of interaction in JIAC, and in multi-agent
systems in general. Also, while the service description can
still be used for Web services, it supports additional attributes
for the service’s preconditions and effects, e.g., in the form of
SWRL expressions, and whether the service refers to an actual
service or a service template (Figure 8).

Figure 8. Extended Message- and Service-model used in VSDT BPMN
editor.

Next, those processes can be exported to executable lan-
guages such as BPEL (Business Process Execution Language)
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processes [41] or JIAC agent behaviours [42], [43], the latter
being the execution environment used in this approach, which
will be discussed in detail in Section V. In the case of
JIAC agents, VSDT processes can either be compiled to
JIAC beans, encapsulating an accordant behaviour, or they
can be interpreted directly. In this work, we will focus on
the interpreting approach.

2) State-of-the-Art: BPMN [40] can be used for describing
services and service orchestrations in particular on a high level
of abstraction. BPMN provides a rich syntax for modelling
both the internal processes as well as the interactions of the
system, and can thus be seen as a combination of Activity
Diagrams and Sequence Diagrams of the Unified Modelling
Language (UML). Further, while the process diagrams are eas-
ily understandable, the underlying formal model provides the
attributes necessary to describe readily-executable programs.

BPMN is being used for modelling and generating service-
oriented systems in a number of other works and can be seen
as a de-facto standard for this task. Besides the mapping from
BPMN to BPEL that is included in the specification itself [40,
Chapter 14], alternative mappings have been proposed, e.g.,
by Ouyang et al. [44] and Mendling et al. [45]. Today, many
process management systems can also execute the BPMN
diagrams directly.

Besides those well-established paths, there are also ap-
proaches using BPMN for modelling agents and multi-agent
systems. For instance, in GPMN, Jander et al. [46] com-
bine BPMN processes with goal-hierarchies for Jadex agents
equipped with BPMN interpreters. In WADE [47], on the other
hand, a proprietary notation similar to BPMN is used, and the
processes are transformed to executable code for JADE (Java
Agent Development Framework).

Concerning the integration of semantics into BPMN, Bar-
nickel et al. extended the Oryx BPMN editor with ontology
matching capabilities, using OWL-DL [48], but to the best
of the authors’ knowledge there are no approaches towards
integrating semantic service matching into BPMN or accordant
process engines.

V. RUNTIME COMPONENTS

In this section we will discuss the different components
of the runtime environment. The services are executed as
part of a JIAC multi-agent system. This way, each service is
running on an individual agent, providing an adequate level of
modularity and encapsulation. The environment also provides
interfaces to other types of (web) services, such as WSDL
(Web Service Description Language), SOAP (Simple Object
Access Protocol), and REST (Representational State Transfer),
which can be integrated transparently with JIAC.

A. Multi-agent Framework
The execution environment is based on JIAC V (www.jiac.

de), a multi-agent framework also incorporating many aspects
of service-oriented architectures [37]. The agents are situated
on agent nodes (runtime containers).

Complementary to message-based communication, one of
the core mechanics of JIAC agents is to expose actions.
Depending on its scope, an action can be found and used
by other components of the same agent, by other agents on
the same node, by any agent on the network, or exposed as

a webservice to be used by different applications. Each JIAC
agent node has a directory of known agents and actions, both
on the same node as well as on other nodes, that can be used
for querying and finding specific agents and actions according
to templates. Given just the name, or the inputs and outputs
of an action, the directory will find and return an action that
matches that template (if such an action exists), which can
then be used for creating an accordant intention.

Each agent’s behaviours and capabilities are defined in sev-
eral agent beans, providing different general and application-
specific functions (see Figure 9).

Figure 9. Components of a JIAC multi-agent system and individual agents
(adapted from [49]).

Besides providing actions for others to use, agent beans
can also implement periodic behaviour, or behaviours to be
executed when the state of the agent changes (e.g., when it
is starting or stopping). Also, they can attach observers to
the agent’s memory to react, e.g., to incoming messages or
to changes in the environment. Finally, several application-
independent beans can be added to the agent or the agent
node as a whole, to provide certain functionalities, such as
communication, persistence, migration, or reactive behaviour.

Integrating the semantic service matcher into JIAC was
very natural and straightforward. The SeMa2 itself has been
wrapped into a JIAC agent node bean, i.e., there is one instance
of the matcher for each individual node, shared by all agents
on that node, hooking into the directory running on that node.
Whenever a semantic service template (as opposed to a plain
JIAC action template) is passed to the directory for service
lookup, the directory will delegate it to the semantic service
matcher bean, which will return the best matching service. To
the agent invoking the service, it is fully transparent whether
the found capability is a standard JIAC action or a semantic
service.

In order to utilise the service matching and planning
functionalities within the JIAC environment it was necessary
to extend the existing action model for agents by means of
a semantic service description model. The model is oriented
towards the OWL-S standard dividing information into Profile,
Process and Grounding parts. The latter can either reference
JIAC action information or it can define WSDL or REST
attributes.

B. WSDL and REST Web Service Integration

For interfacing with other services, the WSDL- and REST-
services integration beans can be used. Those two components
do both have the following two effects:

• all the JIAC actions accessible via the directory that
have the ‘webservice’ scope will be exposed to the
outside world as accordant WSDL or REST services,
respectively,



83

International Journal on Advances in Internet Technology, vol 9 no 3 & 4, year 2016, http://www.iariajournals.org/internet_technology/

2016, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

• additional JIAC actions will be created and exposed,
representing each of the WSDL and REST services
known to those beans.

The respective input and output data types (e.g., XML schemas
in the case of WSDL web services) are mapped to correspond-
ing Java classes, and vice versa. The created web services
are hosted by the same agent node using an integrated Jetty
server. Thus, JIAC agents can seamlessly and transparently be
integrated with both, REST and WSDL services.

C. Semantic Service Repository
Each of the semantic services is associated with a URI

resource, holding their actual semantic descriptions in the form
of an OWL-S document. While in theory each of the agents (or
corresponding entities in a different runtime) could host their
respective service descriptions themselves, this approach is not
optimal, as the URI might change depending on where the
agent is running. Instead, a central Semantic Service Repository
is used for hosting the different service descriptions and their
relevant ontologies, each being identified by a unique and
invariant URI.

The service repository has been realised as a JIAC agent
node, encapsulating a Jetty web server and providing a number
of actions for deploying, searching, and fetching service de-
scriptions. It also supports multiple filters, e.g., for only show-
ing services that are currently running. Service descriptions
can be deployed to the repository either statically, using the
SSM tool, or dynamically whenever an agent providing the
respective service starts. The service repository automatically
parses the service descriptions and adapts all the internal URI
references, e.g., to the descriptions of the services’ inputs and
outputs within the same document, to its current server address,
where those resources are stored.

Each JIAC service, that is backed by a semantic service
description, has an attribute semanticURI referring to the
corresponding OWL-S resources. When the SeMa2 matcher
is invoked from within JIAC, the runtime will fetch the service
descriptions, pass those to the matcher, receive the result, and
finally return the action whose semanticURI corresponds to
that matching result.

Currently, we are working towards distributing the service
repository, to improve scalability for large numbers of services
and service requests, as well as the ability to automatically
assess the Quality-of-Service (QoS) of the invoked services,
e.g., latency and time-to-complete.

D. JIAC based BPMN Interpreter
One of several application-independent components for

JIAC agents is the process interpreter bean, enabling the agent
to interpret and execute BPMN processes created with the
VSDT [42].

The process interpreter bean is composed of three layers
(Figure 10): First, the process interpreter bean itself provides
actions for adding processes to be interpreted and for managing
already running processes. Also, it acts as an interface to
the agents, providing functionality for sending and receiving
messages and invoking other actions from within the BPMN
processes. Finally, it exposes all the processes (that have an
accordant start event) as actions so they can be used by other
agents.

Figure 10. Layered architecture of BPMN Interpreter Bean. [42]

Whenever a BPMN diagram is added to the process engine
bean for interpretation, an interpreter runtime is created, which
is responsible for each process spawned from this diagram. It
keeps track of start events and creates a new instance of that
process whenever an event corresponding to the respective pro-
cess start events occurs. Several volatile process instances are
responsible for running the individual processes spawned by
the runtime, evaluating conditions and assignments, executing
the different activities, and keeping track of the current state
of the process, i.e., which activities are ready for execution, as
well as the values of the different process variables. Depending
on the type of the activities, different actions are taken, e.g.,
sending or receiving a message, invoking another service,
executing some short script, or interacting with the user.

After one or more processes have been deployed to the
interpreter – either at start-up or using the above-mentioned
actions – in each step of the interpreter bean’s execution cycle,
each interpreter runtime will advance each of its associated
interpreter runtimes by one step, which in turn each execute
each activity that is currently in a ready or active state.

Employing JIAC’s communication and service infrastruc-
ture, the interpreted processes can discover and make use
of other JIAC actions, and – if the respective proxy beans
are present – of WSDL and REST services. If the semantic
service matcher is installed in the node, it is automatically
used for finding services according to the templates used in
the processes. The current state of the interpreter bean – the
active runtimes, their respective process instances, and their
internal states – can be monitored using a simple UI, also
providing an interface for manually starting processes and for
the processes to interact with the user, e.g., for BPMN user
tasks, or for querying missing service parameters.

While this UI is intended for developers, a similar generic
UI can also be used for invoking the services and interacting
with the user in a more end-user friendly way, as we will show
in the following.

E. Smart Personal Assistant and UI Renderer

The Smart Personal Assistant (SPA) is a UI framework for
quickly developing adaptive, multimodal user interfaces for
services [50], and is used in a number of research projects.
While the usual SPA UI is manually created for the service
at hand and styled to fit the design of the respective project,
a special Renderer UI has been created, allowing to start
any service, and also providing callbacks for user interaction
triggered by the invoked service. Similar to the interpreter
monitoring UI, input fields for querying the service parameters
and for displaying the output are automatically derived from
the respective classes, using the Java Reflection API.

While those generic, automatically generated UIs do not
look as polished as the manually crafted ones, they allow
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for quickly prototyping new complex services with rich user
interaction and for integrating them into the user’s workflow.

All of the here described components are open source and
available for download from www.jiac.de.

VI. METHODOLOGY

In the following, we will sketch a process of how the
different components introduced in the last three sections are
used together to form a methodology of semantic service en-
gineering. At its base, the method is similar to other software-
and service engineering methodologies, but combines those
with requirements for and contributions of semantic services.
An overview of the methodology is shown in Figure 11,
using the BPMN notation, and highlighting how the different
components are used in the stages of the process. In the
following, we will describe the different steps in more detail.

A. Ontology Engineering
The first step in creating semantic services is to model the

ontology that will be used for describing the service’s inputs,
outputs, precondition and effect, if any. This is particularly
important, since one of the main motivations for semantic
services is for those services to be easily findable, reusable,
and composable with other services; thus, whenever possible
it should be the aim to reuse, or, if necessary, extend existing
ontologies, instead of creating new ones. This step is also
concerned with mapping the ontological concepts, for example
described in OWL, to a representation that is closer to the ser-
vice implementation, e.g., Java classes (or vice versa, starting
with Java classes and generating according OWL ontologies).

The new or modified ontologies are then uploaded to a
server hosting a repository of known ontologies, so they can
be used in the next step, as well as in other services. There
is no specific tool for this step in our method. Ontologies can
be created, e.g., with Protégé [51], or generated from existing
Java classes or EMF models [52].

B. Creating Semantic Service Description
Next is the creation of the semantic service description

itself, defining the “contract” of the service. Of course, this
step is not particular for semantic services, but is a common
practice for all of service- and software engineering. The major
difference is that besides name, textual description, input and
output parameter, also the preconditions and effects of a service
can be defined. Especially the latter, which in our approach can
be described with the semantic rule language SWRL, extend
the attributes of a service in a way that matching or planning
processes can deduce its purpose and its formal prerequisites.
However, as describing semantic terms can be challenging, we
paid attention to provide a user-friendly editor with syntax-
highlighting, auto-completion and validation parser. Currently
missing, but contemplated is the integration of several QoS
attributes, making the selection of services also sensitive to
non-functional aspects.

The new service description is uploaded to a service
repository, adding it to the list of services usable by the
semantic service matcher and planner. In our method, the SSM
tool is used for creating the service descriptions using OWL-
S. Existing ontologies can be browsed (but not edited) for
selecting concepts for input and output, while preconditions
and effects are specified using SWRL. The finalized service

description can then be deployed to the repository and an ac-
cordant stub for the service implementation can be generated.

C. Service- and Process Engineering
The bulk of the service development process is occu-

pied with engineering the service’s implementation. While
the service’s method declaration can be generated from the
semantic service description, its body has to be implemented
by a developer. Here, we can differentiate two main activities:
Identifying and integrating existing services, and developing
the logic that combines those services to a new service, or
process, with added value.

There are three ways how services can be searched, identi-
fied, and imported into the currently developed process, using
the SSM tool:

• The service can be searched for, using a semantic
service template, and the service best matching the
template is integrated into the current service.

• In case no single service satisfies the template, the
semantic service planner can be used to automatically
find a service composition that, as a whole, matches
the template; the individual services of that composi-
tion are then integrated into the current service in the
appropriate sequence.

• Instead of searching services at design time, the tem-
plate that would be used for matching the service can
itself be integrated into the current service, deferring
the search and matching process to runtime.

Of course, there is also a fourth case: That no service or
service composition can be found that fulfils the template. In
this case, a new service has to be created, thus starting a new
instance of the service development process.

The service logic can be created in two ways: Either in
the form of a Java method, or, using the VSDT, as a BPMN
process, which is later either mapped to Java (JIAC agent
beans) or interpreted directly. Which one to choose mainly
depends on the ratio of service reuse to “original” service logic:
In case the new service is mainly a composition of existing
basic services, they can very well be modelled visually as
business processes, but if they contain complex calculations
or make extensive use of third-party libraries (that are not
available as services), then implementing the services in plain
Java is the better choice. As a middle way, it is also possible
to integrate short snippets of Java code into a BPMN process,
using script tasks.

D. Testing the Implementation against the Specification
The last step before deployment is testing, to ensure that

the services’ implementations comply with their semantic
descriptions. Of course, testing plays a well-established role
in software engineering and is not particular to semantic ser-
vice development. However, the presence of formal semantic
descriptions impose both an obligation and an opportunity for
(automated) unit testing.

On the one hand, while even a regular function or service
that does not comply with its documentation is always a
nuisance, a semantic service that violates its stated effect could
threaten the functionality of the entire system it is embedded
in, as automated planners will rely on that information. On
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Figure 11. Semantic Service Management and Development Process, as a BPMN process, and associated components: Green: Semantic Service Core; Blue:
Development Tools; Red: Execution Environment. The central activity is an ad-hoc subprocess, executing the embedded tasks as needed, in no fixed order.

the other hand, since the intended behaviour of the service has
already been specified in its precondition and effect, writing
the actual tests becomes very straightforward.

While this is currently not implemented in our approach, it
would also be possible to automatically generate unit tests from
the semantic service description, particularly the service’s pre-
conditions and according effects. For this, the input parameters
can be generated, setting all attributes that are not specified in
the precondition randomly; then, the expected output can be
inferred from the service’s effect, thus testing the actual result
of the service invocation against the expected value.

In case the service does not comply with the tests (i.e.,
with its stated preconditions and effects), the usual course
of action is, of course, to fix the service. However, in some
cases this may also expose flaws in the service’s input, output,
precondition and effect (IOPE) descriptions. In this case, the
process has to backtrack and update the semantic service
description and adapt or extend the service’s implementation
accordingly.

E. Deployment and Runtime Monitoring
The final step is to deploy the new service to the runtime

environment. Depending on whether the service has been
implemented directly as a Java class (e.g., a JIAC agent bean
exposing an accordant action), or in the form of a BPMN
process diagram orchestrating different existing services, the
deployment process is slightly different.

• In case the service has been implemented directly in
Java and is meant to be a basic service to be used as
a building block for other services, it is best to create
a new agent exclusively for that service and to deploy
it to the runtime server.

• In case of a service composition created as a BPMN
process, the process diagram can be deployed to an
already running process interpreter agent. This way,
deployment and undeployment is very dynamic, and
the interpreter also provides basic capabilities for
runtime monitoring and user interaction. Alternatively,
the process can also be automatically translated to Java
code and deployed as in the above mentioned case.

In both cases, the services are deployed to the JIAC runtime
environment and can be invoked as actions, and searched for

using the semantic service matcher. Using the WSDL and
REST integration beans, the services will also be exposed as
WSDL or REST services, respectively, and can transparently
use other services available in those formats.

VII. SEMANTIC SERVICE MANAGEMENT IN PRACTICE

In this section, we will explore how the semantic service
engineering method discussed in this paper can be applied in
practice. For this, we will have a look at two scenarios: First,
we describe how the service matcher and the development tools
have been used in a recently completed research project in the
e-mobility domain. Then, we continue to describe one of our
current projects, in which we are extending our approach for
the augmented reality domain.

A. Semantic Services for E-Mobility
In the project EMD (Extendable and adaptive E-Mobility

Services), a use case within the transportation domain was
constructed to demonstrate the use of the developed tools,
the methodology, and the basic services, as seen in Figure 7.
The process was created using the VSDT editor, orchestrating
services from the SSM. The finished process is deployed to
the JIAC BPMN interpreter for execution and the SeMa2 is
used for service matching at runtime.

Our first scenario combines different basic services for
searching for charging stations, reserving parking spaces and
charging slots, as well as access control to the same. First, the
process queries the user’s information, particularly w.r.t. her
current location, and available subscriptions for car sharing
and parking space providers. It then uses the location to find
charging stations that are close by using services from charging
station provides for whom the user has a subscription. Those
charging stations are then presented in a list for the user to
choose from, using the UI renderer, and the user is asked for
the time of reservation. The corresponding charging station
reservation service is matched and the booking is made, if
that time slot is not already taken, or the user is asked again.
Finally, as soon as the user signals that she arrived at the
location, another service is matched and invoked to handle the
access control, if any.

In this example, the SeMa2 can be used for finding relevant
services for searching and reserving charging stations, depend-
ing on the user’s subscriptions. For this, the User object is
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Figure 12. Service orchestration in the e-mobility use-case.

passed as an input parameter or as a context object to the ser-
vice matcher, and the different services, having a precondition
like hasSubscription(?user, "Provider X"), can
then be selected by the semantic service matcher. This match-
ing can be either be done a-priori, at design time, using the
SSM for finding a set of matching services for one specific
provider, or it can be deferred to runtime, making the selected
services depending on the current user.

Of course, this required the relevant services not only to
be semantically annotated, but to be so using the same domain
model, or ontology, as used in the rest of the system. Since this
is usually not the case, particularly when dealing with service
provided by third parties (such as e-mobility providers) some
of those services have to be wrapped accordingly.

B. Semantic Service Management for Augmented Reality
Another technical domain where semantic service manage-

ment has the potential to lead to a boost of development is
the area of augmented reality (AR) services. In the project
AcRoSS (Augmented-Reality-based Product-Service Systems,
more information available at: www.across-ar.de) we aim to
set up a library for AR-services that can be used together
with the software components presented in this paper in order
to develop problem tailored solutions for small and medium-
sized enterprises, for whom it is currently extremely hard and
expensive to develop such specific solutions.

However, services for AR-glasses do have very strict re-
quirements that have to be met. For instance, the hardware
on the devices is currently still limited. Therefore, there has
to be a very efficient concept for adaptive service processes.
Furthermore, in many scenarios the glasses that will be used
will be offline, meaning that the matching procedure and the
services have to be located on the device itself. These issues
as well as service specific aspects, like the quality of object
recognition services, lead to the need for a service management
concept that takes Quality-of-Service aspects into account.

One scenario within the AcRoSS project is about mainte-
nance and repair of exposure machines, which are used for
the creation of printing plates for the newspaper industry.
The maintenance task includes the cleaning of exposure rolls,
which means that they have to be taken out of the machine,
maintained and correctly set into place again afterwards.
Although this task sounds simple in first place, it is quite
error-prone, since the rolls can also be set into place with the
wrong direction or at the wrong place within the machine. The
same challenge holds for even more complicated repair tasks.
Currently, very experienced employees have to do these tasks
at the client side, which is expensive. Using AR, the employee
will be supported by services that recognize each part of the

machine, search for related manuals in the backend, guide the
employee what to do with the component and also check and
display the machine’s status. In order not to redevelop each
process again and again for every machine, the process will be
designed in an adaptive way, meaning that specific services like
the retrieval of manuals will be selected dynamically as well
as the request for the machine’s status. Furthermore, at design
time the developer will be able to select object recognition
services via given Quality-of-Service parameters.

At the time this paper has been written the project was in
the specification phase. A thorough evaluation will be done
and published at a later point in time.

VIII. CONCLUSION

In this article, we presented an approach for semanti-
cally matching services and for combining those services
to complex plans, both at design-time and at runtime, as
well as a set of development tools and an accordant runtime
environment for generating adaptive and flexible systems in
service-oriented environments. Those planning components,
development tools and runtime have been integrated into a
methodology for semantic service management and engineer-
ing, covering all phases from semantic service description and
service development up to testing and runtime monitoring. In
this approach, semantic services are orchestrated in adaptive
business processes, based on BPMN, where service templates
can be specified within the process and dynamically matched
to concrete services at runtime. This method has successfully
been applied, among others, in a research project in the e-
mobility sector. Currently, the same approach is adapted and
extended for services in the augmented reality domain.

In the future, we plan to address a number of challenges
related to automated service composition and planning [32].
Among others, we want to extend service matching and plan-
ning by taking quality-of-service aspects into account. Also,
we want to investigate the use of heuristics for more efficient
planning, to foster the usefulness of service planning in real-
world applications.
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[49] T. Küster, A. Heßler, and S. Albayrak, “Towards process-oriented
modelling and creation of multi-agent systems,” in Engineering Multi-
Agent Systems, ser. LNAI, F. Dalpiaz, J. Dix, and M. B. van Riemsdijk,
Eds. Springer International Publishing, 2014, vol. 8758, pp. 163–180.

[50] N. Braun, R. Cissée, and S. Albayrak, “An agent-based approach to

user-initiated semantic service interconnection,” in Service-Oriented
Computing: Agents, Semantics, and Engineering: AAMAS 2007 In-
ternational Workshop, SOCASE 2007, Honolulu, HI, USA, May 14,
2007. Proceedings, J. Huang et al., Eds. Berlin, Heidelberg: Springer
Berlin Heidelberg, 2007, pp. 49–62.
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