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Dynamic Nearest Neighbors and Online Error Estimation for SMARTPOS

Philipp Marcus, Moritz Kessel, and Martin Werner
Mobile and Distributed Systems Group
Ludwig-Maximilians-University Munich

Munich, Germany
{philipp.marcus,moritz.kessel,martin.werner} @ifi.lmu.de

Abstract—Location-based services are possibly the most
popular services with respect to mobility, since they allow for
the automated filtering of information relevant to the user.
This paper presents a detailed evaluation of SMARTPOS,
an indoor positioning system based on deterministic 802.11
fingerprinting and a digital compass. SMARTPOS is accurate
enough to supply location estimates for indoor location-based
services and can be deployed standalone on a mobile phone.
Assuming that the mobile phone is held in front of the body,
the system considers the user’s orientation to avoid errors
caused by the blocking effect of the human body. For location
estimation it employes a kNN approach on that part of the
fingerprint database that corresponds to the user’s current
orientation. As an extension to this approach, SMARTKNN is
proposed which is based on dynamically selecting the number
of nearest neighbors. This improved the mean position error
to 1.10 meters and to a maximum position error of 2.65
meters in a 250 square meter environment in comparison
to SMARTPOS which achieved a mean position error of
1.16 meters and a maximum position error of 2.74 meters.
Furthermore, it is shown that the errors of SMARTPOS are
normally distributed. Based on this fact, a novel online error
estimator using bivariate Gaussians is proposed which gives the
best approximation of the observed errors compared to existing
methods. Additionally it was observed, that the density of the
underlying radiomap strongly correlates to the maximum error
and has a weaker impact on the observed mean error.

Keywords-802.11 Fingerprinting, Orientation Filter, Mobile
Phone Positioning, Location-Based Services.

I. INTRODUCTION

In recent years, a trend towards mobility can be recog-
nized. Smartphones, small devices with comparatively high
processing power and mobile Internet, make it possible to
work while traveling, to stay connected to social networks,
and to retrieve nearly any information anywhere at any
time. One of the most popular mobile services are location-
based services (LBS). These are value-added services, which
utilize the location of the mobile to present the user with
information about its surroundings. Navigation and informa-
tion services, friend-finder, pet-tracker, and location-based
games are only a small part of the number of services and
applications filling the app-stores of the world.

The key enabler for LBS is the Global Positioning System
(GPS). It enables accurate positioning in outdoor environ-
ments, the usage is free of charge, the system is globally
available, and most of today’s smartphones are equipped

with a GPS-receiver. Unfortunately, GPS is not able to track
people in indoor environments with acceptable accuracy.
Signals might get lost due to attenuation effects of roofs
and walls or lead to position fixes of very low accuracy due
to multipath propagation.

Even worse, indoor location-based services require much
higher precision guarantees than outdoor services. Errors
should not exceed a few meters to allow for a differentiation
between several floors or rooms. Otherwise, the service
could provide information for places, which are quite far
away from the actual position of the target. Despite these
challenges, many users would appreciate indoor location-
based services, especially in large and complex buildings
such as museums, shopping malls, airports, hospitals, or
university buildings.

Existing indoor positioning techniques can be grouped
by their level of precision and the expenses for additional
infrastructure. Dedicated indoor positioning systems such as
ultra wide band or ultrasonic systems consist of several com-
ponents with the sole purpose of determining the positions
of possibly multiple targets in indoor environments. The
precision is often high, but an expensive infrastructure is
needed and hence the space where positioning is possible
is usually limited to a small area, where higher accuracy
compensates the high cost. Another class of systems is
built on existing infrastructure such as WLAN, Bluetooth
or inertial sensors for positioning. The precision of such
systems is limited, but the system can be deployed with few
additional expenses.

In this paper, we extend SMARTPOS [1], an indoor
positioning system for smartphones based on deterministic
WLAN fingerprinting and a digital compass. The system is
self-positioning, meaning that the whole positioning process
(including all measurements) is carried out on the phone. It
achieves a high accuracy within few meters and therefore is
able to provide interactive, non-background indoor location-
based services with high quality location estimates at no
additional expenses. SMARTPOS makes use of the smart-
phone’s orientation (which should correspond to the user’s
orientation) to avoid errors caused by the blocking effect
of the human body. Only those fingerprints are considered
for location estimation that were measured while viewing
in a similar direction like the user. As an extension to the
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system, a detailed evaluation of the system’s errors has been
carried out. Based on the results of that evaluation a novel
online error estimation scheme is proposed, which enables
the system to provide an error estimator as a Gaussian
probability density function for each position measurement.
Furthermore, a method for dynamically choosing the number
of nearest neighbors based on convergence criteria is pro-
posed which obviates the need for empirically determining
an optimal number for every environment.

The remainder of this paper is structured as follows: In
the next section, an overview of existing indoor positioning
systems with focus on WLAN fingerprinting is given. In
Section III, the original SMARTPOS is presented and eval-
uated in detail, stressing the impact of several parameters
and decisions on the design of the system. Whether weighted
or non-weighted kNN (k-nearest neighbors) in signal space
should be carried out, the influence of missing values on
the algorithm and the performance gain of including the
orientation on SMARTPOS and a Naive Bayesian Estimator
are evaluated. In Section IV, the question of the reliability
of the positioning method is researched and an online error
estimation scheme introduced. Then, the influence of the
density of fingerprints is analyzed in Section V and a novel
algorithm for dynamically choosing the best number of
neighbors for every position fix is presented in Section VI.
Section VII concludes the paper and gives hints on future
work.

II. RELATED WORK

In the past 15 years, a variety of technologies for indoor
positioning have been proposed. A good overview of exist-
ing indoor positioning systems using radio frequency (RF)
technologies such as radio frequency identification (RFID),
ultra wide band (UWB), ultra high frequency (UHF), WLAN
and Bluetooth is given in [2]. However, the authors do not
describe up-to-date systems, which have been developed
since 2007. We therefore focus in this section on the recent
development and work closely related to our research.

Many pedestrian indoor positioning systems rely on
WLAN fingerprinting algorithms [1], [3], [4], [5], which
offer position estimates with sufficient accuracy (i.e., 1-
3m) while utilizing the existing WLAN infrastructure and
therefore avoiding high expenses. These algorithms belong
to the area of pattern matching and work in two phases: The
first phase is called the calibration phase, where a database is
created by the collection of received signal strength indicator
(RSSI) at certain reference positions from the surrounding
access points (AP). The accumulated information of RSSI,
AP and reference position at a specific time/interval is
called a fingerprint. In the second phase, positioning is
carried out by comparing current RSSI measurements with
the previously stored values from the database. Different
algorithms calculate the position as the reference position
of the nearest fingerprint in signal space [3], the average of
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the k-nearest neighbors (kNN) with or without the distance
in signal space as additional weight [1]. Some algorithms
also utilize Bayesian methods [4], [5] based on probability
distributions derived by multiple measurements over a length
of time. While earlier systems utilize laptops for position
determination, the recent trend goes towards smartphones.
Martin et al. present one of the first WLAN positioning
systems which integrates both offline and online phase on a
mobile phone [6].

One of the first developed systems for WLAN fingerprint-
ing, RADAR [3], includes already the impact of the user’s
orientation in the position calculation by obtaining empirical
data for multiple orientations. Kaemarungsi et al. further
analyze the effects of the user’s presence and orientation
on RSSI values in [7]. The results show that the attenuation
effects of the human body can lower the RSSI by more
than 9 dBm. COMPASS [5] is one of the first fingerprinting
systems that addresses the problem of attenuation effects
caused by the human body by adding a digital compass to
the system. In the calibration phase, fingerprints for several
selected orientations (typically each 45° or 90°) are collected
at reference positions. In the positioning phase, the user’s
orientation is measured by a digital compass and only those
fingerprints with a similar orientation estimate are used
for the positioning algorithm. COMPASS presents the most
similar approach to the SMARTPOS System. However, we
extend the work in serveral directions. By using kNN instead
of a Bayesian estimator, the number of measurements carried
out for fingerprint creation is massively reduced. While
COMPASS reports 20 to 100 measurements for a single
fingerprint to correctly estimate the Gaussians, we tested
our system with 3-5 measurements. While the COMPASS
approach might achieve an even higher accuracy due to the
larger training dataset and the inclusion of the RSSI’s second
moment, it is not well suited for the self creation of databases
by the user due to the high calibration effort. Chan et al. also
present a system running on a mobile phone considering the
orientation of the user in [8], but apply a technique called
Newton Trust Region for further position refinement.

Most up-to-date systems combine WLAN fingerprinting
with additional technologies such as inertial sensors to offer
more accurate position estimates and continuous tracking
functionality [9], [10]. In [9], the authors utilize a particle
filter for fusing WLAN fingerprint location estimates with an
accelerometer. For the utilization of the SMARTPOS system
in Bayesian filtering techniques, a probability distribution
needs to be given for each position calculation. Existing
approaches [11], [12] often utilize grid based approaches,
where the discrete probability distribution is directly ob-
tained by the probability of all grid cells according to
a Bayesian model. In [9], Evennou and Marx utilize a
Gaussian distribution for particle weighting with the mean
located on the WLAN position and a variance based on the
deviation of the RSSI.
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Lemelson et al. further investigate error estimation of
WLAN fingerprinting based position determination in [13].
They propose different schemes which estimate the occuring
error as a scalar that can be used to assess the trust of
position estimates.

In this paper, we show that the position errors follow
a Gaussian with high probability. Based on this result, an
online error estimator is proposed that derives a Gaussian
probability density function modelling an estimate for the
ground truth position relative to the position fix. We then
compare our own approach to slightly adapted proposals
from Lemelson et al. [13]. In contrast to that paper, Beder et
al. propose an offline error estimation method which allows
for the calculation of the expected uncertainty of every
possible position [14]. Similar to [9] a Gaussian distribution
of RSSI values is assumed and the covariance matrix of the
fingerprint is used to calculate the expected error.

In addition to the error estimation, this paper proposes
a method for dynamically estimating the number of neigh-
bors suitable for position estimation. Roshanaei and Maleki
combine in [15] traditional RSSI-based fingerprinting with
a method based on Angle of Arrival (AOA) to further
reduce the set of the nearest neighbors to those which are
located in a certain area. The area is determined by their
AOA algorithm using an adaptive antenna array. Altintas
and Serif enhance in [16] the neighbor selecton by k-
means clustering. The candidate fingerprints are clustered
according to their reference points and only the fingerprints
of one cluster which has the smallest diameter are returned.
Another approach is presented by Shin et al. in [17]. For
their weighted nearest neighbor approach, the neighbors are
picked from a set of all fingerprints with a distance in signal
space below a certain threshold. Furthermore, the mean
distance in this set is calculated and only those fingerprints
are taken into consideration for position estimation whose
distance is below this mean value. In contrast to related
work, the method for dynamically choosing & presented in
this paper is based on convergence criteria of the derived
position estimates for different values of k. One advantage
is, that it is completely independent from deriving thresholds
in signal space.

III. SMARTPOS: A SYSTEM FOR SELF-CONTAINED
MOBILE POSITIONING

In this section, we describe the original SMARTPOS
system presented in [1], a system for accurate and self-
contained indoor positioning based on deterministic 802.11
fingerprinting and a digital compass. The system runs stand-
alone on a mobile phone and consists of a management
module for the creation and maintenance of the fingerprint
database and a module for location determination. The
latter offers the possibility of modifying several parameters
concerning the deterministic location estimation or allows a
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change of the positioning method to a room-based bayesian
approach.

A. Database Creation on a Mobile Phone

During the offline phase, active scans for WLAN signals
from surrounding access points (APs) are executed with a
mobile phone at several reference positions. The measured
signal strength values are enhanced with the viewing direc-
tion and the pixel coordinates of the reference position on a
bitmap of the floor. The viewing direction is obtained by the
digital compass of the smartphone, the position is assigned
by tapping on a zoomable and scrollable map displayed
on the screen of the mobile. Finally, these values (in the
following referred to as fingerprints) are stored in a database.
At each reference position, four fingerprints are created,
one in the direction of each axis of the specific building.
The alignment along the axes of the building instead of the
geographic directions is carried out to improve the accuracy
of the application in tracking scenarios since most users
move along the main axes of a building, e.g., when walking
down a corridor. For each fingerprint, five scans are executed
and the average of the received signal strengths is stored in
the database to reduce the impact of short-time fluctuations.
Furthermore, the orientation of the phone, which is derived
from the mobile phone’s compass, is averaged throughout
the sampling time and also stored in the database. This
is done to remedy the disturbances of the magnetic field
inside of buildings, especially near electronic sources or
large amounts of metal.

B. Deterministic Location Estimation

During the online phase, SMARTPOS utilizes a de-
terministic positioning algorithm based on weighted kNN
to estimate the approximate position of the user. WLAN
signal strength measurements are carried out in a continuous
fashion and for each measurement m the current orientation
o of the phone is measured by its digital compass.

The orientation is considered to represent the approximate
viewing direction of the user and hence implicitly yields
the information about the attenuation of his body. The
online RSSI values should therefore not be compared to all
fingerprints in the database due to possible influence of the
human body, but only to those fingerprints that correspond
to a similar viewing direction to o during the offline phase.
Since the viewing direction is retrieved from the noisy
readings of the compass, the orientation is averaged over
the duration of each scan. This mechanism could also be
replaced by advanced filtering algorithms to reduce the
impact of outliers. SMARTPOS considers only a subset S
of all fingerprints in the database containing those with a
maximal deviation of 50° from o and is therefore able to
reduce the number of fingerprints matched in the online
phase to an extent of approximately 27.7% of the database
size.
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On the remaining subset S of filtered fingerprints, the
nearest neighbours in signal space with respect to m are
computed. SMARTPOS uses a sophisticated distance metric
for the comparison of two RSSI measurements (i.e., the
online measurement m and a fingerprint f € S): Each
measurement contains the information about all RSSI values
with the MAC address of the AP, which sent the signal.
Since at a given position only signals of a subset of all
access points in the building can be received, the question
arises how to treat missing signal strength information in
one of two compared measurements. One possibility would
be to assign a fixed value MIN to the RSSI of all access
points missing in one measurement. This mechanism favors
combinations of measurements, where signals by an AP are
of very small strength in one measurement and missing
in the other instead of combinations, where a high RSSI
value in one measurement is missing a counterpiece in the
other. The value of MIN should be below the minimal RSSI
value measureable by the device. The other possibility is to
ignore all signal strength information missing at least in one
of the compared measurements. Based on the results of a
detailed evaluation (see Section III-C) SMARTPOS utilizes
the second approach, which is expected to be more robust
in the case a new AP is turned on or an existing AP is
turned off. Nevertheless, a minimum overlap of at least three
APs is required to avoid choosing wrong neighbors due to
propagation symmetries in larger environments.

Based on the Euclidean distance d; = dist(m, f;) in signal
space the subset N C S of the k nearest neighbours is
computed. In addition, SMARTPOS assigns a weight w; to
each fingerprint f; € N,i € {1,...,k} which is indirectly
proportional to the distance in signal space. It computes after
the following formula:

-1
k

wi= 4> M

j=1"7

k
It is easy to see that the w; are normalized since Y w; = 1.

i=1
For the computation of the user’s position {, SMARTPOS
calculates the weighted average of [;,7 € {1,...,k}, l; being
the reference position of the fingerprint f;:

k
l = Zliwi (2)
i=1

C. SMARTPOS Evaluation

For the evaluation of the SMARTPOS system, two sets
of fingerprints were manually collected under laboratory
conditions, i.e., without anybody around, in a part of our
university building. All RSSI information was gathered with
a HTC Desire. The first set is arranged in an approximate
grid of 79 reference positions with fingerprints measured in
the direction of all four main axes of the building, which

International Journal on Advances in Internet Technology, vol 6 no 1 & 2, year 2013, http://www.iariajournals.org/internet_technology/

results in 316 fingerprints in total (the grey dots in Figure
1). The second set is a much smaller set of 64 fingerprints
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Figure 1: Reference database (gray dots) and online testset
(black dots). APs are displayed as grey rectangles.

at 16 pseudo-randomly distributed reference positions (again
measured in the direction of all four axes) within the cover-
age of the database and is used as substitution for online
measurements (the black dots in Figure 1). This ensures
that our results originate from an identical setting for all the
different location estimators. The estimators are evaluated in
respect to four criteria according to [2]: the accuracy as the
mean position error, the precision as the maximal error and
the standard deviation, and the complexity as the number
of compared fingerprints. The question of scalability, cost
and robustness is not considered, since the scalability and
the cost are the same in all systems and the robustness is
hard to measure. In the following, the results from a detailed
evaluation of SMARTPOS in the described setting are pre-
sented and discussed. SMARTPOS is evaluated as follows:
First, the deterministic KNN approach is analyzed and the
settings of several parameters compared to each other. The
questions of assigning a weight to the nearest neighbors
and whether missing signal strength information should be
considered or ignored are discussed and the impact of the
user’s orientation on accuracy and precision presented. In a
consecutive step, an optimal value for %k is determined for
SMARTPOS. Finally, the usage of orientation information
in a Naive Bayesian Estimator is analyzed.

1) Weighted or Non-Weighted kNN: When using a kNN
approach together with WLAN fingerprinting one has to
decide whether just to compute the mean of the nearest
neighbors or to add a weight to each of the k-nearest
neighbors according to the distance in signal space and
then calculate the center of mass. With SMARTPOS, we
evaluated both approaches for variable k. Figure 2 shows
the results. The weighted approach behaves similarly, but
performs better for each £ > 1. The same applies for the
deviation while the maximum error shows no significant dif-
ference except for two outliers (k = 3 and k£ = 8), for which
the weighted approach also performs better. SMARTPOS
therefore utilizes a weighted kNN as described in Section
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Figure 2: Comparison of weighted and non-weighted kNN.

1I-B.

2) Treatment of Missing RSSI: In Section III-B, two
approaches for the treatment of missing signal strength
information when comparing two RSSI measurements are
described. One considers the information by assigning a
minimal value of —100 dBm for the missing RSSI in-
formation, the other ignores all RSSI values from APs
measured only in one of the two compared measurements.
Both approaches were tested for a variable £ and the results
are presented in Figure 3. The accuracy of a system ignoring
missing values is higher than the accuracy of a system
considering the information for each k£ > 3 and also offers
a minimum mean error for £k = 9. The deviation only
becomes smaller for each £ > 7 with the minimum for
k = 11, while the maximum error oscillates and therefore
adds little information. Hence, SMARTPOS ignores missing
RSSI values as long as signals of at least three common APs
have been measured in fingerprint and measurement.

3) Impact of Orientation Information: The most profound
innovation of SMARTPOS is the usage of orientation in-
formation in a deterministic location estimation system on
a smartphone. With the filtering of the fingerprints in the
offline database with respect to the orientation information
of the user, the complexity of the online matching can be
quartered (when using the state of the art four directions
for each reference position) and the accuracy and preci-
sion increased by a considerable amount. Figure 4 shows
the results of the tests. The mean error is much smaller
when using the orientation information and also reaches its
minimum of 1.16 m for k = 4, while the approach without
orientation information reaches its minimum of 1.31 m for
k = 9. The minimal deviation of 0.57 m for £k = 6 is
also much smaller than the minimal deviation of 0.74 m for
k = 11 without considering the orientation. The same is true
for the maximum error, which is minimal for k¥ = 5 with
a value of 2.65 m when considering the user’s orientation,
whereas without the orientation information the minimum
is 3.29 m for £k = 8. The much smaller number of k
when using the orientation approach can be explained by

the fact that the number of fingerprints for comparision
is quartered and each online measurement has at most 4
neighbors in the grid, while without the filtering of the user’s
orientation the number of neighbors can increase to a total
of 16 neighbors, because 4 fingerprints are stored for each
reference position. In conclusion, SMARTPOS utilizes the
orientation information of the user to improve accuracy and
precision of the location determination, while reducing the
complexity at the same time.

4) Determination of k: Based on our experiments with
SMARTPOS, we recommend utilizing an orientation-based
weighted kNN approach with £, the number of neighbors,
set to 4. For the comparison of measurements one should
ignore all signal strength information of each AP which is
missing in at least one of the measurements when at least
three APs are in common. With these parameters, the system
offers the lowest mean error of 1.16 m of all possible fixed
assignements for k& with an acceptable deviation of 0.66 m
and a small maximum error of 2.74 m. However, it is shown
in Section VI that by dynamically choosing k for each
measurement separately the error can be further reduced.

5) Orientation and the Naive Bayesian Estimator: The
influence of filtering fingerprints according to their orienta-
tion on deterministic kNN positioning has been described.
To get a deeper understanding of what influence the reduc-
tion of the search space according to the viewing direction
has on indoor positioning, we chose to evaluate on the most
simple (and often most effective) way of inducing a position
from given measurements: Assuming that measurements are
normally distributed, we estimate the mean and variance of
a set of measurements taken in the same room and reuse
this information for identification.

In order to do so, we assigned a label with each fingerprint
specifying the room that it lies in. The long corridor has been
cut into three rooms to reduce the variance of measurements
in this long area as depicted in Figure 5. Using this labeled
data we constructed a Bayesian Estimator, which calculates
for each pair of AP and room label the mean RSSI, its stan-
dard deviation, weighted sum and precision and reuses them
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Figure 4: Comparison of considering and ignoring the user’s orientation.

for classification. We tested the classification performance
with 10-fold stratified cross-validation training on 90% and
evaluating on the remaining 10% of the data.
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Figure 5: Labeled rooms for the Naive Bayesian Estimatior.

We used this technique on five different datasets: A dataset
for each quadrant and a dataset where a random subset of
25% of all measurements in all directions were taken. In this
way we achieve comparable training set sizes.

The results from this experiment are negative: A Bayesian
classification of room-labels performs better on the total set
of measurements than on the direction-dependent subsets.
The results are given in Table I. Hence, for a system based

Table I: Evaluation results

Dataset Number of Fingerprints | Success Rate
All directions 78 79%
North 72 62.5%
West 77 70.13%
East 82 65.85%
South 82 71.95%

on Bayesian estimation theory, we propose not to use the
direction as a filter.

IV. ONLINE ERROR ESTIMATION

Several factors influence the occuring positioning errors
of WLAN fingerprinting systems and thus also affect the
SMARTPOS system. For many application scenarios, these
errors make an online error estimator necessary such as the
application of SMARTPOS in Bayesian filters or scenarios
of location-based access control [18]. In order to propose
a good estimator for SMARTPOS, we first examine the
properties of occuring errors in the first part of this section.
In the second part, the online error estimator, which has
been developed for the SMARTPOS system, is presented
and evaluated.
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A. The error distribution of SMARTPOS

In order to determine the real occuring errors, a cross-
validation on the recorded reference positions has been
performed. In this experiment, each of the 316 fingerprints of
the reference database has been used as the current measure-
ment m once and was blacklisted in the process of nearest
neighbor selection. This tends to cause slightly increased
errors, as the reference positions are reduced by m, but the
larger size of samples allows to derive a stronger assumption
of the error distribution. The position estimation was based
on weighted kNN with k£ = 4, considered the orientation and
did not punish missing RSSI, i.e., the optimal SMARTPOS
setting. The results are shown in Figure 6 as a 2-dimensional
histogram, representing the observed error vectors of posi-
tion estimates relative to their ground truth position. The
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Figure 6: Histogram of the observed error distributions on
the x- and y-axis. On each axis, 12 bins have been created
for the 316 results.

results give good incidence to assume that the errors on
each axis follow approximately a Gaussian distribution. We
ignore any correlations on the axes and even the (obviously
existing) differences concerning the deviation, since most
services working with inaccurate position information expect
a circle as error estimator. Thus we model the occuring errors
as twodimensional univariate Gaussians, which is also an
important constraint for the proposed estimator as shown
later in this section. The individual distribution for each
axis is shown in Figure 7. Obviously, the errors on the
x-axis tend to have a higher standard deviation which is
caused by the fact that the recorded reference positions have
a larger extent on the x-axis, as depicted in Figure 1. In
order to fortify the assumption of normally distributed errors
a Wilk-Shapiro test has been performed for each axis for
50 randomly selected samples of the measured errors. The
results showed a test statistic of W, = 0.960 for the x-axis
and W, = 0.955 for the y-axis. Given a level of significance
of o = 0.05, the critical value of W is 0.947 for n = 50
which is lower than W, and W,. Thus, the assumption of
normal distribution can not be rejected for the given level of
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significane, which allows to define an online error estimator
for SMARTPOS based on Gaussians.

B. Estimating positioning errors

As the previous section indicated a normal distribution of
errors, this section aims at giving an estimation of errors
with Gaussians. The mean values correspond to the specific
position fix and for each fix, an empirically estimated
standard deviation is derived. For k£ > 2, three different
error estimation schemes have been defined by Lemelson
et. al [13] based on the coordinates (Iy,lo,...,[;) in R? of
k nearest neighbors in signal space. These methods estimate
the error, i.e., the geographic distance of the position fix to
the ground truth position. For this task, the first method o, ;
computes the average geographic distance of the second up
to the k-th fingerprint to the nearest neighbor:

k
1
O’ml(ll,...,lk):m E Hll_le2 (3)
=2

Another modification computes the error estimate as the
maximum geographic distance of any selected neighbor to
the nearest neighbor:

., 1) = max U

i€{2,...,k}

{Illh = L2} “)

O'mz(lh .

Finally, a third version estimates the error as the maximum
geographic distance of any two fingerprints in the sequence
of selected nearest neighbors:

U -5l ] ©

(i,5)€{2,...,k}?

As proposed by Lemelson et al. [13], for each of these
methods the positioning error is estimated as o,,; with
i € {1,...,3} and the user is assumed to be on a circle
with radius o,,; centered at the position fix /. However,
in general, the distribution of errors approximately follows

O'm3(ll,...,lk) = max
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a bivariate Gaussian as shown above. In order to allow a
more realistic estimation of the occuring error, one could
approximate the real error distribution under the assumtion
that the errors F, and F, on both axes are uncorrelated.
Given a position fix | = (I,1,), this allows to define two
Gaussians B, ~ N (I, 0,,;) and E, ~ N (l,,0,,;) for each
1 € {1,...,3} describing a probability distribution for the
ground truth position on each axis. In the following, we
employ this methodology for defining an univariate Gaussian
as error estimator of SMARTPOS.

For the SMARTPOS system, we propose a new error
estimator which also derives an univaiate Gaussian centered
at [ but in contrast to o,,; with i € {1,...,3} is not only
based on the positions of the k nearest neighbors, but also
on their corresponding weight and the position estimate. The
basic idea is to capture the closeness of the nearest neighbors
to the derived position fix, i.e., to derive an estimate for
the precision. Given a measurement m at the ground truth
position gtp, the only information that is online accessible is
the estimated position [ and the weight w; of each fingerprint
fi according to the measurement m. For both axes, the
standard deviation o, 4 is estimated as the weighted average
of the distance of the I; with ¢ € {1,...,k} to the position
estimate [:

k
Oma(llla, - 1) = willl = 1|2 ©)
=1

Again, a cross-validation was performed as described above
with an additional computation of the error estimations
o Tor the described estimators 1 — 4. To evaluate each
of these, we propose to standardize the set of observed
error distances on each axis with the corresponding o,,;.
This allows to compare the standardized samples against
the standard normal distribution N (0,1). The more likely
these samples were drawn from N(0,1), the better the
given estimator. Thus, for each position fix | = (I,,1,) for
each axis, the standard score has been computed according
to (gtp, — lu)/oy; and (gtp, —1,)/0y,;. The fits of the
standardized samples to N (0, 1) have been evaluated using
qq-plots, which are depicted in Figure 8 for the x-axis and in
Figure 9 for the y-axis. Compared to the straight line y = z,
the results indicate that the derived Gaussians for o4 show
the best approximation of the real error within the quantiles
from —20 to 20 for both axes. It can also be seen that
the reduction to univariate Gaussians does not prevent the
estimator from fitting very well to the real error distribution
on both axes. The proposed approach thus returns more
accurate error estimations than the methods o,,1, oo and
0m3- The few outliers suggest that the derived Gaussians
tend to underestimate the probability of large real errors.
These underestimations also occur with the other evaluated
methods and indicate that large errors follow another not
even necessarily Gaussian distribution. Nevertheless, the

results show that based on o4, the derived probability
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Figure 8: The qg-plot of the generated test data on the x-axis.

density functions for the ground truth position of a position
fix correlate with the real error very well. The estimators 1-3
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Figure 9: The qg-plot of the generated test data on the y-axis.

tend to underestimate the error with respect to the straight
line z = y even within the 20 quantiles. Clearly, .3 tends
to highly underestimate the errors in nearly all cases. The
methods o,,7 and oy, perform slightly better but also tend
to underestimate the errors much more than o 4.

However, we also experimented with the presented error
estimators for k # 4 and observed that still the proposed
estimator oy,4 has the best fit to x = y but tends to
increasingly underestimate the occuring errors with a grow-
ing k. Given the obtained results, we suggest that for a
given global parameter of k, the best error estimator should
be selected using the presented methodology. Compared
to existing error estimators, the derived probability density
functions in SMARTPOS are expected to yield more robust
results in real applications.
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V. DENSITY OF RADIOMAPS

As the mean and maximum errors of SMARTPOS are
subject to the number of selected nearest neighbors, the
density of recorded fingerprints in the underlying radiomap
plays an important role. Hence, an interesting aspect is
how the mean and maximum errors correlate to this den-
sity. To examine this correlation, an experiment has been
conducted where these measures have been computed using
the online testset against the presented reference database,
whose density has been reduced in each iteration by 5%.
In each iteration, the 5% of fingerprints to remove have
been randomly chosen. If a fingerprint has been picked for
removal, the other 3 fingerprints on its location have been
removed too. This experiment has been conducted 20 times
in sequence. The measured errors for each iteration have
been merged and are depicted in Figure 10. The observed
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— max error (m)
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Figure 10: The average positioning error in meters for
iteratively reduced fingerprint densities.

results indicate, that the density of the radiomap has much
stronger influence on the maximum error as on the mean
error. In detail, the maximum error already doubles for a
reduction of the reference positions of 35 — 40% while the
same holds for the mean error for a reduction of about 80%.
However, both, the mean and the maximum error triple for
a reduction of 90%. The results give good reason to assume,
that a more dense reference database would only show low
impact on the mean error, as the mean error seems to be
converging for higher densities. However, as the maximum
error is increased by approximately 0.5 m for a reduction of
only 5%, we expect that the maximum error of SMARTPOS
could be even further reduced by a reference database with
a higher density.

VI. DYNAMICALLY CALCULATING THE OPTIMAL
NUMBER OF NEAREST NEIGHBORS

As our previous experiment has shown, the number &
of fingerprints considered for the position estimation in
SMARTPOS has a strong impact on the mean and max-
imum error of the positioning system. However, it may
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function SMARTKNN (m, min_k)
| < weighted_center_of _mass(get_NN(I, m))
k < min_k
while k < |fingerprints| do
kNN’ < get NN(k, m)
I’ < weighted_center_of mass(kNN’)
kNN < get_NN(k + 1, m)
I” < weighted_center_of_mass(kNN")
if |7 — 1|2 < ||’ —||> then
[T
k< k+1
else
return /
end if
end while
return /
end function

Figure 11: The proposed SMARTKNN algorithm.

depend on the environment and therefore scenarios exist
where no analysis of an optimal £ has been performed
or is even impossible. Additionally, the covered site might
have very diverse properties with respect to the density
of recorded fingerprints, the number of receivable access
points, or building specific singularities, which makes a fixed
global k too inflexible. Even for very uniform scenarios,
like the SMARTPOS test environment, a dynamic k might
decrease the mean error. To test this hypothesis, we propose
SMARTKNN as an extension of the SMARTPOS system. Its
pseudo-code is shown in Figure 11.

The algorithm works by iteratively increasing k, and
computing a position fix for the current k, £k — 1 and k + 1
based on Formula 2. It iteratively continues up to that value
of k after which the position fixes start to diverge. First,
the location [ of the nearest neighbor is determined and
stored in the variable /. The variable k is initialized with
min_k. Within the loop, the k£ and k£ + 1 nearest neighbors
are determined and corresponding position fixes I’ and " are
computed. If the distance of I’ to its predecessor [ is smaller
than the distance to its successor I”, the loop terminates and
returns k. This represents the first optimum for the number of
nearest neighbors, as for larger values of k the position fixes
begin to diverge. In the other case, the position fixes seem
to be converging and the search for a larger k is continued.
The search also terminates if the value of k + 1 corresponds
to the number of recorded fingerprints.

The SMARTKNN algorithm was evaluated with the online
testset against the reference positions for lower bounds
min_k € {2,3,4} and was compared to the k¥ = 4
strategy and the optimal k strategy. The latter is suitable
for evaluating the proposed algorithm as the theoretical
optimal k can be used as a reference value. The results
are depicted in Table II and as a histogram comparing the
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Table II: Evaluation results

Method Mean. Error | Max. Error | Std. Deviation
fixed k =4 1.16 m 2774 m 0.65 m
dynamic k£ > 4 1.17 m 2.79 m 0.60 m
dynamic k£ > 3 1.10 m 2.65 m 0.65 m
dynamic k > 2 131 m 5.14 m 0.83 m
optimal k 0.66 m 2.14 m 0.51 m

number of chosen k in Figure 12. The optimal number for %
is distributed over a large interval while SMARTKNN only
picked maximally 8 nearest neighbors and thus had only
limited overhead compared to a strategy with a fixed value
for k. Furthermore, the complexity of kNN lies much more
within the distance calculation to every possible fingerprint
and the sorting of the results than in the position calculation
for given neighbors.

Compared to the SMARTPOS algorithm for a fixed k,
SMARTKNN could slightly reduce the mean error from
1.16 m to 1.10 m and the maximum error from 2.74 m to
2.65 m for a lower bound of min_k = 3 without increasing
the standard deviation. A lower bound of 2 or 4 could not
improve the results compared to a fixed £ = 4. Given Figure
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Figure 12: The distribution of the dynamically chosen num-
ber of nearest neighbors for SMARTKNN compared to the
optimal strategy.

13, the cumulative error distribution of SMARTKNN with
k > 3 has the best fit to the optimal strategy and especially
a better fit than SMARTPOS with k£ = 4. An interesting
aspect is the mean size of the dynamic k: min_k = 3 resulted
in a mean of 3.5 for k& with a standard deviation of 0.90,
which subsequently indicates, that values from £ = 3 to
k = 5 were preferably selected. This fits quite well to the
results observed in Figure 4, where the mean error had its
minimum for k¥ = 4 with very similar values for £ = 3 and
k = 5. For min_k = 2 and 4, in each case the mean size of
k was further away from this minimum with mean values
for k of 2.5 and 4.7. The optimal strategy had a mean value
of k = 4.8 with a deviation of 6.6.

Concluding, the SMARTKNN algorithm showed improved
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Figure 13: The cumulative error distribution of SMARTKNN
compared to SMARTPOS and the optimal strategy.

results compared to SMARTPOS. However, even here we
have a strong dependence on the new parameter min_k.
As the evaluation results indicate, a minimum value of
min_k = 3 should be chosen in the presented scenario. The
lower bound of 3 also theoretically accounts for reducing
the mean error compared to a lower k as the number
of possible candidate points for position fixes is largely
increased compared to k = 2 or k = 1 using the proposed
computation over weighted center of mass.

VII. CONCLUSION AND FUTURE WORK

In this paper, we presented SMARTPOS, a positioning
system on a smartphone based on deterministic WLAN
fingerprinting and a digital compass. SMARTPOS utilizes a
weighted kNN approach with £ = 4 and with a distance met-
ric in signal strength space, which ignores RSSI values from
access points visible only at one fingerprint. Furthermore,
we proposed SMARTKNN, an extension for SMARTPOS,
which uses a dynamic k instead of a fixed number of nearest
neighbors. It iteratively increases k, computes a position fix
for the current £, £ — 1 and k£ + 1 and continues with
increasing k until the position fixes start to diverge. In
this algorithm, the first position fix is initialized with the
position of the nearest neighbor, while the minimum number
of nearest neighbors involved in the next fixes is a parameter
of SMARTKNN.

To give an impression of the system’s performance, we
analyzed the impact of several parameters on SMARTPOS.
We conclude that a weighted approach results in more
accurate and precise results than a non-weighted approach.
Ignoring missing RSSI values provides better results than
assigning a minimal value, at least for higher values of
k. In our setting, this was the case for £ > 3 in the
oriented approach and for £ > 7 in the approach without
the user’s orientation. With adding the user’s orientation,
SMARTPOS is able to reduce the mean positioning error to
1.16 m and the variance to 0.66 m. The maximal error in
this case is 2.74 m, which is 55 c¢cm smaller and therefore
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much better than the minimal maximum error of 3.29 m
in all experiments without the orientation information. We
therefore conclude that the user’s orientation should be
considered in deterministic 802.11 fingerprinting. The error
was reduced even more by introducing SMARTKNN: The
mean error was reduced to 1.10 m and the maximum error
to 2.65 m without increasing the variance. The cumulative
error distributions for several minimum values of k£ were
compared to the optimal strategy and we found that the
best results could be obtained for the strategy with & > 3.
However, compared to a fixed & = 4, the improvement
was quite small but we assume that the main advantage
of SMARTKNN unfolds in very diverse scenarios, where
a fixed k yields too much inflexibility.

Furtheremore, we examined the reduction of the density
of the underlying fingerprint database. We found out that
the reduction has a large negative effect on the maximum
error but a much smaller influence on the mean error. The
reduction of about 35 — 40% doubled the maximum error
while the density has a weaker impact on the mean error
which doubles for a reduction of 80%.

Finally, the error distribution for SMARTPOS was eval-
vated and found to be normally distributed on each axis.
Given this information, a novel online error estimator was
defined which employs the weighted average distance of
the nearest neighbors to the position fix to derive a Gaus-
sian probability distribution. The derived distributions are
univariate Gaussians centered at the position estimate. An
evaluation of several existing estimators showed that our
approach gives the best approximation of the real errors.

REFERENCES

[1] M. Kessel and M. Werner, “SMARTPOS: Accurate and Pre-
cise Indoor Positioning on Mobile Phones,” in Proceedings of
the International Conference on Mobile Services, Resources,
and Users (MOBILITY’11), 2011, pp. 158-163.

[2] H. Liu, H. Darabi, P. Banerjee, and J. Liu, “Survey of
wireless indoor positioning techniques and systems,” /[EEE
Transactions on Systems, Man, and Cybernetics, Part C:
Applications and Reviews, vol. 37, no. 6, pp. 1067-1080,
2007.

[3] P. Bahl and V. N. Padmanabhan, “RADAR: an in-building
RF-based user location and tracking system,” in /9th Annual
Joint Conference of the IEEE Computer and Communications
Societies, ser. INFOCOM 2000, vol. 2, pp. 775-784.

[4] M. Youssef and A. Agrawala, “The horus wlan location
determination system,” in 3rd International Conference on
Mobile Systems, Applications, and Services, ser. MobiSys
2005, pp. 205-218.

[5] T. King, S. Kopf, T. Haenselmann, C. Lubberger, and W. Ef-
felsberg, “Compass: A probabilistic indoor positioning system
based on 802.11 and digital compasses,” in Ist International
Workshop on Wireless Network Testbeds, Experimental Evalu-
ation and Characterization, ser. WINTECH 2006, pp. 34-40.

International Journal on Advances in Internet Technology, vol 6 no 1 & 2, year 2013, http://www.iariajournals.org/internet_technology/

[6] E. Martin, O. Vinyals, G. Friedland, and R. Bajcsy, “Precise
indoor localization using smart phones,” in International
Conference on Multimedia, ser. MM 2010, pp. 787-790.

[7] K. Kaemarungsi and P. Krishnamurthy, “Properties of indoor
received signal strength for wlan location fingerprinting,” in
1st Annual International Conference on Mobile and Ubiqui-
tous Systems, ser. MobiQuitous 2004, pp. 14-23.

[8] E. C. L. Chan, G. Baciu, and S. C. Mak, “Orientation-
based wi-fi positioning on the google nexus one,” in 6th
International Conference on Wireless and Mobile Computing,
Networking and Communications, ser. WiMob 2010, pp. 392—
397.

[9] F. Evennou and F. Marx, “Advanced integration of wifi and
inertial navigation systems for indoor mobile positioning,”
EURASIP Journal on Advances in Signal Processing, vol.
2006, pp. 1-11, 2006.

[10] M. Kessel, M. Werner, and C. Linnhoff-Popien, “Compass
and wlan integration for indoor tracking on mobile phones,”
in The Sixth International Conference on Mobile Ubiqui-
tous Computing, Systems, Services and Technologies (UBI-
COMM’12), 2012, pp. 1-7.

[11] Widyawan, “Learning data fusion for indoor localisation,”
Ph.D. dissertation, Cork Institute of Technology, 2009.
[12] O. Woodman and R. Harle, “RF-based Initialisation for
Inertial Pedestrian Tracking,” in Proceedings of the 7th In-
ternational Conference on Pervasive Computing (Pervasive
2009), 2009, pp. 238-255.
[13] H. Lemelson, M. Kjaergaard, R. Hansen, and T. King, “Error
estimation for indoor 802.11 location fingerprinting,” in 4th
International Symposium on Location and Context Awareness,
ser. LoCA 2009, pp. 138-155.
[14] C. Beder, A. McGibney, and M. Klepal, “Predicting the
expected accuracy for fingerprinting based wifi localisation
systems,” in Proceedings of the 2nd International Conference
on Indoor Positioning and Indoor Navigation (IPIN 2011),
2011.

[15] M. Roshanaei and M. Maleki, “Dynamic-knn: A novel locat-
ing method in wlan based on angle of arrival,” in Proceedings
of the 2009 IEEE Symposium on Industrial Electronics and
Applications (ISIEA 2009), 2009, pp. 722-726.

[16] B. Altintas and T. Serif, “Improving rss-based indoor posi-

tioning algorithm via k-means clustering,” in Proceedings of

the 11th European Wireless Conference, 2011, pp. 681-685.

[17] B. Shin, J. Lee, T. Lee, and H. Kim, “Enhancing weighted

k-nearest neighbor algorithm for indoor wi-fi positioning sys-

tems,” in Proceedings of the 8th International Conference on

Computing Technology and Information Management (ICCM

2012), 2012, pp. 574-577.

[18] P. Marcus, M. Kessel, and C. Linnhoff-Popien, “Securing
mobile device-based machine interactions by employing user
location histories,” in Security and Privacy in Mobile Infor-
mation and Communication Systems Social Informatics and
Telecommunications Engineering (MOBISEC’12), 2012, pp.
81-92.

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

11



International Journal on Advances in Internet Technology, vol 6 no 1 & 2, year 2013, http://www.iariajournals.org/internet_technology/

Supporting Adaptive Flexibility with Communications Middleware

Dirk van der Linden, Georg Neugschwandtner,

Maarten Reekmans, Herbert Peremans
University of Antwerp
Belgium
{dirk.vanderlinden, georg.neugschwandtner,

Wolfgang Kastner
Automation Systems Group
Vienna University of Technology
Austria
k@auto.tuwien.ac.at

maarten.reekmans, herbert.peremans}@uantwerpen.be

Abstract—Automation systems are continuously growing in
scope and size. To keep them maintainable (despite their ever-
increasing complexity), structures, methodologies and technolo-
gies with the capability of responding to diverse and changing
requirements are required — a quality we call adaptive flexibil-
ity. After presenting highlights from a survey illustrating the
variety of requirements, this paper discusses two approaches
to supporting adaptive flexibility as well as the relationship
between them. The first is OPC Unified Architecture (UA),
a communications middleware standard. The second is the
Normalized Systems Theory, a formal approach to ensuring
systems evolvability. The paper intends to bridge the gap
between theory and practice by highlighting several aspects
of OPC UA that support adaptive flexibility, with this analysis
being based on the concepts of Normalized Systems as far as
possible.

Keywords-Automation; OPC UA; Profiles; Scalability; Diver-
sity; Modularity; Reusability; Evolvability; Normalized Systems.

I. INTRODUCTION

Industrial communication has become a key technology
in modern industry. A continually growing number of man-
ufacturing companies desire, even require, totally integrated
systems. This integration should cover electronic automation
devices such as Programmable Logic Controllers (PLCs)
and microcontrollers as well as Human Machine Interfaces
(HMI) and supervision, trending, and alarm software ap-
plications, e.g., Supervisory Control and Data Acquisition
(SCADA) and Manufacturing Execution Systems (MES).
Industrial communication encompasses the entire range from
field device and controller to manufacturing operations man-
agement and Enterprise Resource Planning (ERP) applica-
tions.

Likewise, the past decade has seen a push towards the
integration of building services and building management.
Total integration in this field should not only cover Direct
Digital Control (DDC) and SCADA/Building Management
Systems (BMS), but also Computer Aided Facility Manage-
ment (CAFM) applications and HMI ranging from dedicated
panels and visitor guidance systems to webbased solutions
on tablets and smartphones.

Such “totally integrated systems” are not monolithic or de-
veloped from scratch, but consist of multiple (sub)systems —
such as those just mentioned — connected to form a (more or
less) coherent whole. Connecting independent subsystems,
which were developed independently, can be a veritable
challenge. On the other hand, exactly this separation into
independent subsystems is one of the best ways to deal with
the high overall complexity of an integrated system. Thus,
how a large system can be split into subsystems or modules
on the one hand and how these can be connected on the
other hand are topics worth exploring.

Modularity is the foundation for several desirable proper-
ties, including reusability as well as:

Scalability — the possibility to adapt the configuration of a
system in order to fulfil demanding requirements but not
be oversized for less demanding requirements,

Diversity — the freedom to choose between (and/or ac-
commodate) different implementations of a particular
function, and

Evolvability — the ability of a system to follow as require-

ments change with time, and stay maintainable.

These aspects are interrelated. For example, a system
which supports diversity with regard to a particular sub-
function will evolve more gracefully when another, inde-
pendently implemented, instance of this subfunction needs
to be merged into the system (consider, for example, adding
a second printer to a PC). In the following, we will refer to
all these aspects using the umbrella term adaptive flexibility
— the ability of a system to adapt to (changing or diverse)
requirements.

Adaptive flexibility is an essential quality since, generally
speaking, “one size fits all” solutions do not exist — or do
not really fit. There is a reason why so many specialized
kinds of systems have developed: in the world of industry
(and beyond), companies specialize in different tasks. These
different tasks come with specific technical requirements,
and companies approach them with different solutions. This
variety of requirements and approaches is illustrated by the
results of a survey we performed [1]. Requirements and
preferred approaches are also changing over time. Thus,
there is clearly a need for structures, methodologies and
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technologies that are capable of supporting customization
and change. Modularization is a key concept in this regard.
For maximum benefit in terms of adaptive flexibility, mod-
ules (or subsystems) must be decoupled as thoroughly as
possible. On the other hand, they must interoperate properly.
Both are considerable and well known challenges.

Adaptive flexibility and interoperability are commonly
considered valuable goals in software engineering practice.
Designers of methodologies and standards typically use an
intuitive approach to support these goals. OPC UA is a recent
communications middleware standard, which — as will be
shown below — incorporates several related design choices.
OPC initially stood for “OLE for Process Control”, but the
current OPC UA (Unified Architecture) specifications are no
longer based on OLE. OPC UA is also popular in practice:
two European developer and user conferences in 2012 and
2013 gathered around 150 attendees each. Taking another
angle, the Normalized Systems Theory (NST) [2] is an
example for a formal approach to support adaptive flexibility,
more precisely, evolvability. Its goal is to provide formal
rules on how to construct evolvable software programs,
instead of relying on heuristic knowledge for this purpose.
This theory was developed with software architectures for
business applications in mind, but has been successfully
applied to other domains such as industrial control and
business processes [3], [4].

This paper intends to bridge the gap between theory and
practice. It examines several aspects of OPC UA which
support adaptive flexibility. As far as possible, this analysis
is based on the concepts laid forth by NST. This makes our
evaluation of OPC UA more stringent by providing a theoret-
ical foundation. In addition, it illustrates NST concepts by
putting them in the context of a concrete implementation.
Given the substantial size of the OPC UA specifications
(over a thousand pages in total), this endeavour has to be
explorative in nature and limited to highlighting selected
aspects. The paper extends previous work which focused
on the above mentioned survey and on a recommender tool
relating OPC UA specification feature sets to requirements
[1]. Other previous work considered the application of NST
to automation systems from various angles: with respect to
couplings and dependencies between subsystems [5], the
design of evolvable, modular PLC programs [6], and the
separation of input/output and control functions in such
programs [7]. Together with insights on how some design
qualities heralded by NST were intuitively built into web
technology [8], this inspired the expanded discussion of the
relationship between OPC UA and NST concepts which can
be found in this paper.

First, OPC UA is introduced, including the profile mecha-
nism to support scalability. Then, NST and its goals are sum-
marized. Section IV discusses the results of our worldwide
survey, showing the wide variety in application requirements
and technologies. Section V considers how connecting ap-
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plications via OPC UA middleware can increase adaptive
flexibility. NST makes certain stipulations regarding the in-
terface between modules. This section presents examples of
why some of these stipulations are satisfied, and how others
can be satisfied, when this interface is based on OPC UA.
Section VI examines which internal mechanisms of OPC
UA support adaptive flexibility, looking at these mechanisms
from a black box perspective. Finally, Section VII uses the
OPC UA stack and services as a backdrop and concrete
example to illustrate how finely system implementations
must be divided into modules according to NST. Section
VIII concludes the paper.

II. OPC UNIFIED ARCHITECTURE

The OPC Foundation started in the mid-1990s to pro-
mote cross-vendor interoperability for automation projects.
Initially, the OPC specifications were based on Distributed
Component Object Model (DCOM) as a communication
technology. DCOM is Microsoft’s proprietary technology
used for communication between software modules dis-
tributed across networked computers. The more recent stan-
dard family, OPC Unified Architecture (UA), is designed
to be more generic, abstract, technology independent and
platform agnostic [9], [10]. OPC UA is based on a cross-
platform Service Oriented Architecture (SOA) and includes
security mechanisms. Its two fundamental components are
mechanisms for data transport on one hand and data mod-
elling on the other hand.

The OPC UA specification contains abstract definitions of
OPC UA services for data communication on the application
level. Mapping these services to a concrete technology, the
transport mechanisms tackle platform independent commu-
nication while still allowing optimisation with regard to the
involved systems. Currently, OPC UA defines two transport
mappings that are used for establishing a connection between
an OPC UA client and server on the network level. UA/TCP
is fast and simple and SOAP/HTTP is firewall-friendly and
uses Web Services (WS). While communication between
industrial controllers or embedded systems may require
high performance and low overhead, business management
applications may need an easily parsed data format. As a
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consequence, two data encoding schemes are defined, called
OPC UA Binary and OPC UA XML. Different compromises
are possible to find a good balance between security and
performance, depending on the application (Figure 1).

The objective of an OPC UA server is to present infor-
mation of an underlying (automation) process so that it can
be used to seamlessly integrate with other processes and
management systems. The exposed information represents
the current, and possibly the historic state and behaviour
of the underlying process. OPC UA defines rules and ba-
sic building blocks to expose such an information model.
Basically, an OPC UA information model is made up of
nodes and references that represent the relationship between
nodes. Nodes can contain both online data (instances) and
meta data (classes). OPC UA clients can browse through the
nodes of an OPC UA server via the references, and gather
data from and information about the underlying system.

The OPC Foundation provides dedicated OPC UA infor-
mation models to structure the legacy OPC specifications
(Figure 2). These information models support common tasks
of legacy OPC interfaces [13]. These legacy interfaces are
data access (DA), alarms and events (A&E), historical data
access (HDA) and commands (CMDs). By modelling them
with OPC UA, the transition from legacy systems to the new
OPC UA communication standard is made easier. In addi-
tion, the OPC Foundation encourages definitions of complex
data based on related industrial standards. Examples are IEC
61131-3 (PLC programming languages [14]), FDI (Field
Device Integration) with EDDL (Electronic Device Descrip-
tion Language) [15] and ISA 95 (integration of enterprise
and factory automation and control systems) [16]. Client
software can be conveniently written against these complex
data types. They also increase the potential of code re-use.

OPC UA is designed in a way that individual imple-
mentations do not need to support all features, but can be
downscaled to a limited scope if desired. At the same time,
advanced products which allow a high degree of freedom
will require the support of more sophisticated features. A
service based OPC UA implementation can be tailored to
be just as complex as needed for the underlying application.

International Journal on Advances in Internet Technology, vol 6 no 1 & 2, year 2013, http.//www.iariajournals.org/internet_technology/

Category I |——= Profile 1

i
1
Conformance ~
7 Unit A ‘»—{ TestCases %’
‘ -

- r
\\% Confor_mance = TestCases i
- Unit B
e
Profile 2 //
~_
\

Profile 3

\

.| Conformance
Unit C

3| Conformance \x 3
Unit D TestCases

OPC UA Profiles and ConformanceUnits [1]

TestCases

Q

Figure 3.

Hence, what is needed is a way to describe (and test)
which features are supported by an OPC UA compliant
product. A specific set of features (e.g., a set of services
or a part of an information model) that can be tested as
a single entity is referred to as a ConformanceUnit. An
example of a ConformanceUnit is “Method Call”, containing
the call service that is used to call a method on an OPC UA
server. ConformanceUnits are further combined into Profiles.
An application (client or server) shall implement all of the
ConformanceUnits in a profile to be compliant with it. Some
profiles may contain optional ConformanceUnits, which in
turn may exist in more than one profile (Figure 3). Software
certificates contain information about the supported profiles.
OPC UA Clients and Servers can exchange these certificates
via services.

Up to now, more than 60 OPC UA Profiles have been re-
leased [17]. The number of released profiles is continuously
being extended by OPC Foundation working groups. It is
expected that, over time, also other organisations will take
part in this activity.

III. NORMALIZED SYSTEMS

In general, software gradually becomes unmaintainable
as features are added over time. The theory of Normalized
Systems (NST) [18] proposes an approach to counter this
effect. According to [2],

... Normalized Systems are (information) systems
that are stable with respect to a defined set of an-
ticipated changes, which requires that a bounded
set of those changes results in a bounded amount
of impacts to system primitives.

A. Software is aging

Let us consider the effort necessary to modify system S
according to a change requirement (e.g., to add a feature).
This requires an effort that depends on the change required
(Figure 4).

Following Parnas, software is aging [19]. There are two,
quite distinct, types of software aging. The first is caused
by the failure of the product’s owners to modify it to meet
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changing needs; the second is the result of the changes that
are made. Lehman stated that this second cause of aging is
a decay of structure and formulated the law of increasing
complexity [20]:
As an evolving program is continually changed,
its complexity, reflecting deteriorating structure,
increases unless work is done to maintain or
reduce it.

Thus, the effort that must be spent on a change does not
only depend on the change required; in addition, it increases
with time. The authors of the Normalized Systems Theory
(NST) combine Lehman’s law of increasing complexity with
the assumption of unlimited systems evolution [3]:

The system evolves for an infinite amount of time,
and consequently the total number of requirements
and their dependencies will become unbounded.

They admit that, in practice, this assumption is an over-
statement for most commercial applications. However, it
provides a theoretic view on the evolvability issue, which
is independent of time. If we combine this assumption with
the law of Lehman, we see that, over time, the impact of
required changes will become unbounded in terms of the
effort to implement them.

It is challenging to determine the detailed cause of this
deterioration. Which new parts of the system contribute to
the effect described by this law? In other words, why does
adding a feature to the code cause more costs in the mature
stage of the lifecycle of a system than adding exactly the
same feature in the beginning stage of the project?

The challenge the authors of NST want to take is to
keep the impact of a change dependent on the nature of
the change itself, not on the size (or amount of changed or
added requirements) of the system. In other words, they want
to keep this impact bounded. The rather vague questions
like “Is this change causing more troubles than another?”
should be replaced by the fundamental question: “Is this
change causing an unbounded effect?”. The authors of NST
want to provide a deterministic and unambiguous yes/no
answer to this question, by evaluation whether one of the
NST theorems is violated or not.

Conversely to a change with bounded impact, changes
causing impacts that are dependent on the size of the system
are called combinatorial effects in NST. Systems where
changes do not cause combinatorial effects are called ‘sta-

International Journal on Advances in Internet Technology, vol 6 no 1 & 2, year 2013, http://www.iariajournals.org/internet_technology/

Lehman-type system

-

E N

=

()

(3]

=

s

>

£ Normalized

© system
Required changes (over time)

Figure 5. Cumulative change effort over time

ble.” Normalized Systems are stable in this sense. Stability
can be seen as the requirement of a linear relation between
the cumulative changes and the growing size of the system
over time. Combinatorial effects or instabilities cause this
relation to become exponential (Figure 5). By eliminating
combinatorial effects, this relation can be kept linear for
an unlimited period of time, and an unlimited amount of
changes to the system. In other words, to achieve stability,
combinatorial effects must be removed from the system.

The shape of the Lehman curve in Figure 5 is a function
of the amount of combinatorial effects in the system, which
again depends on the tacit knowledge of the developers
and/or software architects. Since tacit knowledge cannot be
measured in exact numbers by definition, it is not possible
to give a mathematical definition of the shape of the Lehman
curve. However, the curve surely becomes flatter when
the experience or tacit knowledge of the developer rises.
Indeed, a well-performed maintenance activity or ‘re-write’
will reduce the combinatorial effects within the system or
subsystem (visible in Figure 6 as discontinuities along the
y-axis). In such a ‘re-write’ activity, no extra functional
requirements is added. Rather, the structure is improved in
a heuristic way, involving tacit knowledge.

There is a limit to improving the shape of the Lehman
curve by applying tacit knowledge. While the concepts of
NST are not completely new, they make existing heuristic,
“tacit” knowledge explicit. This way, it becomes possible to
group and apply the (formerly) tacit knowledge of several
experts, with the eventual result of reaching the goal of
bounded impact.

B. Anticipated changes

Listing up all functional requirements, including those
already present but not yet uncovered and those which may
come up in the future, is an overly ambitious endeavour.
Indeed, numerous system analysts have found that this task
is impossible in an ever changing technical and economical
environment. The authors of NST do not state they can
do better. Instead, they propose to make use of anticipated
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changes. These changes are not directly associated to change
or feature requests expressed by customers or managers.
Instead, anticipated changes focus on elementary changes
to software primitives: action entities, which are modules
containing functionality, and data entities, which are sets of
tags or fields. In this way, NST does not focus on com-
plicated high-level changes as a whole, but on elementary
changes performed on data and action entities. Typically,
one real-life change corresponds to a number of elementary
changes.

The set of anticipated (elementary) changes is as follows:

o A new version of a data entity;

« An additional data entity;

« A new version of an action entity;
o An additional action entity.

System changes to meet “high-level requirements” that are
obtained by system analysts by traditional gathering tech-
niques (including interviews and use cases) [18] should be
converted to these abstract, elementary anticipated changes.
We were able to convert all high level changes to one or
more of these abstract anticipated changes in several case
studies [21], [6], [7].

As an example of breaking down a high-level change
into anticipated changes, consider a compressed air instal-
lation whose capacity must be increased. The installation
initially consists of a single compressor. The control code
for this compressor contains data fields like start and stop
commands, run or failure states, or manual/automatic states
and commands — a data entity — and the necessary logic to
implement the appropriate behaviour associated with these
data fields — an action entity.

o The change requires the addition of a second com-
pressor. This second compressor also requires control
code like the first one: this implies an instance of the
anticipated change “an additional action entity” and an
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instance of the anticipated change “an additional data
entity.”

e« When the new compressed air installation does not
reach the desired pressure after a configurable amount
of time with the original compressor only, the sec-
ond shall be started in cascade. Adding this cascade
logic implies an instance of the anticipated change
“an additional action entity.” To make sure the wear
and tear is equally divided between both compressors,
a permutation algorithm is implemented: at the first
run, the first compressor starts, and after the next
downtime the second compressor starts first — and
vice versa. This permutation logic again implies an
instance of the anticipated change “an additional action
entity,” but it also implies “an additional data entity,”
because the compressor which was started last has to
be remembered.

« A new version of the code module that calls the original
control module of the original compressor must be
created to ensure that both compressors, cascade and
permutation logic are encapsulated. This implies an
instance of the anticipated change “a new version of an
action entity” as well as an instance of the anticipated
change “a new version of a data entity”, because the
underlying new data has to be encapsulated as well.

« Finally, we need to ensure version transparency, which
means that both the old and the new version have to be
supported. Indeed, this logic might be used for several
compressed air installations, from which several co-
existing versions need to be maintained. This implies
an instance of the anticipated change ’a new version of
an action entity”.

C. Design theorems for Normalized Systems

The design theorems or principles of Normalized Systems,
i.e., systems that are stable with respect to the above set of
elementary changes, are:

1) Separation of concerns: An action entity can only
contain a single task in Normalized Systems.

This principle is focusing on how tasks are implemented
within processing functions. Every concern or task has to
be separated from other concerns — a concept with a long
tradition, including Dijkstra using the term in an essay he
wrote in 1974 [22]. In this way, one can focus on one aspect
at a time. Tasks are identified based on change drivers: a task
is something which is subject to an independent change.
Whenever two or more pieces of functionality in a module
can be anticipated to change independently of each other,
they must be reassigned to separate modules. Section VII
contains an example for a change driver to illustrate the
concept.

2) Data version transparency: Data entities that are
received as input or produced as output by action entities
need to exhibit version transparency in Normalized Systems.
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Reducing component incompatibilities between current
and previous versions is a relevant research topic in soft-
ware engineering (see, e.g., [23]). The version transparency
theorems contribute towards addressing this challenge. Data
version transparency is related to how data structures are
passed to processing functions. The requirement of data
version transparency is fulfilled when data entities can
exist in multiple versions, without affecting the processing
functions that consume or produce them. In other words, an
old data entity should contain a version number, so that any
functionality in a module can recognize its ‘age’ and tolerate
that newer data fields are missing. Conversely, a new data
entity should keep the fields from older versions, so that
older action entities do not need to be aware of the newer
fields.

3) Action version transparency: Action entities that are
called by other action entities need to exhibit version trans-
parency in Normalized Systems.

This principle is focusing on how processing functions
are called by other processing functions. Action version
transparency is the property that action entities can have
multiple versions without affecting any of the other process-
ing functions which call this processing function. In other
words, when an older action entity calls a younger one, the
younger action entity should process the call as if it would
be as old as the calling action entity. Conversely, when
a younger action entity calls a older module, the younger
entity should expect a response corresponding to the older
version.

4) Separation of states: The calling of an action entity
by another action entity needs to exhibit state keeping in
Normalized Systems.

This principle is focusing on how calls between process-
ing functions are handled. The contribution of state keeping
to stability is based on the removal of coupling between
modules that is due to errors or exceptions. Per call, the
caller should maintain a separate data entity to track the
state of this call. When an action entity calls another action
entity, it should not block to wait for the response of the
called module, or even worse, block forever if the response is
not like expected. For example, when the response message
is of a newer version, which is unknown to an older calling
module, the calling module should treat the response as
‘unknown’, rather than being blocked until the expected
response arrives.

D. Versions vs. variants

The above discussion considers versions in the context of
“older” and “younger” data and action entities. However, this
principle can also be used to achieve a related property of
evolvability: support for diversity. Here again, modules are
related from a functional perspective; again, they are differ-
ent versions of the same core task. However, in the case of
diversity, these versions do not have a consecutive character.
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Instead, they are more like alternative implementations of
the same task. As an example, consider different brands of
variable frequency drives having different tag names, tag
data types or slightly different functionality. In this context
of diversity, we suggest to consider “versions” as “variants”
instead.

E. Encapsulation of software entities

In Normalized Systems, the elementary action and data
entities are very small. On the level of applications, there
is a need for larger elements with more comprehensive
functionality. To achive this, the elementary entities can be
encapsulated. Different types of encapsulation are suggested
[21], including:

o Action Encapsulation: It is important to be aware of the
core functionality of a module. Following the separation
of concerns principle, this core functionality should
be separated from supporting functionality, because
the supporting functionality can evolve independently
from the core functionality and vice versa. Action
encapsulation ensures that the core functionality and
the supporting functionality are kept together, without
hampering the independent evolution of the composed
entities. One entity for the core task (core action
entity) is surrounded by entities for supporting tasks
(supporting action entities). Together, they can form an
action element.

o Data Encapsulation: The arguments of the individual
action entities within an action element, i.e., a number
of data entities, can be encapsulated as a data element
for use by the action element. The data corresponding
to the functionality of the action element must be
structured with regard to the action entities which the
action element contains. Any action entity can read all
data of all the other action entities, but, for each specific
set of data, there is only one action entity which is
allowed to modify it. In other words, an individual data
entity corresponds to an individual action entity with
regard to the permission to modify or manipulate the
data. All other data entities are, for this particular action
entity, read-only. In other words, the data containing a
data element is composed of data entities, which are
separated with regard to the permission to modify or
manipulate; still, all information relevant for the entire
action element is kept together in one place for reading.

Encapsulation can also be recursive: elements may in
turn contain elements. In addition to action entities and
data entities, NST defines flow entities, trigger entities
and connection entities. Encapsulation also applies here:
based on these entities, flow elements, trigger elements and
connection elements can be created. Flow entities combine
action entities into a sequence and act as a container for
the execution states of these action entities. Depending on
these states, trigger entities decide whether an action element
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Figure 7. PLC and SCADA de-coupled by a connection entity

has to be triggered. Connection entities and elements are
especially relevant in this paper and will be discussed below.

F. Connection encapsulation and migration

The separation of concerns principle imposes that the
use of an external technology in an action entity implies
an extra, separated task or construct, as it is possible that
the external technology will evolve differently from the
background technology environment of the action entity.

The concept of connection encapsulation allows the rep-
resentation of external systems in several co-existing ver-
sions, or even alternative technologies, without affecting
the Normalized System. As soon as there is no control
about the evolution of an external system from the view
of a Normalized System, such an external system has to be
treated as a separate concern. The connection between the
external system and the Normalized System is made by way
of a connection entity. In case of an update of the external
system, a new eonnection entity corresponding to the new
version is added. A connection element encapsulates these
connection entities and selects the one which represents the
appropriate version.

As an example, Figure 7 shows a connection entity placed
between a PLC and a SCADA system. De-coupling sub-
systems by using connection entities is an essential step to
applying NST in practice: The Normalized Systems Theory
promotes a high granularity of (sub)systems. It is certainly
a challenging task to make existing systems, which do
not have such a high granularity, comply with NST. For
these systems, there is a need for a migration path towards
Normalized Systems like we recognized in earlier work [8].

Modularity is in general accepted as a good engineering
practice [24]. Consequently, Lehman systems typically are
implemented respecting a form of modularity, albeit not
granular enough to comply with the separation of concerns
principle. Nevertheless, we emphasize that having a modular
(Lehman) system, constructed based on rather large modules
or subsystems, might be a valuable start of a migration
path towards the achievement of a NST. In such a scenario,
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Figure 8.

Migration from Lehman to Normalized subsystems [8]

one can concentrate on one single subsystem, which has an
amount of couplings with the other subsystems. The first
step in the migration scenario is to isolate this subsystem
by inserting connection entities into each individual coupling
(as illustrated in Figure 7). After isolating this subsystem,
one can independently further rewrite the subsystem step-
by-step towards removing all internal combinatorial effects,
while the connection entities prevent these internal combi-
natorial effects to have an impact on the other subsystems
‘outside’. Figure 8 visualizes this stepwise “fencing off” of
Lehman systems.

IV. REQUIREMENTS TRANSLATION

In order to understand where and how to apply adaptive
flexibility, it is important to understand the type of industrial
applications and how they evolve. We also need an indication
of the scalability requirements of those applications and the
diversity of the components used in modern day industrial
applications.

OPC UA profiles can be considered modular building
blocks from which OPC UA servers and clients can be
constructed. Typically certain OPC UA profiles, the ones
that provide the core functionality, will be used in almost
all servers and clients. Other profiles will only be used
for applications that require specific functionality provided
by these particular profiles. Knowing which profiles are
used for a certain type of application provides valuable
information regarding the situations in which adaptive flex-
ibility can be applied successfully. Currently, the choice of
OPC UA profiles is pragmatically made according to the
implementor’s knowledge of the OPC UA specifications and
the perceived requirements of the application. New concepts
of OPC UA, for example information modelling, redundancy
or events tend to be skipped by implementors due to a lack
of awareness of these profiles.
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Knowing the diversity, scalability and evolvability of
industrial applications is relevant to our research, but on
top of that it would be valuable to determine which OPC
UA profiles can be recommended for certain branches of
industry. Such a recommendation would give the application
architect and project manager a guideline to deciding which
profiles are most relevant to implement. This approach
follows the assumption that each industry sector requires
specific automation applications, resulting in a typical set of
automation technologies being used and, likewise, having
typical requirements on data communication within and be-
tween these technologies. Knowing which OPC UA profile
(or combination thereof) is designed to fulfil given commu-
nication requirements, it should be possible to recommend
a set of profiles based on the industry sector. For example,
the redundancy profiles can be recommended for sectors
like chemical industry, where high availability is important.
Traceability is important for the pharmaceutical sector, so
the Auditing profiles would be included in the recommended
profiles list.

A. Worldwide survey

We designed a survey [1] to validate this assumption. The
survey did not assume any detailed knowledge of OPC UA
profiles on the part of the respondents, but focused on gener-
alised questions regarding communication requirements that
would allow drawing conclusions about required profiles. To
make sure that these questions reflect the capabilities of the
available OPC UA profiles well, we consulted one of the lead
authors of the Profiles part of the OPC UA specifications for
expert advice.

By analysing the results of this survey we can distill
valuable information about the diversity of the applications
used in modern day industrial systems. The survey should
also give an indication of the requirements of scalability in
these types of applications. How the requirements evolve
over time cannot be seen from the survey results.

To address a representative number and kind of stakehold-
ers, the survey was distributed to OPC Foundation members
as well as companies that figure on the Foundation’s regular
mailing list and several other industry specific mailing lists
containing a wide variety of respondents in addition.

About 25,000 questionnaires were sent out, and a total of
719 responses were collected. The geographical distribution
of all respondents is shown in Figure 9. It largely matches
the geographical distribution of the OPC Foundation mem-
bers.

Respondents were asked to specify the industrial sectors
they are active in. Multiple answers were allowed. The
sectors which yielded 15% or more of responses are listed
in Table I. A significant number (10-15%) of respondents
reported activity in up to 8 different industrial sectors, and
still 5-10% are represented in up to 5 areas.
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Table I
INDUSTRY SECTORS MOST RELEVANT TO RESPONDENTS [1]

Oil & Gas Production 18%
Oil & Gas Distribution | 15%
Chemical 18%
Food & Beverage 16%
Power Distribution 16%
Power Generation 20%
Building Automation 19%
Automotive Industry 16%
Industrial Automation 38%
Process Automation 30%
1T 19%

Table II
TECHNOLOGIES IN USE BY RESPONDENTS [1]

[ ERP | MES | SCADA | PLC | PAC | DCS | TFM | BMS | DDC |
[ 30% | 24% | 66% | 72% | 29% | 43% | 9% | 18% | 13% |

When looking at the technologies reported to be used
by respondents (Table II; DCS = Distributed Control Sys-
tem, PAC = Programmable Automation Controller, TFM =
Technical Facility Management), we see that respondents
clearly indicate PLC and SCADA as dominant automation
technologies. Other technologies are also reported to be used
extensively in combination with the dominant technologies.
This is an indication that a wide variety of systems and
subsystems are present in the companies questioned in this
survey. Also, quite general management tasks such as alarm,
event and user logging received high importance rankings
among respondents.

Thus, while there is apparently the need for support of
a diverse range of different systems, initial implementation
effort can be significantly reduced by focusing on these
technologies. Considering that many applications follow a
very basic pattern, many implementers will only need to
provide the so called Core Server profile, in combination
with one Transport profile.

We found some key trends and assumptions behind the
OPC UA technology that can be confirmed by the survey
results. For example, 432 interviewees stated to be manu-

OPC Foundation members Survey respondents
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Figure 9. OPC Foundation members and respondents by region [1]
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facturer of systems or products that use a communication
network. 59% use a field device network, and 37% use the
control network in a shared network set-up with the standard
computer network. This illustrates the high importance of
industrial data communications in general as well as the
drive towards combined communication networks and totally
integrated systems.

As far as the speed of communication is concerned,
communication within less than one second is required by
the majority (165/355) of PLC/PAC/DCS users. Also, the
time frame for delivering data in the control network is
typically short (15% say less than 1 ms; 55% say less
than one second). However, a substantial percentage of
PLC/PAC/DCS users (81/355) are satisfied with a delivery
of data/messages within less than one minute.

This shows that on one hand, demand for fast and effi-
cient transport as provided by UA-TCP UA-SC UA Binary
transport profile is significant. On the other hand, a market
segment exists where lower speed may well be acceptable if
compensated by other desirable properties such as firewall
friendly communication and an easily parsed data format,
which would for example be a key property of the SOAP-
HTTP WS-SC XML transport profile.

There is also a strong demand for security and robustness.
The top three security related issues among respondents
are authentication, restricted access and confidentiality of
transferred data; for availability, utilizing redundant servers
is seen as more relevant than deploying redundant clients.

Regarding operating systems and programming languages
in use by the respondents, a technology shift begins to
show. Though Windows is still the leading operating system
being deployed, a trend towards Linux can be observed.
Relevant programming languages are, in decreasing order of
importance, C/C++, C#.NET, VB.NET, and Java. The rise of
.NET indicates that DCOM is becoming a legacy technology.
The use of C#NET and C/C++ is significantly higher than
the other languages (p < 0.001). Differences concerning
the use of the programming languages in different regions
are not significant (at a p-value of 0.05), which leads us to
conclude that the technology shift is happening worldwide.

To confirm the suspected dependencies between indus-
try sectors, automation technologies and communication
requirements, we applied logistic regression analysis [25] to
the survey results. In such an analysis, the estimates of the
weight of variables with regards to a specific use provides
an idea of the relevance of these variables. The results of
our analysis are described in the following.

We found the use of MES to be very high in the
food and beverage industry. PLC systems are being used
nearly everywhere except in power distribution and IT (with
negative estimates of -0.54 and -0.89, respectively). The
use of DCS systems is also very diverse, except in the
automotive industry, which instead shows a significant use
of PAC (at an estimate of 0.70). SCADA is present in
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power generation, industrial automation, food/beverage and
oil production, with a negative estimate for the IT sector (-
0.64). Overall, PLC and SCADA are quite correlated (0.55).

Again, using logistic regression analysis, we found differ-
ences of preferences of programming languages with regard
to the type of automation technology in use. The majority
of Java users can be found among ERP, MES, SCADA and
TFM users (as confirmed by the Hosmer and Lemeshow
Goodness-of-Fit test). The majority of C#NET users work,
in decreasing order, with MES, SCADA and ERP systems.
The majority of C users focus on SCADA, DDC and BMS
systems. The diversity of VB users is the biggest, they
work with PLC, SCADA, MES, DCS and ERP systems.
The selection of these technologies is based on the analysis
of maximum likelihood estimates of a simplified model with
an entry cutoff value of 0.15 and a stay cutoff value of 0.15.

Concerning the most common security issues, we found
a good fitting logistic regression model showing that ERP
users value rogue system detection, auditability of actions,
confidentiality of proprietary data and network intrusion
avoidance. PLC users have different priorities, with a focus
on auditability of actions, availability of systems, restricted
external access to proprietary data and network intrusion
avoidance. PAC users place a similar (but lower) priority
on network intrusion avoidance, availability of systems and
restricted external access. MES users assign high importance
to preventing the alteration of proprietary data, auditability
of actions, network intrusion detection and authentication of
users.

The users who need a very short time frame (less than
1 ms) for delivering data/messages via the control network
are mostly MES and PLC users. Those who need the fastest
message exchange via the computer network (less than one
second) are mostly PLC, MES and SCADA users.

We see that many companies use a lot of different
target technologies and have very diverse communication re-
quirements. There is no straightforward correlation between
the industry sectors when looking at these communication
requirements and technologies. A simple static set of recom-
mended profiles according to industry branches is therefore
not apparent. So, we abandoned the intention of making an
industry specific, static set of OPC UA profiles.

We can see that the activities of each company are very
diverse, almost independent of the industry sector. Each
company uses its own approach and mix of technologies,
tailored to its very diverse requirements. We focused on
finding new ways to provide a clear recommendation of
OPC UA profiles, taking into account the individual diverse
requirements of each company.

B. Role-based optimization strategy

After processing the survey and analysing the results, we
opted to approach the problem of translating requirements
into profiles in another way: an online tool to dynamically
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produce recommended sets of profiles on an individual,
user-by-user basis. The tool is based on the generalized
questions regarding communication requirements that reflect
the capabilities of the various OPC UA profiles that were
created for the survey. It is designed to easily accept new
or updated questions to reflect newly released profiles. This
agility is an additional advantage, as the definition of OPC
UA profiles by the OPC Foundation working groups is an
ongoing process.

Considering our initial goal of identifying which specific
sets of profiles would add the most value for a specific
company, we wanted to have the tool take into consideration
the economic dimension in addition to the technical one.
Each vendor has its own target market, with an assorted
set of customers and specific fields of application. While
many profiles might make sense from a technical point of
view (and thus may well all be requested by customers),
implementing some profiles will provide more commercial
benefits than implementing others. Vendors must meet the
challenge to find the balance between satisfying customer
requirements and return on investment for implementing
these profiles. To best support this decision, our tool should
therefore assign a priority to each recommended profile.
Also, it should be capable of linking an estimate of com-
mercial benefits based on development time and budget to
this prioritized list of recommended profiles. With this infor-
mation, end-users of the tool can more accurately envision
the development planning of a product even without detailed
knowledge of OPC UA technologies, as this knowledge is
embedded in the tool.

Thus, for getting the most relevant results, the implemen-
tation of the decision support tool takes into account norma-
tive constraints (i.e., it shall produce output that is consistent
with the OPC UA specifications), budget constraints and
maximum commercial benefit.

The decision support tool takes its input from three
sources, each representing a particular competence or role.
These inputs provide the functional parameters for the
decision support tool. When the experts have entered these
parameters, the end-user, who typically has little knowledge
of OPC UA profiles, can use the tool to help determine
the list of recommended profiles for their company and
application.

The first role is that of an OPC UA expert who is
determining the normative constraints. The main task of
the UA expert is to input a set of survey questions and
possible answers. Each answer is then linked to one or
more profiles. Using these relations a profile is produced
according to the answer given by a respondent to the
respective question. Besides, what we call static normative
constraints have been hardcoded into the software. Some
examples of these static normative constraints are that no
product can be built with only one profile and that an
application must at least support one of the core profiles, one
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security profile and one transport profile. Another example
of a static normative constraint relates to nested profiles:
the basic profile must be implemented before an enhanced
profile can be implemented (e.g., Core Server can only be
implemented when SecurityPolicy - None has already been
implemented).

The second role is that of a software architect who
provides input regarding the development time required for
implementing a specific profile. The software architect must
have detailed knowledge of OPC UA profiles to do this. The
development time is put into the tool once per profile. The
end-user has to provide some additional parameters like the
cost of programming labour in their company, the preferred
programming language and an indication of the complexity
of the application behind the OPC UA interface to get the
total cost of implementation of a specific profile.

Third, the role of technical-commercial manager (sales /
business) is to estimate the commercial benefit of imple-
menting a specific profile. This commercial benefit can
be estimated and used as a parameter to manage the de-
velopment priority. Some of the commercial benefits can
be estimated by the results of our technology survey. As
mentioned, it should be noted that typically the technical-
commercial role does not have enough OPC UA knowledge
to estimate the benefit of a profile directly, which means that
they especially profit from decision support as described in
this section.

The tool was implemented and put online on a private
page. We contacted one of the main contributors of the OPC
UA specification part that defines the different profiles. He
would take on the role of OPC UA expert. We ourselves
also took on this role to come up with questions to which
the answer reflects what profiles are relevant. For some basic
profiles, the input of the tool is straightforward. For example,
a question about redundancy needs in a company:

Does your company use any of the following? (select the
ones that apply)

« Redundant servers

o Redundant clients

« Redundant communication devices
o Fault tolerant systems

e I don’t know

This question polls how much need there is for the
following profiles:

« Redundancy Switch Client Facet

¢ Redundant Client Facet

« Redundancy Transparent Server Facet
« Redundancy Visible Server Facet

With straightforward profiles questions, the answers given
by the respondent can be clearly linked to certain profiles.
The translation of basic requirements for communication
into a list of profiles that are recommended to be imple-
mented for the respondent was achieved by inputting these
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questions and answers into the tool. There is also a mecha-
nism implemented to assign priorities to the recommended
profiles. The profiles with a higher priority are considered
to be more important and more relevant to implement. So,
the first important goal that we set for the tool, delivering a
list of recommended profiles, is met.

Obtaining the cost of implementing a profile is one of the
aspects of the tool that proved very difficult. Implementation
is something specific to each company and a diverse set of
parameters determines that cost. For example, in a Lehman
system, adding a profile to a very simple application will
require less effort than adding a profile to a complex applica-
tion. Also, the programming language and possible libraries
used and the experience of the developers are parameters that
determine the economic impact of adding a certain profile.
The cost estimation feature was not added in this version of
the tool. For Lehman systems, it is by definition not possible
to predict the actual costs of adding a component. So, the
cost of adding a profile to an existing application, not written
according to NST, can only be an estimation. We decided
that the input provided by a software architect cannot result
in a cost estimation that is accurate enough to be valuable
information for the users of the tool.

While evaluating the usefulness of the tool, we ap-
proached several key people from the OPC Foundation
and several developers, integrators and managers. The first
testers of our tool reported a positive experience and saw po-
tential in its outcome. However, the fact that not all profiles
were included was reported as a problem. When validating
the tool further, it did not seem to have the anticipated
resonance and adoption in the OPC community. The tool
can provide valuable information about basic functionality,
but because of the diversity of the applications this version
of the tool can not provide conclusive results.

As an outcome of the work done analysing the results of
the survey and creating the tool, we can say that a large
diversity of components and sub-components can be seen
in industrial applications. We can also conclude that the
technologies used in the industry typically have to scale
well. To approach the problem of keeping these diverse
applications maintainable and scalable means focusing on
fundamental concepts and methodologies like adaptive flex-
ibility. Adaptive flexibility can be achieved by applying the
concepts known from NST, which have already been suc-
cessfully used in business software. For creating industrial
applications according to the principles of NST, OPC UA
technology can provide significant support.

V. OPC UA FOR CONNECTION ENCAPSULATION

OPC UA is dedicated to providing interoperable — in-
dustrial — communication. The real production or business
application functionality remains a subject of customized
implementation. Implementers of this functionality can use
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OPC UA as an enabler to interoperate with other applica-
tions. From the perspective of these applications, OPC UA
can be seen as an external technology itself; also, it provides
access to other external vendor-specific or platform-specific
technologies. In other words, OPC UA is an excellent match
for the idea of separating technologies by way of separated
tasks, as indicated in the separation of concerns principle.
Again, consider Figure 7: OPC UA is excellently suited to
acting as the connection entity. This subsection focuses less
on the internal structure of OPC UA, but rather on the way
how an OPC UA interface can block combinatorial effects
and represent continuously evolving applications and/or data
sources.

Following Lehman’s law of increasing complexity, com-
plexity increases and maintainability decreases when the
size of a system grows. This is visualized in Figure 5.
System integrators typically do not build all components of
applications from scratch, but they use available commercial
products as a part of their solutions. They rarely have access
to the source code of these components, neither do they
have the resources available to rewrite them. Therefore, it
is not possible for them to make the entire solution comply
with the NST theorems. However, if they manage to isolate
the components from each other — or block combinatorial
effects from propagating between them —, they have a better
chance of staying close to the origin on the Lehman curve of
subsystems (Figure 5). In other words, they can reduce the
impact of combinatorial effects by keeping the size of the
subsystems small. This situation is similar to our proposed
migration scenario in Figure 8.

While OPC UA middleware could be implemented as a
Normalized System, this is not likely to occur soon. Despite
the fact that NST is derived from heuristic knowledge, it is
very unlikely that developers who are not aware and familiar
with it can implement a fully evolvable system. However,
OPC UA does separate applications, and block combinatorial
effects. Note that a distributed system, composed of a
diversity of applications, interconnected with OPC UA, is
actually not in conformance with the NST theorems, at least
not if we regard this distributed system as a whole — it is not
“fully normalized”. Still, OPC UA can be a valuable tool to
separate the subsystems. In other words, an OPC UA layer
can separate Lehman systems, while being a Lehman system
itself (and, thus, not complying with the NST theorems).

Consider, for example, an evolution scenario where two
smaller systems should be interconnected to form a larger
system. The larger system should support the diversity intro-
duced by integrating these two systems, while allowing each
of the original two systems to continue evolving indepen-
dently. Expanding on this example, consider that a module
of the first system should be reused in the second system — it
will be challenging to keep this module compatible with both
systems while they continue to evolve independently. We
think it is possible to meet this challenge when (sub)systems
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are based on OPC UA.
A. OPC UA as an integration bus

In the early nineties, the development efforts to access
automation data in devices increased while the market was
becoming more and more global. The number of different
bus systems, protocols and interfaces used to access au-
tomation data was called ‘uncountable’ [26]. In that period,
this access was typically based on so-called product-specific
drivers. In [27], a product-specific driver is defined as
follows:

Product-specific drivers describe software com-
ponents that have been developed for a specific
product. They are linked to this product so that
they cannot be used with products of other manu-
facturers. These drivers make available data in a
manufacturing-specific form.
When building solutions in a cross-vendor environment, the
‘uncountable’ number of product-specific drivers becomes
problematic. Addressing this problem was the main moti-
vation of the OPC Foundation task force (1994) to develop
a connectivity standard, which became the (classic) OPC
standard.

In [2], the use of a messaging or integration bus is
stated to be a manifestation of the separation of concerns
principle. Replacing product-specific drivers with an OPC
interface fulfils the purpose of an integration bus. In a cross-
vendor environment, accessing a vendor’s product through
a coupling using a product-specific driver can be seen as
a violation of the separation of concerns principle. Indeed,
when an amount of SCADA products are available on the
world market, the introduction of any new type of PLC (or
PLC access protocol) requires all these SCADA products to
be updated in order to be able to support this new type. As
the amount of available products increases, the impact of
this combinatorial effect becomes worse.

B. Version transparency in the address space

When two (sub)systems are connected via OPC UA, the
server arranges data related to its application functionality
in the OPC UA address space, where the client can access
it. Generally speaking, the OPC UA address space is a
collection of nodes and references between those nodes; in
simple cases, it takes the form of variable values arranged in
a tree structure. However, OPC UA supports advanced data
modelling in the address space, including complex objects,
method invocation, and type hierarchies.

A change in the server system does not affect how the
OPC UA interface works. Neither does it necessarily affect
where the client can find data from the server system on
this interface: the server need not reflect every change in
its address space. As long as the change is not relevant
to the part of the system exposed by the server, it will
be completely hidden from the client. This does not only
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apply to changes due to system evolution over time, but
also to differences due to diversity. The standard information
models (for example, [14], [16]) further strengthen this
concept, making the representation of certain data vendor
independent.

The structure of an OPC UA address space is very flexible,
which allows various ways of supporting evolvability. We
can obtain version transparency by simply limiting the
changes we allow a server to make to its address space over
time: no nodes should be modified or deleted. Rather, the
evolution of an address space should be based on additions
only. This way, a client which is not aware of the change
can continue accessing older existing properties, attributes
and references and ignore the new information.

If necessary, the server could also place a new version
of its data in a new branch of its address space, while
continuing to maintain the information in the original branch
for non-agile clients, which will in turn continue to access
the data in the way they were developed. If the client is
more recent than the server in such a scenario, the “older”
server will inform the client that the branch holding the new
version does not exist in its address space by answering the
client request with the StatusCode BadlInvalidArgument. In
addition, the server could also place information about the
versions it supports at a well-known place in its address
space, taking advantage of the flexible structure of the OPC
UA address space. Either way, both versions can coexist,
whether in-place or in separate parts of the address space.

The previous discussion assumes that the client disposes
of pre-configured information about which data to expect
where in the server address space. In use cases where
this does not apply, the standardized meta information in
the OPC UA information model can provide considerable
benefit. Object types allow a client to recognize instances of
entities in previously unknown places. In such a scenario,
type hierarchies enable diversity and version transparency.
For example, a client can interact with an unknown motor
controller as long as it conforms to a known supertype
(representing a basic motor controller interface). The client
can identify the instance in the address space by following
the HasTypeDefinition and HasSubtype references.

OPC UA also standardizes metadata related to address
space versions which a server has the option to expose. The
NodeVersion attribute of a Node changes when a node or
reference is added or deleted (for example, when a variable
node is added below an object node) or when the DataType
attribute of a variable or VariableType changes. Clients
should be aware of this change: in case of a deletion or
data type modification, they may otherwise obtain wrong
data. This can be prevented by continually checking the
NodeVersion for changes; however, such an approach is not
efficient in terms of communication. Therefore, OPC UA
specifies the ModelChangeEvent to inform clients that they
should expire their node cache and rebrowse the relevant
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part of the address space. Related to this mechanism are the
DataTypeVersion attribute, which gives information about
changes to the definition of data types with custom encod-
ing, and the SemanticChangeEvent for changes to Value
Attributes of Properties. These changes also need to be
monitored by the client, but are not covered by NodeVersion
and ModelChangeEvent, respectively.

Note that if the address space evolves in a version trans-
parent way, following the theorems of Normalized Systems,
the mechanisms outlined in the previous paragraph are not
required: since previous versions remain accessible to the
client, there is no need to be aware of model changes.
As a practical consideration, however, a process similar to
garbage collection will be needed in the long run in case
one wants to delete obsolete nodes, properties or attributes.
This process would need to be based on warranties that these
entities will no longer be used by any client.

Finally, OPC UA also allows accessing historical address
space. This is implemented on top of the Views concept,
which allows to present clients with subsets of the address
space tailored to a specific purpose (e.g., access to main-
tenance relevant data only). The ViewVersion parameter
in the Query services enables a client to browse previous
versions of the address space, including nodes which have in
the meantime been deleted. This allows accessing historical
variable data attached to such nodes, which would otherwise
no longer be reachable. While this mechanism does not
appear to be intended to enable access to current data via an
older interface (i.e., View) version, nothing would prevent
a server to update Variable Nodes in the historical address
space with current values and thus use this mechanism for
the purpose of version transparency.

C. Profiles and dependencies

The concept of modularity is most commonly associated
with the process of subdividing a system into several sub-
systems [28]. This decomposition allows modifications at
the level of a single subsystem instead of having to adapt
the whole system at once [24]. To achieve the ideal form of
modularity of a system, the underlying subsystems should be
loosely coupled and independent [29]. If some dependencies
are inevitable, they should be described and made explicit
for the user of the subsystem. This enables the user to
decide whether to satisfy the dependency or to not use the
subsystem.

As an example, consider a program which requires a
particular runtime library: you may decide to add the library
to your system, or you may rather use another program
if the required library would be in conflict with a library
version you have in use (and the library management in your
system cannot handle this situation). Another example, but
from a different application domain, would be a multiplexer
component to be placed on a new integrated circuit (IC): for
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providing its logic function, it depends on the particular IC
manufacturing process it was designed for.

A subsystem behind an OPC UA interface is accessed
in the form of services provided over a network. The
dependencies, therefore, are:

1) A network stack (in the current specifications,

TCP/IP).

2) A library implementing the OPC UA protocol. With
OPC UA, this is usually comprised of a “stack” for
lower level functionality and an “SDK” (Software De-
velopment Kit) between this stack and the application.

3) Application logic to interact with the address space
(via the SDK: reading/writing values, update notifica-
tions, ...).

4) Application logic to map application data structures
into the address space.

The network connection between the OPC UA server and
client may be a machine-local loopback interface; a physical
network interface is required when server and client run on
different computers.

As already discussed in previous sections, the OPC UA
protocol is comprehensive and complex. The Stack, SDK
and application are free to only use a subset of it. De-
pendencies 2 and 3 in the list above therefore scale to the
requirements of the application. The OPC UA specification
groups related functionality into profiles. Profile implemen-
tations can be modules — units of functionality. Since it is
possible to select and implement only a subset of them, this
is a manifestation of the separation of concerns principle:
if they would not address separate concerns, one would be
forced to implement all of them.

It is possible for an OPC UA client and server to have
different sets of profiles implemented, but still be able
to communicate. This also means that a client or server
can have various communication partners that each support
a different profile subset. OPC UA contains mechanisms
to enable meaningful communication by selecting match-
ing profile subsets for both communication partners. The
mechanisms allow one subsystem (the client) to select the
best way to interact with another subsystem (the server),
based on which profiles each counterpart supports. This
is a manifestation of version transparency at the level of
communicating applications. It is also a way of exhibiting
diversity — supporting different versions at the same time.

One group of profiles concerns transport functionality,
with the ability to choose between UA/TCP or SOAP/HTTP,
OPC UA Binary or OPC UA XML, and various levels of
communication security (security policies). The client can
query the server for available endpoints before attempting to
establish a communication channel. Each of these endpoints
corresponds to a transport configuration; they will depend
on the capabilities of the server stack and SDK as well
as the server configuration (it may choose to not offer,
for example, insecure communication for policy reasons
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although stack and SDK would have the ability). The client
then checks which of the endpoints matches its capabilities
and preferences best and uses this endpoint to establish a
secure channel and session. This mechanism enables the
server to clearly document its requirements — for example,
in terms of acceptable connection security; the client can
decide to satisfy the resulting dependency by making the
necessary functionality available on its side (for example,
via an appropriate library) or decide to not use the server.

Once the session is established, the client has various
options how to interact with the server address space. The
OPC UA specifications require that a server always supports
the most basic set of operations, which are sufficient to
retrieve a list of related profiles implemented by the server
from a well-known place in its address space. Each of
these profiles corresponds to a set of services supported
by the server, for example, whether it supports alarms and
conditions or if it allows a client to modify the address space.
The profile documents which services can be invoked on the
server, and in which ways they can be invoked.

The client is not forced to use any of this “special”
functionality unless it chooses to. In case it does, matching
client profiles are described in part 7 of the OPC UA spec-
ifications, describing the dependencies in terms of protocol
functionality which the client must provide on its side to take
advantage of these server features. In addition, the client can
determine from the list of profiles supported by the server
which services it may invoke without receiving an error
message. To ensure that client and server stacks and SDKs
from different developers will communicate flawlessly as
long as they implement a compatible set of client and server
profiles, the OPC Foundation has established a compliance
and certification program for interoperability testing.

Profiles are identified by unique Uniform Resource Iden-
tifiers (URI). If the functionality associated with a profile is
modified in the future, the updated version will again receive
a unique URI, reflecting the new version. This means that
profile versions can coexist.

Thanks to the mechanisms and documentation described,
an OPC UA client can gather comprehensive information
about the dependencies which are caused by its wish to
communicate (or communicate efficiently) with a server. No
dependencies are hidden; the OPC UA server is a true “black
box” in the sense of [29]. It is fully specified in terms of
an outside view on its functionality; a client should never
have to examine how the server is implemented to be able
to use its services. The OPC Foundation also maintains a
“profile reporting” website [17] which is documenting the
functionality associated with profiles (again, in terms of OPC
UA services, not their implementation).

However, these mechanisms and documentation only
cover functionality related to the OPC UA interface. By
design, OPC UA profiles do not describe anything related
to the actual application functionality “behind” the OPC UA
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interface (although standardized information models such as
[14] or [16] blur this distinction somewhat). An example
for such a dependency may be that the subsystem requires
periodic license payments to continue working.

As an example from another domain, [5] mentions manu-
facturer and type codes printed on ICs and calls for a website
to provide standardized information about well defined de-
pendencies — much in the way that it is possible to find a
datasheet describing an IC based on this type code. Such a
website could be similar in concept to the OPC Foundation
profile reporting website, but focus on functionality outside
the area of OPC UA; the OPC UA address space could easily
accommodate URIs pointing to “datasheets” about modules.

OPC UA leaves developers entirely free to handle depen-
dencies which may be introduced by certain data presented
in the address space. It also leaves them free to decide
how to add information about such dependencies to the
address space. However, it provides structures which can
prove useful in this context, such as the advanced data
modelling features already mentioned in the beginning of
this section. For example, consider the case that a server
(subsystem) is updated to expose a new widget. A client
(subsystem) can immediately access the input and output
data of this widget, but to use it efficiently, it must know
how these inputs and outputs work together — the widget
function. If the server adds type information to the widget
object, the client can recognize it as the kind of meta-data
which describes this function, and can decide whether to
bring in complementary functionality on its side to make
use of it. Still, the client will always remain in control of
the choice whether to satisfy the dependency or not use the
new widget.

VI. ADAPTIVE FLEXIBILITY IN OPC UA

While the previous section discussed the role of OPC
UA for de-coupling subsystems from the perspective of the
server and client applications, this section focuses on the
“internal mechanisms” of OPC UA. How do these mecha-
nisms, which are usually hidden from the server or client
application by the OPC UA SDK application programming
interface (API), support adaptive flexibility? Again, the view
taken is as far as possible a “black-box”, functional one,
independent of how the mechanisms described in the OPC
UA specifications are implemented.

A. Message passing

When (sub)systems are connected via OPC UA, all com-
munication between them uses message passing following
the request-response paradigm. Message passing requires
that a request is stored in a separated (message) memory.
Sender and receiver do not share a memory space; all passing
of values has to be by copy, not reference. For this reason,
message passing systems are also referred to as “shared
nothing” systems. This greatly reduces the possibility for
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undesired coupling to occur. Consider, for example, the
situation that a software module is linked with another
module which, by accident, contains a global variable of the
same name, but different meaning or purpose. Such a name
clash is impossible when these modules communicate via
OPC UA, because the two variables will necessarily exist in
separated memory spaces in this case. Moreover, the request-
response message paradigm is naturally asynchronous in
character. Unlike with a subroutine call within the same
memory space, the module invoking the service always
remains in control of its own program flow.

If implemented right, this basic principle ensures separa-
tion of states between the two subsystems and will block
combinatorial effects from propagating between them. To
this end, both the OPC UA middleware implementation
(stack and SDK) and the application module which is using
it for communication must react to these messages in a
robust manner: most importantly, they must not count on
the expected response to arrive promptly.

Let us consider this rule in further detail. First, the
response may not arrive promptly, but with a significant
delay, or it may not arrive at all. The subsystem must
always take this possibility into account, it must not block
unconditionally. Within OPC UA, timeouts for services and
lifetimes for shared state between client and server (e.g.,
a logical channel or session) are specified. These timeouts
can be negotiated between the communication partners to
address varying response time requirements.

Second, if a response arrives, it may not be the expected
one. It can also be an error message or an unknown response
— unknown maybe because the communication partner was
updated in the meantime. Such a situation must be handled
as gracefully as possible. The subsystem must not hang or
crash as a result.

Version transparency is a key quality in this context.
If version transparency is implemented, response messages
cannot be unexpected or unexpectedly absent — provided that
the communication channel is reliable and that the entity on
the other side is not malfunctioning. This is because with
version transparency, it is the responsibility of the caller to
only invoke the callee in ways that the callee can understand.
In other words, in a scenario of controlled evolution, the
caller must respect the version of the called entity. This is a
logical consequence of the fact that when a fundamentally
new requirement is added during the course of evolution of
a system, older entities by nature will not have the capability
to satisfy it. For example, a system designed to heat will not
necessarily be able to cool as well, and a labeler for square
boxes cannot label a round box.

However, an external system (such as one behind a
connection element based on an OPC UA interface) may
evolve in an uncontrolled way. It need not respect the version
transparency theorems; the change in the external system
may require our own system to adapt. This would cause
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a combinatorial effect. The connection element must block
this combinatorial effect as far as possible, allowing us the
choice of not adapting our own system; instead, we may
want to display or log an error message saying the external
system is not responding like it should — without causing our
own system to crash or malfunction. The connection element
must therefore catch unexpected responses to achieve ver-
sion transparency. This is greatly facilitated by a mechanism
which allows the older communication partner to declare
that it does not understand or support a request, and give
this response in a way that the younger can recognize it
as such. For this purpose, OPC UA defines standardized
response StatusCodes and gives the option to add free-form
DiagnosticsInformation to further describe the reason of an
error status.

B. Technology mappings

Already back in 1972, Dijkstra recognized difference in
scale as a major source of our difficulties in programming
[30]. Moreover, a widespread underestimation of the specific
difficulties of size seems to be one of the major underlying
causes of software failure.

An important design goal for OPC UA was scalability
in terms of communication requirements. Small embedded
devices should be allowed to contain a very basic OPC UA
interface, while more powerful platforms (such as PC-based
systems) should be able to provide more complex functional-
ity. Considering their communication requirements, different
levels in the automation pyramid are best served by different
transport technologies. Communication on the level of ERP
applications requires intermittent transport of large amounts
of data at high data rates, while applications hosted in small
embedded devices typically require continuous transport of
small amounts of data with low latency (around 10 ms down
to 10 us).

OPC UA is defined independent of a particular network
protocol and low-level encoding. It can be mapped to the
most appropriate transport corresponding to the needs of an
application. While this does not make it a full alternative
to fieldbus systems (as no special provisions are made for
time-deterministic communication), it certainly allows OPC
UA to scale over a large range of requirements.

Being able to choose between transports does not only
improve scalability. It also supports diversity: multiple trans-
ports may be able to fulfil a particular set of requirements.
And with requirements changing and solutions improving
over time, such an option to choose also introduces new
possibilities with regard to the property of evolvability.

In 1994, DCOM was a good base technology for OPC.
Over time, it became a limiting factor. DCOM was a vendor
dependent technology and restricted the choice of operating
system and programming language. Choosing a network pro-
tocol (and message encoding) as the basis already supports
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multi-platform and cross-programming-environment com-
munication better, since the concerns of sending a message
to the communication partner and acting upon this message
are separated. However, this still would not have allowed
diversity with respect to transports. Therefore, a further
step was taken: OPC UA was based on an abstract service
oriented architecture. Part 4 of the specifications specifies the
services in abstract terms, and Part 6 specifies the current
transport technology mappings. The API is not standardized,
giving the freedom to provide the modest appropriate solu-
tion for any programming language or framework.

The technology mappings do not only apply to com-
munication protocols and message encodings, but also to
security algorithms for encryption and authentication. By
decoupling the specification of the OPC UA services from
these implementation choices, as well as decoupling them
from the programming environment, the “what” and “how”
are very clearly separated. This manifestation of the separa-
tion of concerns principle is a very visible improvement in
the process from classic OPC towards OPC UA.

Thanks to it being based on abstract service definitions,
the stable core purpose of OPC UA - providing access
to values and events in another subsystem — is decoupled
from its more rapidly envolving technology environment.
The choice to standardize a number of technology map-
pings stems from the necessity to prevent a completely
fragmented landscape of implementations, which would not
be interoperable with each other. Within these standardized
technology mappings, profiles serve the purpose of selecting
compatible, complementary subsets of diverse functionality.
Finally, interoperability testing addresses the possibility of
different interpretations of the specifications.

C. Further improvements over OPC Classic

In comparison with the classic OPC specification, several
further improvements towards conformance with the princi-
ples of separation of concerns and version transparency can
be found in OPC UA. Some of them are highlighted in the
following.

First, one of the reasons why the authors of OPC UA
used the word ‘unified’ in the name of the standard is that
they unified previously different ways of accessing informa-
tion. Classic OPC defined independent specifications, each
covering a part of the functionality now provided by OPC
UA. These specifications each had slightly different ways of
doing the same thing, such as browsing the available data
tags. By offering a unified way of access to this information,
OPC UA provides increased reusability.

OPC UA clearly separates actions and objects. For ex-
ample, OPC Classic defined a special GetStatus method to
obtain status information about a server. In OPC UA, this
information is modeled as the server status variable, is placed
at a defined position in the server namespace, and can be
accessed with the read service or monitored for changes just
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like any other variable node. This is clearly a manifestation
of separation of concerns.

Layering is explicitly mentioned in [2] as a manifestation
of the Separation of Concerns principle. In OPC UA, layer-
ing can be found in many places. For example, subscriptions
(to notifications for changing values in the address space) are
separated from an underlying session, and a session is sep-
arated from an underlying secure communication channel.
These entities maintain their own state, which is independent
of the state of the layers below them: subscriptions can
be transferred between sessions (which supports smooth
transfers between redundant clients or servers), and a session
can switch over to another secure channel without being
terminated (which enables transparent use of redundant
network links).

Another example of layering can be found in the way how
most OPC UA middleware is split from an implementation
point of view. Basic protocol functions are covered by the
OPC UA Stacks, which are made available by the OPC
Foundation for its members. On top of such a Stack, com-
mercial SDKs (Software Development Kits) are developed
and marketed by OPC UA expert companies. Using these
SDKs as a basis, developers create OPC UA client and/or
server applications.

Finally, the current transport mappings for OPC UA con-
tain a number of examples for action version transparency
support. The OPC UA TCP Hello and Ack messages, which
open every conversation between a client and a server using
this protocol, contain ProtocolVersion parameters, and the
server is required to accept newer protocol versions. The
OPC UA Secure Conversation OpenSecureChannel service
messages also include ClientProtocolVersion and ServerPro-
tocolVersion parameters. If the web service mappings are
used, SOAP as well as the WS-* standards encode the
protocol version in every message by way of specifiying
the XML namespace URI, which uniquely identifies the
version. HTTP headers also contains a version field. Using
this version information, the server can correctly interpret
messages from an older client, or reject the request in a
controlled manner if it has an unknown, more recent version.
HTTP/1.1 [31] also specifies the Upgrade header, which a
client can use to indicate to the server that it supports another
version of the protocol (or other protocols in general) which
it would like to use if the server finds this appropriate.

VII. NORMALIZED MODULES WITHIN OPC UA
MIDDLEWARE

As discussed in Section IV.B, we found it difficult to
obtain cost estimates for implementing individual OPC
UA profiles in an application program. Apparently, it is a
problem to obtain useful estimates of the development effort,
with or without the use of existing tools, in any programming
language or development environment. Why could none of
the experts, who we truly consider having acknowledged
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excellence in their domain, provide concrete answers to our
question?

The initial idea of the decision support tool included the
assumption that it is possible to estimate the development
effort or cost of implementing an individual OPC UA profile
in a reliable way — without considering the specific context
of such an effort. Estimating the cost of a software project
is already a difficult task when context information (such
as the current state of the software or the skills of the
available developers) is known, but we sought a generic
answer, independent of which other OPC UA profiles may
possibly already exist in a considered implementation, and
also independent of the size of the (existing) system.

This expectation is similar to what was expected from
system analysts and software architects for over decades,
i.e., listing up all the old, recent and future functional
requirements of a system. Doing so seems to include very
uncertain assumptions: in particular, the assumption that
all dependencies of a newly added or changed feature
are under control, are explicitly known, can be measured
and estimated. The exponential character of the curve in
Figure 5 illustrates that this assumption cannot be defended.
The precise slope of this curve for a system is impossible
to determine; therefore, it is impossible to give a precise
estimate for any given system size. It is for this reason
that the Normalized Systems Theory focuses on elementary,
anticipated changes instead (as introduced in Section III-B).

It can be safely assumed that the experts’ experience
only concerned Lehman-type systems of some kind. In such
a system, the development effort or cost of an OPC UA
profile is not only a function of the functional requirements
of the OPC UA profile itself, but also of the size of the
(existing) system, including dependencies and potentially
existing combinatorial effects. For a Normalized System, a
reliable cost estimate would be much easier to give.

In general, the Normalized Systems Theory calls for
radical separation of concerns and thus promotes a high
granularity of modular systems. Even if this goal cannot be
immediately attained, it will typically be a benefit to keep
modules small in order to keep the impact of changes low.
For purposes of illustration, the remainder of this section
therefore explores how finely an implementation of OPC
UA should be divided into modules to achieve separation of
concerns. Given that the actual application (and all program
logic to connect the OPC UA interface with it) is a separate
concern for sure, we will focus on units of functionality
defined in the OPC UA standard, which will usually be
implemented by a Stack and/or SDK.

When looking at the OPC UA profiles specifications, we
find four types of entities: profile categories, profiles, facets,
and conformance units. Profile categories have no meaning
in terms of software constructs, but only exist to structure the
specifications for the purpose of readability. They provide
major functional groupings, such as all profiles necessary
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to implement a complete server or client. Likewise, the
distinction between facets and profiles has organizational
purposes: a facet refers to a profile which is expected to
make part of a larger profile. For the purposes of this
discussion, facets and profiles can be treated the same.

Profiles describe features of applications. We have already
identified profiles as a manifestation of the separation of
concerns principle in Section V.C. In other words, when
building an OPC UA application, it is possible to select
and implement (or not) each individual profile. The features
represented by OPC UA profiles are well separated and the
profiles make explicit for a communication partner which
features are supported and which are not. Profiles are the
smallest unit of coherent functionality from the perspective
of an OPC UA communication partner.

Profiles are comprised of ConformanceUnits. Confor-
mance units are the foundation of the OPC compliance
and certification program They are defined as a specific set
of features that can be tested as a single entity. OPC UA
Compliance testing activities include functionality testing,
behavior testing, interoperability testing, load testing and
performance testing. Conformance units are the smallest
entities in the OPC UA standard from the perspective of
compliance testing.

However, a ConformanceUnit can cover a group of ser-
vices, portions of services or information models by defini-
tion. And, actually, services are the smallest entities which
can be invoked by an OPC UA communication partner; with
profiles as the smallest unit of coherent functionality from
this perspective, they could be considered the smallest unit
of individual functionality from the perspective of an OPC
UA communication partner.

When examining how finely an implementation of OPC
UA should be divided into modules to achieve separation of
concerns, we must however take an “inside” instead of an
“outside” view. Up to now, we have been taking a functional,
or “black box” perspective. From this perspective, it is
described what a module does, i.e., what its function is.
Actually, functionality testing, which we mentioned in the
context of ConformanceUnits, is also called black box test-
ing: the test candidate is seen as one single black box — from
the “outside”. On the other hand, the constructional (or white
box) perspective describes the subsystems of which a system
consists, as well as the way in which these subsystems
collaborate in order to bring forth the function as described
in the black box perspective [29]. The Normalized Systems
Theory contains rules with relation to the functional content
of a module, the interaction between data and action entities,
and the mutual interaction of action entities. In other words,
it is concerned with the constructional perspective — the
“inside” of a module.

If we consider an OPC UA service from the constructional
perspective, i.e., from a developer’s point of view, we realize
that it requires some lower-level functionality. For example,
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the network packet containing a service request or response
has to be assembled (or disassembled), taking the correct
message encoding into account. The basic encoding structure
is the same for all services. For example, all messages
contain a header identifying it as an OPC UA message.
This common header is an example for a change driver as
introduced in Section III.C. When it changes (for example,
to reflect a new version of the OPC UA protocol), this affects
all service implementations. It must therefore be reassigned
to a separate module.

This example illustrates that it is a challenging goal to
reach the high granularity required for Normalized Systems.
A migration strategy focusing on selected interfaces and the
encapsulation of external systems offers a transitional path.

VIII. CONCLUSION AND OUTLOOK

Adaptive flexibility is an essential quality in modern
information and communication systems. In our survey, we
saw a great variety in requirements regarding industrial
communication all over industry. While we were able to
correlate OPC UA feature sets (i.e., profiles) with application
requirements easily, the survey did not yield a conclusive set
of profiles associated with any single field of application.

We consider OPC UA to be a highly valuable tool for
supporting scalability, diversity and evolvability — that is,
adaptive flexibility — in the domain of industrial communica-
tion and, in general, everywhere it can be used to de-couple
subsystems with compatible communication requirements.
When gauging OPC UA against the principles of Normalized
Systems Theory, this becomes even more evident.

We find that the considerable tacit heuristic knowledge
of the authors of OPC UA has lead to an amount of man-
ifestations of several fundamental principles of Normalized
Systems, such as separation of concerns. The user of OPC
UA takes advantage of these manifestations without even
being aware of them. OPC UA also does not prevent the
separation of states between subsystems it connects.

For the same reason, some of the manifestations discussed
may appear to be nothing but “established good program-
ming practice” to seasoned software developers, who possess
a significant amount of relevant tacit knowledge. The goal of
NST is to make this knowledge explicit, and the discussion
in this paper should also serve to illustrate the connection
between theorems and established practice. In addition, it
should be considered that embedded systems, including
industrial automation systems such as PLCs, trail behind
the forefront of software development to a varying, but
significant extent: in some of these environments, name
conflicts between global variables in modules are still an
everyday problem. In this sense, the drive of advanced
technologies such as OPC UA towards the embedded level
can certainly be considered a welcome evolution. First SDKs
for OPC UA on embedded systems are already commercially
available, but remain a relevant target of ongoing work.
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We also identified some features within the OPC UA spec-
ifications which can support adaptive flexibility and system-
wide evolvability — both through their originally intended
use as well as for applying NST concepts. According to
personal communication, some of these features are still
rarely used by practicioners. In particular, this seems to
be true for the version attributes of the OPC UA objects.
We feel that raising awareness of these features among
practitioners, users and developers alike, could be beneficial
for the industry.

After all, towards a truly Normalized System, the princi-
ples of the theory must also be followed in any application
built on top of OPC UA. While OPC UA encourages
applying these principles by way of its design, it does
not enforce them. OPC UA stack, SDK and application
programmers must still do their part to prevent the system
from “hanging”.

Certainly, no stack, SDK or application program can
be expected to become a fully Normalized System soon.
Among other reasons, one faces the challenge of introducing
new paradigms to practitioners when deploying Normalized
Systems. Those who are not aware of NST theorems will
find it harder to read and debug “normalized” code. How-
ever, an OPC UA layer can separate Lehman systems while
being a Lehman system itself. OPC UA is an excellent
foundation for connection elements, which again can be the
base for a stepwise migration strategy towards Normalized
Systems.

Due to the complexity of the OPC UA specifications, their
evaluation in this single paper could not be complete. We
believe there is ample room for future work to further inves-
tigate and elaborate them against the light of NST. Also, a
deeper investigation of potential combinatorial effects could
contribute to improving the quality of OPC UA applications.
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ACRONYMS
A&E Alarms and Events
API Application Programming Interface
BMS Building Management System
CMD Commands
DA Data Access
DCOM Distributed Component Object Model
DCS Distributed Control System
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EDDL Electronic Device Description Language
ERP Enterprise Resource Planning

FDI Field Device Integration

HDA Historical Data Access

HMI Human Machine Interface

HTTP Hyper Text Transfer Protocol

IC Integrated Circtuit

1P Internet Protocol

MES Manufacturing Execution System
NST Normalized Systems Theory

OPC Open Productivity and Connectivity
PAC Programmable Automation Controller
PLC Programmable Logic Controller
SCADA  Supervisory Control and Data Acquisition
SDK Software Development Kit

SOA Service Oriented Architecture

SOAP Simple Object Access Protocol

TCP Transmission Control Protocol

TFM Technical Facility Management

UA Unified Architecture

URI Uniform Resource Identifier

WS Web Service

XML eXtensible Markup Language
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Abstract—As the role of mobile devices as Web Service
consumers is widely accepted, already today a large number of
mobile applications consume Web Services in order to fulfill
their task. Still, no reasonable approach exists as yet, to allow
deploying Web Services on mobile devices and thus use these
kinds of devices as Web Service providers. In this paper, our
approach is presented that allows deploying Web Services on
mobile devices by the usage of well-known protocols and
standards. In order to achieve this, the presented approach
overcomes problems that usually occur when mobile devices
are used as service providers. Here, the description of an
implementation is presented, along with first performance tests
and an evaluation of the battery consumption that results in
using the presented approach. The performance test shows
that the described approach provides a reasonable way to
introduce Web Service provisioning for mobile devices, but the
results for the battery consumption provide some challenges
that need to be met, e.g., the determination and evaluation of
scenarios that benefit from using mobile Web Services. Last
but not least, this paper provides first ideas how complex
mobile scenarios can be evaluated in order to decide whether
they benefit from using mobile Web Services.

Keywords - mobile devices; Web Services; mobile Web
Service provider, battery consumption, scenario development.

I. INTRODUCTION

As already explained in [1], a need for a technology that
allows deploying Web Services on mobile devices is
necessary. In recent years, the number of reasonably
powerful mobile devices has increased dramatically.
According to [2], 216.2 million smartphones where just so
sold in Q1 2013 worldwide.

B Android

i0S
¥ Windows Phone
B BlackBerry

Linux

Symbian

Figure 1.
2013.

Distribution of different operating systems for smartphones in

On the other hand, this huge number of smartphones
represents a large number of heterogeneous devices with
respect to the operating systems smartphones are currently
using. According to [3], there were at least five different
operating systems for smartphones available on the market in
2010, and their distribution is shown in Figure 1. It thus
seems to be necessary to have a platform-independent
mechanism for the communication with services provided by
smartphones in order to not re-implement each service for
each of the mentioned operating systems.

Usually, Web Services are used in order to provide a
standardized and widely used methodology that is capable of
achieving a platform-independent way to provide services.
Unfortunately, in contrast to consuming Web Services on
mobile devices, providing Web Services on mobile devices
is not yet standardized due to several problems that occur
when a service runs on a mobile device. To change this was
one of the major motivations for the work described in this
paper. Providing a framework that allows to deploy
standardized Web Services on mobile devices provides big
advantages for a number of different mobile technologies,
e.g., in order to contextualize mobile users.

Therefore, this paper presents the description of a
framework that allows providing Web Services on mobile
devices. The outline of the paper is as follows: the next
section provides an overview of related work and the
motivation for the development of the described approach,
after which the scenario - together with the problems that
usually occur if Web Services should be provided by a
mobile device - is explained. The following section explains
the implementation of the framework in detail and the results
of a first performance test are presented. Afterwards, the
power consumption of the presented approach is evaluated
and discussed with respect to user acceptance and possible
types of scenarios that benefit from consuming Web Services
deployed to mobile devices. Furthermore, another section
provides first ideas about how different scenarios can be
determined and evaluated with respect to the question if
these scenarios would benefit by consuming Web Services
deployed to mobile devices. The paper is closed by a
conclusion and an outlook for further research questions.

II. MOTIVATION

The idea of providing Web Services on mobile devices
was probably presented first by IBM [4]. This work presents
a solution for a specific scenario where Web Services are
hosted on mobile devices. More general approaches for
providing Web Services on mobile devices are presented in
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[5] and [6]. In [7], another approach, focusing on the
optimization of the HTTP protocol for mobile Web Services
provisioning, is presented. Importantly, none of the
mentioned approaches manages to overcome certain
limitations of mobile devices, as demonstrated in the next
section.

The major difference between previous research and the
approach presented in this paper is that, to the best of our
knowledge, previous research focused very much on
bringing Web Services to mobile devices by implementing
server side functionality to the mobile device in question.
The approach presented here follows a different line: from a
technical and communication point of view, the mobile Web
Service provider communicates as a Web Service client with
a dynamically generated Web Service proxy. This approach
provides an advantage for overcoming certain problems with
mobile Web Services as described in the next section.
Furthermore, this approach does not rely on an efficient
server side implementation of Web Services on the mobile
device, and thus allows to implement a very lightweight
substitution to a common application server where a
common Web Service is running.

Since nothing comes for free, this approach has some
drawbacks as well, e.g., it implements a polling mechanism
that permanently polls for new service requests. Therefore,
this approach produces an overhead with respect to the
network communication and the computational power of the
mobile device. The computational overhead, though, can be
dramatically reduced by adjusting the priority of the polling
mechanism according to the priority of the provided Web
Service.

Another drawback of the presented approach is that it
relies on a publicly available proxy infrastructure for the part
of the framework that dynamically generates the Web
Service proxies. This drawback can be overcome if, for
example, mobile telecommunication companies provide this
kind of infrastructure centrally.

In contrast to the aforementioned approaches, the
approach presented in this paper differs with respect to one
major aspect: from a network technical point of view there is
no server instance installed on the mobile device. Therefore,
a certain Web Service client does not call the Web Service
on the mobile device directly but calls a centrally deployed
proxy. The Web Service running on the mobile device polls
in regular intervals for any new message requests of interest.
The sequence of the Web Service request from the client
point of view and from the Web Service point of view is
shown in the sequence diagram in Figure 2.

The exact sequence of the different messages and events
will be described in more detail later. Since especially
polling mechanisms cause certain drawbacks, one of the
major questions concerning the presented approach is the
question of benefits and drawbacks of the polling mechanism
and, in particular, whether the benefits justify the drawbacks.

One of the major problems of dealing with Web Services
on mobile devices is the fact that mobile devices often switch
between networks. Therefore, the Web Service running on a
mobile device is usually not available under a fixed address,
a fact that leads to a number of problems for the consumer of
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a mobile Web Service: Besides the usual network switch, the
fact that mobile devices are usually not meant to provide
24/7 availability, but are designed towards providing the user
with the possibility to exploit certain services, e.g., phone
calls, short messages, writing and receiving emails, etc.,
yields the problem that mobile devices might get switched
off by the user. Hence, not only that the provided Web

Service might be available under different network
addresses, but it might not be available at all.
ws_provider WS proxy ws client
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Figure 2. Sequence diagram of the Web Service requests in the presented
approach.

All these drawbacks can be solved by using the approach
presented here. By using the central proxy, the service
requests of a certain Web Service client can be stored and if
the mobile Web Service is running, it can pull for service
requests that are of interest to it. Since from a technical point
of view the Web Service provider only acts as a client to the
Web Service proxy, the potentially changing network
addresses of the mobile device does not pose a problem at
all.

In addition, one of the major drawbacks of the described
polling mechanism can be limited by adjusting the priority of
the Web Service running on the mobile device, resulting in a
lower frequency of the polling for the service request.

To conclude, in our opinion, the advantages of the
described mechanism justify the drawbacks that are inherent
to the approach.

III. SCENARIO DESCRIPTION

The major idea behind the implementation of the
middleware is to provide a Web Service proxy, according to
the proxy design pattern [8], in order to overcome certain
problems in mobile scenarios as described by [9]. One major
problem here is that mobile devices often switch networks,
e.g., at home the mobile phone might be connected to a Wi-
Fi network, at work the connection might be established
through another Wi-Fi network and on the way home from
work the mobile phone might be connected to a
GPRS/UMTS-network. Each of these different networks
provides different IP addresses and possibly different
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network scenarios. For example, it can be private IP
addresses with network address translation (NAT), where the
Web Services running on the device are not directly
accessible from the internet, or public IP addresses.

Frequently switching between IP addresses, and therefore
frequently changing IP addresses (as occurs especially with
mobile devices), might raise certain problems for the
provision of Web Services, since the client of a certain
service always needs to know the actual IP address at which
the service can be reached. More than that, within a private
network the provided Web Services are usually not reachable
at all from the internet. Therefore, the problem, from the
client point of view, is that the service is not always
accessible under the same (and constant) IP address. The
presented approach provides a solution to overcome this
problem, with the exception of the case when a device is
completely switched off. The switch off problem can be
overcome as well, in which case slight modifications to the
presented approach, together with an asynchronous call of
the Web Service, are necessary.

The approach presented here suggests solving these
problems by implementing a Web Service proxy that
dynamically creates a proxy for each Web Service that gets
deployed on a mobile device. The created proxy allows
receiving service requests as a representative to the actual
service and storing a service request along with the necessary
data. In the next step, the mobile Web Service provider
continuously polls for requests to its services, performs the
services and sends the result back to the dynamically
generated Web Service proxy. Receiving the result, the Web
Service proxy can send the result back to the client that
originally performed the service request.

IV. IMPLEMENTATION

The major goal of the work presented here is to provide a
solution to the described scenario. Therefore, we
implemented a middleware that allows the provision of Web
Services on mobile devices. Here, the standard protocols,
e.g., WSDL for the description of the Web Service interface,
SOAP/REST as the standard network protocol and http as
the usual transport protocol, are used such that there is no
additional effort on the client side for requesting a mobile
Web Service.

The following three sections provide a short introduction
to the services offered by the middleware, followed by a
description of the communication between the mobile Web
Service provider and the Web Service client/consumer. Last
but not least some details are presented about the Java based
implementation for the test scenario.

A. Use-Case Analysis

In order to achieve the goal of implementing a Web
Service proxy, an analysis of use-cases that this proxy will
have to support has been performed. The result of this
analysis is shown in Figure 3.

Relations in this Use-Case diagram reflect the interaction
between the different use cases or an actor and the use case.
From a technology point of view four different actors
participate in the scenario.
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A.1 The Web Service Provider

Obviously, a provider for the mobile Web Service is necessary.
This is a piece of software running on the mobile device that
provides the Web Service itself. This piece of software can best be
compared with an application server hosting a Web Service in a
scenario where the Web Service is provided by a common server

system

X

ws_provider

%

WS_proxy

database

perform service request

store service results

ws_client . .
receive service request result

Figure 3. Use-Case description of the developed middleware.

A.2 The Web Service Client

The second quite obvious actor is the consumer of the
Web Service: the Web Service client. This is a piece of
software running on the client side, performing requests to
the Web Service.
A.3 The Web Service Proxy

As already described, one of the major ideas of the
presented approach is to provide a proxy for the Web
Services provided by the mobile devices. Therefore, the Web
Service proxy is another actor that participates in the
scenario. The proxy represents a surrogate of the Web
Service provided by the mobile device. The basic function of
this proxy is to implement the same interface (same methods
with identical parameter lists and return values) as the Web
Service itself. Moreover, the methods provided by the proxy
(in order to register a service, de-register a service, etc.),
should be accessible via the standard network protocols of
Web Services and the description of the proxy interface
should also be available in WSDL (in the implementation
here the SOAP protocol was chosen). The proxys’ major task
is to receive client requests, store them in a database and wait
for the mobile Web Service to provide the result of the
service request. While in the traditional proxy pattern the
proxy would directly forward (push) the incoming service
requests to the Web Service, we have decided to just store
the requests in a database in order to allow the mobile Web
Services to pull the requests from the proxy. This change to
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the traditional proxy pattern basically allows handling
constantly changing network connections (as explained
before), since within this approach neither the Web Service
proxy nor the Web Service client need to know the actual IP
address of the mobile device that provides the actual Web
Service.
A.4 The Database

Fourth and last, the database is taken to be an actor of the
middleware. Usually, the database would more likely be
modeled as a system (and not as an actor), but for the sake of
clarity and consistency, we decided to model the database
also as an actor in the system. The major task of the database
is to store the necessary information about the service
request in order to allow the Web Service running on the
mobile device to perform the requested task, and to later-on
store the return values of the service request as well. By
storing also the return value, the Web Service proxy is able
to send the result back to the client that made the request.
This is necessary since the usage of the proxy is transparent
to the client, in the sense that the client is not aware that the
actual service request is not answered by the proxy, but by
the Web Service running on the mobile device. Therefore,
the Web Service proxy needs to send the result of the service
to the Web Service client, and not the mobile Web Service
itself.

Besides the four actors, a number of use-cases need to be
implemented in order to fully run the described scenario.
A.5 Service Registration

First of all, a mobile Web Service provider needs to be
able to register a service to be provided. Besides the Web
Service provider, the Web Service proxy and the database
are interacting within this use-case, too. The Web Service
proxy needs to dynamically implement the interface of the
mobile Web Service and the storage of the metadata
(basically the name of the method that should be called and
its parameter values) of the service requests. The database
needs to provide certain storage for the parameter values of
each method (in case of a relational database: a table) and the
according return values of the mobile Web Service.
A.6 Receive Service Requests

The second, quite obvious, use-case is that the mobile
Web Service provider needs to be able to receive service
requests. Besides the mobile Web Service provider, the Web
Service proxy participates in this use-case also, since this is
the instance that directly receives the requests from the Web
Service client and stores the necessary information in the
database.
A.7 Perform and Receive Service Requests

Two additional use-cases, namely, perform service
requests and receive service request results, participate in the
store service request metadata use-case.
A.8 Storing Service Metadata and Handling of Return
Values

Additionally, we have identified two other use-cases that
are necessary for the handling of the service request
metadata (store service request metadata) and the handling of
the return values (store service result). The first of these two
use-cases interacts with two actors: the Web Service proxy
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and the database; the second one additionally interacts with
the Web Service Provider.

Beside the fact that the provision of these use-cases
allows the implementation of the described scenario, one of
the major advantages of this approach is that the Web
Service client only interacts with the performed service
request and receives corresponding answers from the service
request result use-case. Therefore, from a client point of
view, the request to a mobile Web Service is no more than a
usual service request. No additional effort is necessary on the
client side in order to receive results from a Web Service
running on a mobile device.

B. Communication between the mobile Web Service and
its clients

In order to explain the necessary communication for a
service request from the Web Service client to the mobile
Web Service provider, we modeled the communication flow
within the sequence diagram shown in Figure 4.

Within the sequence diagram we have modeled an object
life line for each of the actors, to be discussed later. First of
all, the mobile Web Service provider needs to register its
service with the Web Service proxy. As part of the service
registration process the Web Service proxy creates the
necessary data structure for storing the service requests in the
database.

After the mobile Web Service provider has registered its
service, it permanently polls the Web Service proxy for new
service requests. The Web Service proxy asks the database if
a new service request for the respective mobile Web Service
provider is available and if so, returns the request’s metadata
to the mobile Web Service provider. After receiving the
metadata of a new service request, the mobile Web Service
provider performs the service and sends the result of the
service to the Web Service proxy that directly stores the
result in the database.

From a client point of view, the Web Service client
simply calls the service provided by the Web Service proxy.
While receiving a new service request, the Web Service
proxy stores the necessary request metadata in the database.
Afterwards the Web Service proxy directly starts to poll the
database periodically for the result of the respective service
request. Once the mobile Web Service provider has finished
performing the request and has stored the result (via the Web
Service proxy) in the database, the Web Service provider is
able to send the result of the service request back to the
client.

C. A sample implementation

In order to test the described approach with respect to its
performance, we implemented the Web Service proxy in
Java. Additionally, the mobile Web Service provider was
implemented for Android. Here, we focused on an intuitive
and easy way for the implementation of the Web Service,
and have therefore, oriented ourselves by the JAX-WS (Java
API for XML-Based Web Services), as described in the Java
Specification Request 224 (JSR 224). The major idea,
adapted from JAX-WS, was that a Web Service can easily be
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.

polls permanently for service request results !

sends service results
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Figure 4. The UML sequence diagram for the communication between a mobile Web Service and its client.

implemented by the use of two different annotations: the
@MobileWebService annotation marks a class as a Web
Services and methods within this class can be marked as
method available through the mobile Web Service with the
@MobileWebMethod annotation.

With the help of these two annotations a simple mobile
Web Service, which only calculates given integer values, can
be implemented as follows:

@MobileWebService
public class TestService {

@MobileWebMethod
public int add(int a, int b) {
return a + b;

}
}

The basic relationships between the major classes of the
sample implementation are shown in Figure 5. For the sake
of simplicity and transparency, less important classes (and
methods of each class) have not been modeled. Basically, the
implementation consists of two packages. Package one is the
proxy package which is usually deployed on a server that is
reachable from the internet via a public IP address. Here, we
find one class that implements the necessary methods for the
registration of a new mobile Web Service, the permanent
polling from the mobile Web Service for the service request
metadata and the method that allows storing the result of the

service request in the database. All these methods are
reachable as Web Services themselves, so that the
communication between the instance running the mobile
Web Service and the Web Service proxy is completely Web
Service-based.

provider

@Mobil i Service

java.lang

MobileWebServiceRunner

— ServiceRequestFetcher ——> Thread

+ registerWebService(...):boolean
T T

proxy |

[
MobileWebServiceProvider

+ registerWebMethod(...): boolean
+ getRequest(...): String
+insertResult(...): boolean

Figure 5. UML class diagram of major parts of the sample implementation.

In the provider package we find, as one of the major
classes, the MobileWebServiceRunner class to which the
mobile Web Service gets deployed. This class is basically
comparable to an application server in a common Web
Service environment, but with a dramatically lower footprint.
This lower footprint is extremely important to mobile
devices due to their usually limited resources. Additionally,
this package also provides the two formerly mentioned
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annotations that allow an easy marking of a class as a mobile
Web Service and, accordingly, a certain method of such a
class as a mobile Web Method. Last but not least, this
package also implements the ServiceRequestFetcher class.
This class inherits the java.lang. Thread class since its
responsibility is to permanently poll the Web Service
provider for new service requests.

V. PERFORMANCE TESTS

Since the communication is a little bit more complicated,
in comparison to a common Web Service call, one concern
of this approach is the question of its performance. In order
to get a first idea of how good or bad this implementation
behaves with respect to performance issues, we implemented
a simple performance test. Here, we focused only on the
evaluation of the transmission delay, since this seemed to be
the most critical parameter. Other parameters like the
number of lost packets, etc. were not taken into account yet.

A. Description of the test scenario

For the performance test and the sake of simplicity we
implemented a very simple mobile Web Service. This
service only calculates the sum of two given integers and
returns the respective value as the result. The major
advantage of such a simple mobile Web Service is that
almost the entire duration of the mobile Web Service call is
dedicated to the communication, and almost no amount of
the round-trip time is used for the calculation itself. Since the
communication is the complex part of the presented
approach, we assume that this method of performance testing
would provide the best overview about the communication
performance of the presented approach. In the test scenario a
common client (running on a common PC) had to put a
number of service requests to the mobile Web Service.

In order to compare the results against the performance
of common Web Service requests, we implemented the test
scenario also the other way around: we implemented a
common Web Service (running on a common server) and
called this Web Service from a mobile device. Here, the
basic idea was to use the same hard- and software-
environment with minimal changes and also to maintain the
same network environments in all of the tests.

In addition, we were interested in the communication
performance in different network settings. Therefore, we
performed the same tests in four different network settings.
For each of the tests the (mobile) Web Service and its
consumer where running:

* ... 1in the same (Wi-Fi) network,

e ... different networks, and the mobile device
was connected via Wi-Fi,

e ... different networks, and the mobile device
was connected via UMTS

e ... different networks, and the mobile device

was connected via GPRS
We conducted eight different test cases: four for the
different network scenarios with a mobile Web Service
running on a mobile device and a Web Service client running
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on a common PC, and four test cases where the Web Service
was running on a common Server and the client was running
on a mobile device. The test cases, in which the (mobile)
Web Service and the consumer were both connected to the
same network, were only conducted in order to receive
results with minimal latency.

In the test cases where the (mobile) Web Service
provider and the client were not connected to the same
network, the central components have been deployed to a
server running via Amazon Web Services (AWS), as a Cloud
Computing provider.

B. Test results

Within each of these eight test cases, one hundred service
calls were performed and the duration of each call was
measured.

The results for the mobile Web Service in the different
network scenarios are shown in Figure 6.

5000

4000
g Wifi (same net)

Wifi-AWS

3000 - —
———UMTS-AWS

GPRS-AWS

iteration

Figure 6. Results for the mobile Web Service in different network

scenarios.

As expected the performance for the mobile Web Service
requests are pretty good and pretty constant if the mobile
device is connected with a Wi-Fi network. The average time
if both, the mobile Web Service provider and the client, are
connected to the same Wi-Fi network, was M = 147.69ms
(SD = 76.00ms). Having the mobile Web Service provider
connected to a different, still Wi-Fi, network, the average
time for one service call calculates to M = 339.04ms (SD =
61.71ms).

Of course, we measured less performance of the service
calls when the mobile Web Service provider was connected
to a mobile network, the performance of the service calls was
lower. The results for the UMTS based network connection
of the mobile Web Service show an average of M =
827.55ms (SD = 250.35ms) for each service call, while the
results for the GPRS based network are even worse. Here,
the average for a single service call is M = 1355.96ms (SD =
986.38ms). As can be seen from the values for the standard
deviation, the performance of single service calls differs
dramatically as well, e.g., the minimum duration measured
within the UMTS scenario was MIN = 283ms and the
maximum was MAX = 2169ms. The results for the GPRS
based scenario are even worse, with a MIN = 142ms and
MAX =5123ms.
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The task of the second step of the test was to compare the
performance results with the performance of a common Web
Service call. For that purpose we conducted the same test,
but this time the Web Service was not running on a mobile
device but on a common server, while the Web Service client
was running on a mobile device - again in the four different
network settings. The results of these tests are shown in
Figure 7. As demonstrated, the results are better from both
perspectives - the overall performance and the standard
deviation in the different network settings. A common Web
Service call, if the Web Service provider and the mobile
Web Service consumer are connected to the same Wi-Fi
network, has an average round-trip duration of M = 61.16ms
(SD = 301.36ms). When the Web Service client was
connected to a different (still Wi-Fi) network the average
performance was M = 156.71ms (SD = 15.24m:s).

5000 Wifi (same net)

ms
g

Wifi-AWS

U MTS-AWS

GPRS-AWS

25 -

o

iteration

Figure 7. Results for the usual Web Service requests in the different
network scenarios.

Here, again, the values for the Web Service client
connected to a mobile network are somewhat lower. In the
case of the UMTS network, the average service call showed
a performance of M = 528.55ms (SD = 273.34ms), and the
results for the GPRS based network were even worse with an
average for each of the service calls of M = 1299.10ms (SD
= 658.75ms).

The next step was to compare the different results. The
major goal of this comparison was to get an idea of how
good the performance of the presented approach for mobile
Web Service requests is, in comparison to common Web
Service requests. Therefore, we calculated the difference in
the average performance of a single Web Service call in the
different scenarios first, and as a second step we calculated
the percentage of the performance difference in the different
scenarios. The results are shown in Table 1.

TABLE 1: COMPARISON OF THE COMMON WEB SERVICE

REQUESTS AND THE MOBILE WEB SERVICE REQUESTS

IN THE DIFFERENT NETWORK SCENARIOS

WiFi (same net) |WiFi-AWS |UMTS-AWS |GPRS-AWS
85.53ms 182.33ms | 299.00ms | 56.86ms
137.60% 116.35% 56.57% 4.38%

difference
percentage
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The table shows that, in comparison to common Web
Service requests, the performance of the presented approach
was not too good when the mobile Web Service was
connected to a Wi-Fi network. The results for the mobile
Web Service provider and the client connected to the same
network showed a performance overhead of 137.60 per cent,
and when the mobile Web Service was provided within a
different Wi-Fi network the performance overhead was about
116.35 per cent. But, if the mobile Web Service was
connected to a mobile network, the performance overhead
was not that dramatic anymore. In the case of the UMTS
network the overhead was limited to 56.57 per cent, and for
the GPRS based network the overhead was even lower at
4.38 per cent. Therefore, on the basis of our test results, it
can be said that the performance degredation seems to
decrease with the presented approach for mobile Web
Services (in comparison to common Web Services) in lower
quality networks, e.g. networks with lower bandwidth. This
could best be seen by the results for the GPRS based
network, where the actual overhead for the presented
approach was below 5 per cent.

VI. TESTS FOR BATTERY CONSUMPTION

Beside the technical performance of the described
solution, another very important aspect of the technical
implementation is the impact of the implementation for the
battery consumption of the mobile device. Already a lot
research in the area of energy consumption for Android
based devices has been conducted, e.g. [10], [11]. In general,
the battery consumption is still one of the critical aspects for
modern mobile devices. Users are still complaining about
devices that need to be recharged daily. Therefore, users are
for sure not interested in technical solutions that
unnecessarily exploit the battery life of their mobile devices.

In order to investigate the battery consumption of the
described technical implementation, a small testing scenario,
based on the ideas described in [12], was implemented. With
a set of five equal mobile devices (Android based mobile
phones) the following test procedure was implemented.

As described in [13] each and every service running on
the device might be the reason for a significantly higher
amount of power, and therefore battery consumption. In
order to test the effect that the described approach has on the
battery consumption, the following steps were conducted.

For the first step the battery of each device was
completely loaded and a little software was implemented that
measured the actual status of the battery each ten minutes.
This software allowed the measurement of the battery
consumption for each single device. Within the first step, no
other application (beside the usual operating system services)
was running on the devices and the device was connected to
the local wireless LAN.

In the second phase of the experiment, the described
solution for the provision of mobile Web Service was
deployed to the same devices and the battery of the devices
was completely loaded again. Still, the devices where
connected to the local wireless LAN. The proxy architecture
for the mobile Web Services was deployed to a server
running at the Amazon AWS Cloud system. A very simple
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mobile Web Service was deployed on each of the devices,
and the service polled every second for new service requests.
Here, the decision for a simple Web Service, that only
calculates the sum of two numbers, was taken, since this test
was designed in order to provide a first inside of the battery
consumption of the technology itself. Of course, the more
complex the deployed mobile Web Service gets, the more
battery it will consume. Therefore, the concentration on a
very simple service seemed reasonable for the results that the
performed test should bring. Again, with the help of the
software that allows the measurement of the battery status of
the mobile devices, the battery consumption was measured
every ten minutes.

The results show that the battery consumption differs of
course a little bit from device to device. Anyway, in average
the five mobile devices still had about 91.2% of their battery
capacity available after a twelve hours test run and the
consumption took, as it could be assumed also beforehand,
an almost linear degression.

The results for the second phase, in which the mobile
Web Service was deployed to each of the mobile devices
show also an almost linear degression of the battery power,
but in this case the devices had only 85.2% of their battery
load left after another twelve hours test run. The difference
becomes clearer by comparing only the average values, as
shown in Figure 8.

105

100 ==

95 =

90 . .
— with service

% of battery load

85 without service

80

75
1 5 9131721252933374145495357616569

measuring point

Figure 8. Comparison of the average values for the two different
phases.

Here it can be seen that the average power consumption
of the devices running the mobile Web Service with the
described approach, is bigger than for the devices that are not
running the mobile Web Service.

In order to check whether the difference between the
power consumption is statistically significant, a simple t-test
was conducted over the data provided by the experiment.
Therefore, the hypothesis was:

Hy: Statistically the amount of power consumed by the
mobile Web Service deployed to each mobile device is
different from zero.
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In order to test this hypothesis the difference between the
measured battery status for the experiment with and without
the mobile Web Service running on the mobile device was
calculated for every measuring point. Afterwards, with the
help of the average of the calculated differences, the standard
deviation, the number of measurements and the control value
(which is actually zero in this case, since the hypothesis was
chosen that the amount of consumed power is different from
zero), the according t-value was calculated. The results of
this test show significant values for n = 72 (the number of
measurements) and o = 0.01. Therefore, the hypothesis Hy
can be seen as correct and we can assume that the deployed
mobile Web Service is using around 6% of additional
energy.

Having in mind that battery consumption is still a critical
issue for owners of mobile devices, the consumption of at
least additional 6% of their battery for a simple service with
a polling interval of about a second, does not seem to be
feasible.

On the other hand, the measured battery consumption
might also lead to the question what kind of scenarios can be
supported with the help of the described technology. Since
the results of the performed test show that there is a
significant amount of the battery consumed by the presented
technology, also if the deployed mobile Web Service is itself
not at all complex and the polling interval is just about each
second, the solution might probably be to identify scenarios
in which the polling interval for the provided services on the
mobile device is significantly longer than one second.

VII. DEVELOPMENT OF SCENARIOS THAT BENEFIT FROM
MOBILE WEB SERVICES

As already indicated in the previous section, beside the
technical feasibility of the described technical solution as
explained in this paper, the development of scenarios that
benefit from Web Services deployed to mobile devices is a
critical issue in order to make this technology a success.

Usually, Web Services are deployed on large servers in
data center environments in order to provide at least one of
the following three different benefits to the consumer of such
a Web Service:

* Access to large computing resources,
computational power or memory

* Access to large databases that cannot be stored
locally

* Access to data and/or procedures that are not
available locally

e.g.

Obviously, the provision of Web Services on mobile
devices is not interesting for the first two scenarios, since
mobile devices do usually not provide enough power neither
with respect to computational power nor with respect to the
amount of the provided memory. Also, large databases are
usually not installed on mobile devices for similar reasons.

Therefore, the only possibility for reasonable approaches
in which scenarios might benefit from Web Services
deployed to mobile devices is the last one, in which these
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mobile Web Services either provide access to certain data
and/or procedures especially available on mobile devices.

Following this idea, one of the major advantages of
todays modern mobile devices is that they are more of a set
of sensors rather than a single device: looking at a modern
mobile phone, these devices usually encapsulate a GPS
sensor, a digital compass, an acceleration sensor, ... Most of
these sensors allow to easily contextualize the user in his/her
current situation, e.g., the GPS sensor can be used in order to
determine the actual position of the user of the mobile
device, additionally the digital compass provides the
direction in which the user is probably looking currently.

Therefore, scenarios that on the one hand need to
contextualize a single user, e.g., supporting the user in
finding the fastest way to work or providing commercials for
goods the user can buy in a store close to his/her current
position and in his/her current viewpoint. On the other hand
these kinds of scenarios typically do not need poll
permanently for actual information, e.g., determine the actual
temperature at the current position of the user, are ideal
candidates to consume services provided by mobile devices.

Another type of scenarios in which the usage of mobile
Web Services seem reasonable, are scenarios that
concentrate more on procedures where the user of a mobile
device is actively integrated. Here, scenarios that need fast
feedback from users might benefit from reaching users that
are currently mobile, e.g., crowd sourcing [14]. Also a
combination of both ideas, like a short survey (consisting of
a very limited number of questions) send to a customer that
leaves a certain store about how he/she felt during his/her
stay in the store might provide a reasonable scenario for
mobile Web Services.

In order to determine and evaluate different scenarios
that might benefit from consuming mobile Web Services, the
sensitivity model, as described in [15], might provide a
reasonable approach in order to evaluate whether a certain
scenario benefits from using mobile Web Services. This
cybernetic based approach allows to evaluate different
parameters with respect to their effectiveness in order to
reach a certain goal, also if these parameters do interact with
each other. Since usually the different parameters that are
important for the success of a mobile application/service
interact with each other, this approach seems to provide a
good starting point for the evaluation of mobile Web
Services.

The basic steps that need to be performed in order to
provide a sensitivity model are:

* Description of the system: Here, the system
itself in which the services are provided, has to
be described.

*  Determination of different variables: In this step
different variables of the system (with respect to
the currently evaluated service) are determined.

* Evaluation of relevance of the variables: Since
so far the different variables are only
determined, their relevance for the system has to
be evaluated in a separate step.

International Journal on Advances in Internet Technology, vol 6 no 1 & 2, year 2013, http://www.iariajournals.org/internet_technology/

*  Determination of the interaction of the different
variables: Here, for each of the variables a value
has to be determined, how much this variable
interacts with any other variable in the system.

*  (Clarification of the role of each variable: In this
step, a role is attached to each variable that
reflects e.g., how active and how critical this
variable is in the system.

With the help of this information, certain tests and
simulation can be run against the set of variables that reflect
their behavior in the system.

VIII. CONCLUSIONS AND FUTURE WORK

As demonstrated in this paper, todays’ modern and
powerful mobile devices can be used as Web Service
providers by using well-known and accepted standards and
protocols. The presented approach is capable of solving
some of the problems that usually occur while providing
Web Services on mobile devices, e.g., the problem of
constantly changing IP addresses. Furthermore, the overhead
that is inherent (resulting in a transmission delay) in the
presented approach does not seem to be a show stopper. As
shown, the performance in commonly available mobile
networks, like UMTS or GPRS, is comparable to common
Web Service requests.

It can, therefore, be concluded that the presented
approach provides an interesting alternative to the common
Web Service provisioning by using mobile devices that act
as a server also from a technical point of view. It eliminates
certain problems that usually occur if mobile devices provide
Web Service provider infrastructures, and the resulting
drawbacks from the performance point of view are
acceptable.

Having in mind the power that the presented approach
would provide for new approaches and scenarios, it could be
asserted that bringing Web Services to mobile devices will
probably become more important in the future and that we
will most likely see an increasing number of applications
making use of that kind of technology.

Anyway, as shown by the test of the battery consumption
of the presented approach, the provisioning of mobile Web
Services also provides a number of drawbacks. Here, it will
be important in the future to develop scenarios that on the
one hand actually benefit from using mobile Web Services
and on the other hand try to decrease the battery
consumption of the presented approach by lowering the
polling interval accordingly. Therefore, a complete new
understanding for Web Services needs to be established, with
respect to mobile Web Services. As discussed, mobile Web
Services do usually not provide additional computational
power, access to more memory or access to large databases,
but may provide access to data from personal sensors, e.g.,
for the contextualization of the user.

On the other hand, other technologies, like C2DM
(Cloud-to-Device-Management), an  Android  based
technology that allows to send activation commands to a
certain mobile device might help to further decrease the
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battery consumption for the provisioning of mobile Web
Services.

As also discussed in the last section, the development of
scenarios that benefit from consuming mobile Web Services
also need a new approach that on the one hand reflect the
complexity for the evaluation of mobile scenarios in general
and on the other hand the different view on mobile Web
Services (in contrast to usual Web Services) as described
above.

The last two points, using other technologies like C2DM
and the development and evaluation of scenarios with
respect to using mobile Web Services, will be part of future
investigations and research.
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Abstract—The efficacy and efficiency of cooperation incentives
in user-centric networks is a challenging issue that involves
tradeoff among trust, social, and economic aspects. Two well-
established approaches to stimulate resource sharing and coop-
eration rely on reputation and remuneration, the complementary
functioning of which shall increase users’ motivation and discour-
age mistrust and selfishness. In order to verify the benefits of the
joint application of these mechanisms, we specify and analyze
formally a recently proposed cooperation model by employing
tool-supported probabilistic model checking techniques.

Keywords—model checking, cooperation incentives, trust, remu-
neration, user-centric networks.

I. INTRODUCTION

User-centric networks (UCNSs, for short) emerged among the
fastest growing community-scale places of the Internet. They
include social networks, online games, auction systems, and
peer-to-peer environments. User centricity entails interaction
among users, which are expected to share some form of pro-
social attitude to cooperation deriving from, e.g., synergy and
sense of community. In order to strengthen such an attitude and
to ensure the community grows healthily, explicit incentive
mechanisms in the form of rewards are used to provide
motivations and to contrast typical obstacles of cooperation
systems, like mistrust and selfishness. Rewards can be either
indirect, as in the case of automatically computed notions of
trust used to regulate the access to services and resources, or
direct, e.g., in the form of remuneration, which can be based
on fiat money or virtual currency.

Trust systems provide explicit metrics estimating the subjec-
tive reliance on the character, integrity, ability, and honesty of
each user, thus providing the means for setting up a reputation
infrastructure. The aim of reputation is not only giving a
perception of the public trustworthiness of each user, but also
providing the enabling conditions for exchanging services.
On the other hand, virtual currency supports monetization
of services, which provides additional motivations to sharing
whenever barter, sense of community, and reputation do not
suffice.

The application of incentive mechanisms is more critical in
wireless and mobile environments. In fact, in these systems,
even the underlying communication infrastructure could be
dynamically built by users sharing Wi-Fi connections. How-
ever, joining the community for short periods of time, thus
hindering long-term relationships, may keep such users from

adopting prosocial behaviors. Similarly, the inherent limita-
tions of mobile devices (e.g., battery and bandwidth) usually
restrict the application of pervasive controls, like assurance
of payment or service delivery, thus exposing the system to
dishonest behaviors that, however, must be contrasted by the
adoption of incentive mechanisms.

Hence, several orthogonal aspects come into play to estab-
lish to what extent cooperation incentives can deal successfully
with mistrust, selfishness, cheats, and limited resources. In
the light of these considerations, the objective of this paper
is twofold. On one hand, in order to consider properly the
analysis of all the issues above, we advocate the use of tool-
supported, model checking based, formal techniques. On the
other hand, we apply such techniques for the design and
verification of a specific cooperation model for wireless UCNs.
This work is a revised and extended version of [1], which is
a paper presented at AFIN 2012. The first proposal of the
cooperation model under consideration can be found in [2],
while its formal design and verification are supported by
probabilistic model checking and the related software tool
PRISM (see, e.g., [3], [4], [5] for a survey).

The exhaustive analysis conducted in this paper takes into
account security, trust, social, and economic aspects in order
to verify whether users requiring services are motivated to
behave honestly, while users offering services are encouraged
to share resources. The formal specification is given in the
modeling language of PRISM, which is a state-based mathe-
matical formalism based on the Reactive Modules of [6], from
which different types of probabilistic models can be derived,
including discrete-time Markov chains (DTMCs, for short) and
Markov decision processes (MDPs, for short), see, e.g., [7],
[8]. By following the lines of [9], performance properties are
expressed in a temporal logic — subsuming both Probabilistic
Computation Tree Logic (PCTL) and Linear Time Logic
(LTL) — which is expressive enough to specify state-based
and path-based properties, and including both probabilistic and
reward operators. Thanks to these capabilities, we can describe
properties including probabilistic and temporal information, as
well as expressing social and economic aspects.

In the rest of the paper, we first discuss some comparison
with related work. Then, we recall the cooperation model of [2]
and related modeling assumptions (Section II), we discuss the
formal specification of such a model (Section III), we present
the results of the model checking analysis (Section IV), and
we finally draw some conclusions (Section V).
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A. Related Work

Sustaining a secure, reliable and efficient environment for
the sharing of services and resources in highly mobile com-
munities represents a well-studied problem in the literature,
see, e.g., [10], [11], [12], [13]. The application of formal
approaches to the analysis of this problem is not novel, refer,
e.g., to [14], [15], [16], [17], [18]. In particular, game theory
is the most applied approach to networking, see, e.g., [19].

Whenever the intrinsic attitude to prosocial behaviors is not
enough, as emphasized in [20], a suitable support to more ex-
plicit and extrinsic motivations is given by the joint application
of trust management (see, e.g., [21]) and virtual currency (see,
e.g., [22]). Trust management and virtual currency implement
the so-called soft security, which is characterized by relaxation
of the security policies and enforcement of common ethical
norms for the community, see, e.g., [23].

Recently, it has been proved that intertwining indirect and
direct rewards maximizes the effect of the incentives to cooper-
ate, as shown in [1], [24], [14], [25]. In particular, in [14] game
theory is employed to study the balanced tradeoff between
reputation-based and price-based cooperation strategies. The
obtained analytical results are consolidated by a simulation
analysis showing the fast convergence towards cooperative
behaviors in the case of mixed incentive strategies. Analogous
results are achieved in our approach, which, however, provides
a unifying formal framework allowing for the evaluation of all
the quantitative properties of interest without requiring sim-
ulation analysis. Similarly, the utility-based decision making
framework of [24] is used to verify a QoS-based incentive
mechanism in which, however, only some of the aspects
considered in our approach are taken into account.

II. COOPERATION MODEL

This section briefly outlines the cooperation model intro-
duced in [2], by illustrating the way in which indirect and
direct rewards are combined. We then specify the modeling
assumptions adopted for analysis purposes.

Cooperation involves users providing services, hereafter
called requestees, and recipients of such services, hereafter
called requesters. The cooperation process entails the follow-
ing four phases:

1) discovery and request;
2) negotiation;

3) transaction and payment;
4) evaluation and feedback.

As we will see, the four phases rely on trust management and
virtual currency. In the first phase, the requester searches for
a requestee offering the required service. Reputation of the
requestee is a parameter guiding the selection. If the requester
is trustworthy enough to access the required service, then
the issued request can be accepted. However, it may be also
refused because of, e.g., lack of willingness to cooperate. In
the second phase, requester and requestee establish service
parameters and reward, possibly taking into account the trust
of the requestee on the requester. In the third phase, service
is delivered and the related payment is provided. Finally, in
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the fourth phase, the transaction results are used to adjust, if
necessary, reputation of the involved parties.

A. Reputation System

As usual in several trust-based systems, see [23], we model
trust as a discrete metric. Then, given a user ¢ and another user
j, the computation of the trust value of 7 towards j is obtained
by mixing direct experience and indirect recommendations:

T;j =a-trust;; + (1 — «) - recs;; (1)

Parameter o € [0, 1] represents a risk factor. The trust metric
trust,;; is the result of previous direct interactions of i with
J. In absence of previous experience, the value of trust;; is
set to the dispositional trust of i, dt;, which represents the
initial willingness to trust unknown users. Finally, recs;; is the
average of the trust metrics towards j of other users (different
from 7) that in the past negotiated directly with j.

B. Virtual Currency System

Indirect and direct rewards are combined by including the
trust value 7' of the requestee towards the requester as a
parameter affecting the cost of the negotiated service. The
other parameters are C,,;,,, which is the minimum price asked
by the requestee regardless of the trust on the requester, C, 4z,
which is the maximum price asked to serve untrusted users,
and 7", which is the trust threshold above which the minimum
price is applied to the requester. Then, the cost function C'
proposed in [2] is defined as follows:

. Cmaz—Comin . ! /
C(T) = { sz.'n, + =me (T'=T) T<T

Crvn r>7 @

An alternative simple formula for expressing the service cost
is given by the following four-step function:

Cmin T Z T3
) Chpea T <T <Tj
C(T) - C’med’ Tl < T< T2 (3)
Cmam T< Tl

where C,cq and C,q- are two intermediate prices, while each
T;, with 1 < ¢ < 3, represents a trust threshold, such that

C. Modeling Assumptions

For modeling purposes, we distinguish between users play-
ing the role of requester and users playing the role of requestee.
Moreover, we consider a unique type of service that is offered
by each requestee in the community. Trust values range in
the interval [0, 10], such that null = 0, low = 2, med = 5,
high = 8, and top = 10. Based on the system described
above, the modeling assumptions concerning the four-phase
cooperation process are as follows.

As far as the first phase is concerned, we consider three
alternative choice policies adopted by the requester to select a
requestee:

e Nondeterministic.

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



e Prioritized on the basis of requestee’s reputation, i.e.,
the trust value of the requester towards each available
requestee is used to govern the selection. The choice
among requestees with the same reputation is random.

e Probabilistic, in which case requestee’s reputation is
used as a probabilistic weight.

The initial reputation is low for every requestee. Moreover,
by default, requestee ¢ is not available to accept a request by
requester j if and only if T;; < st;, where the service trust
level st; represents a trust threshold below which the service
offered by ¢ is not accessible. A refused request is sent by the
requester to one of the remaining requestees according with
the selection policy.

As far as the second phase is concerned, we assume that
the agreement is successful. By default, the cost is determined
through the application of Equation (2) and is accepted by the
requester without any further negotiation. The default values
are Cryin = 0, Cpae = 10, and T' = high.

As far as the third phase is concerned, by default the service
is delivered with success. Then, the requester decides whether
to pay or not, either nondeterministically or probabilistically
with parameter p € [0, 1], that is the payment is honored with
probability p.

As far as the last phase is concerned, since the service
is satisfactory, the reputation of requestee ¢ as perceived by
requester j is increased by 1. On the other hand, the trust of ¢
towards j increases (resp., decreases) by 1 (resp., by a factor k)
in the case j pays (resp., does not pay) the service. Feedback
is provided by ¢ to the other requestees.

III. SPECIFYING FORMALLY THE COOPERATION MODEL

In order to illustrate briefly the PRISM specification of the
cooperation model, in this section we describe three basic
versions of the requester and one basic version of the requestee
in a scenario with one requester and two requestees. The reader
interested in the evaluation results may skip this part.

Let us start with a system specification with MDP-based
semantics, i.e., choices can be nondeterministic. A system
component is represented by a module specifying its local
variables and its behavior. The requester is defined as follows:

module Requester
x : [0..n] init O;
ns : [0..N] init O;

The local variable x denotes the local state of the requester,
such that x=0 represents the initial state and the integer
constant n is the number of possible local states. The local
variable ns represents the number of requested services, the
maximum value of which is given by the constant integer N.
The behavior is given by a set of guarded commands
specifying variable updates. In our example, the requester
chooses nondeterministically one of the two requestees:

[1] x=0 & ns<N -> (x'=11);
[] x=0 & ns<N -> (x'=21);
[] x=0 & ns=N -> (x'=1);
[]

x=1 -> true;

International Journal on Advances in Internet Technology, vol 6 no 1 & 2, year 2013, http://www.iariajournals.org/internet_technology/

44

A pair of brackets represents the start of the command, while
the symbol —> is preceded by the boolean guards to satisfy
in order to enable the following variable updates. The primed
name x’ denotes the next value that x assumes by virtue of
the update. If not specified explicitly, the other local variables
remain unchanged (true stands for no changes). In our
example, if x=0 and ns<N then two updates are possible:
the former refers to the case in which the requester chooses
the first requestee, while the latter is specific for the second
requestee. Without loss of generality, we concentrate on the
former case in which x is set to 11.

The first requestee is expected either to accept the request
and deliver the service, or to refuse the request. In the case of
success, the requester decides nondeterministically to pay or
not for the obtained service. The commands expressing such
a behavior are as follows:

[accept] x=11 -> (x'=12) & (ns’=ns+l);
[refuse] x=11 -> (x’'=13) & (ns’=ns+l);
[pay] x=12 -> (x'=0);
[nopay] x=12 -> (x'=0);
[] x=13 —> (x"=0);

endmodule

Notice that in some cases the brackets marking the start
of the command include a label, which expresses an action
name on which the module is expected to synchronize with
another module, in the same style of, e.g., [26]. In our
example, if x=11 and the first requestee is ready to execute
a command labeled with the action name accept, then the
updates x’=12 and ns’=ns+1 are executed. In this case,
the requester decides nondeterministically to synchronize with
the first requestee either through action pay or through action
nopay, after which the module goes back to its initial state.

On the other hand, a basic description of the requestee
behavior is as follows:

module Requestee

y ¢ [0..m] init O;
[accept] (y=0) & (Teg>»=st) -> (y’'=1);
[refuse] (y=0) & (Teg<st) -> (y'=0);
[payl (y=1) —> (y'=0) &
(t” = (t<top) 7?7 t+l top));
[nopay] (y=1) -> (y’'=0) & (t’=null);
endmodule

The local variable y expresses the local state of the requestee,
while other local variables are st, modeling the service trust
level, and t, modeling the trust of the requestee towards the
requester. Parameter Teq is the result of a formula expressing
Equation (1). The command labeled with action pay includes
a conditional expression that increments t by 1 if the value
of such a variable is less than top and assigns to it value
top otherwise. Moreover, the update in the command labeled
with action nopay expresses the most punishing reaction to
a dishonest behavior of the requester.

Now, let us consider a more detailed version of the system
with semantics based on DTMC, meaning that choices cannot
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be nondeterministic and the execution of each command takes
one discrete unit of time. In particular, as far as the selection
of the requestee is concerned, we assume that the choice
is probabilistic and weighted by reputation. Hence, in the
requester module we add two more local variables, one for
each requestee, storing their reputation values:

init low;
init low;

rep : [0..top]
rep?2 [0..top]

and then we change the selection as follows:

[1] x=0 —-> (rep/totrep): (x'=11) +

(rep2/totrep) : (x'=21);

where the syntactic expression p; : (¢1) + p2 : (c2) indicates
that command c; is executed with probability p;, while com-
mand c; is executed with probability ps, such that p; +ps = 1.
Parameter totrep represents the overall reputation of the
requestees, which is necessary to compute the relative weights,
and is defined as the result of the following expression:

formula totrep =

(reptrep2) =0 2?2 1 (reptrep?2);

Analogously, the other source of nondeterminism in the re-
quester module, which is the choice related to payment, is
changed as follows:

[accept] x=11 -> p:(x'=12) +
(1-p) : (x"=13);
[refuse] x=11 -> (x'=14);
[pay] x=12 -> (x"=0) &
(rep’=min (rep+l,top));
[nopay] x=13 -> (x’'=0) &

(rep’=min (rep+l,top));
[ x=14 -> (x'=0);

The real value p represents the parameter governing proba-
bilistically the choice between honest and cheating behaviors,
while the reputation of the first requestee is increased whenever
the service request is accepted.

Alternatively, in order to select a requestee, the requester
may follow a prioritized model of choice based on reputation.
In such a case, given the following expression:

formula maxrep = max(rep,rep2);
we change the selection as follows:

[] x=0 & rep=maxrep -> (x’'=11);
[] x=0 & rep2=maxrep ->

b
~
|

[\

=

~

If both requestees have the same reputation, then the two
alternative commands are given the same weight and the
probabilistic choice follows a uniform distribution.

Finally, the properties are specified in an extension of PCTL
including reward operators. A reward is a cost associated
with state-based and transition-based conditions. Rewards are
accumulated each time the related conditions hold, while
ad-hoc operators are used to reason about the amount of
accumulated rewards, e.g., along specific paths by a given
amount of time or at the equilibrium. For instance, the reward
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structure that is used to calculate the total expected earnings
for the first requestee is as follows:

rewards "costl"
[pay] true : f;
endrewards

This structure establishes that pay-labeled transitions from
states enabling the guard t rue acquire a reward equal to the
value of formula £, which abstractedly denotes, e.g., Equa-
tion (2). Based on this structure, as an example we show the
property specifying the total expected earnings accumulated
until t time units have elapsed:

R{"costl"}=? [ C<=t ]

In particular, the operator C<=t is used to reason about the
transient-state behavior of a system.

IV. MODEL CHECKING OF THE COOPERATION MODEL

The analysis of the cooperation process through model
checking is divided into two steps. First, we study the vulnera-
bilities of the trust system with respect to a cheating profile of
the requester. The reason is that the soft transaction mechanism
does not ensure guarantee of payment. Based on the results of
such an analysis, we then verify the efficiency of the mixed
cooperation incentives in discouraging selfish behaviors of the
requestees and motivating honest behaviors of the requesters.

A. MDP Analysis

The effectiveness of the trust system with respect to cheating
requesters is expressed through the following property, which
is investigated in a scenario with a single requester and three
alternative requestees.

Property 1. What is the maximum number of services (out
of N requests) that can be obtained by a requester without
honoring the payment?

Formally, the specification of this property is given as a
reachability reward property:

R{"nopayed" }max=? [ F(x=1) ]

computing the maximum reward, as defined by the reward
structure nopayed, accumulated along any path until the
condition (x=1) holds, which denotes the local state that is
reached whenever the maximum amount of requests has been
issued. We point out that F represents the eventually operator
of LTL. The reward structure nopayed is defined as follows,
where the three action names refer to the three requestees:

rewards "nopayed"
[nopayl] true : 1;
[nopay2] true : 1;
[nopay3] true : 1;
endrewards

With respect to the assumptions of Section II-C, we con-
sider requester’s choices to be nondeterministic. Hence, the
requester can be viewed as an adversary controlling the way
in which the nondeterminism is solved adaptively. The aim of
such an adversary is to find out the strategy maximizing the
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Fig. 1: MDP analysis: verification of Property 1 for 27 combinations of parameters «/st/k.

number of unpaid services, thus revealing the worst case from
the viewpoint of the requestees.

Formally, the semantics of the model is an MDP on which
Property 1 is evaluated by solving the nondeterminism in all
possible ways. Then, the model checker returns the result for
the best adversary strategy. Notice that such a strategy corre-
sponds to the most powerful adversary, which can observe the
behavior and the configuration parameters of all the requestees.

To conduct the analysis, we assume three equal reques-
tees characterized by the configuration of parameters «/st/k,
where: o € {0.5,0.8,1} is the contribution of direct expe-
rience to trust, st € {low,med,high} is the service trust
threshold, and k € {1,2, 00} denotes the rapidity with which
the trust towards a cheating requester is decreased each time a
payment is not honored (0o stands for the immediate assign-
ment of the value null to the trust value). The dispositional
trust of each requestee is chosen to be equal to the service
trust threshold in order to make it possible for a new requester

to start negotiating services with the requestees.

All the 27 combinations of the parameters introduced above
are analyzed, as illustrated in Figure 1. The horizontal axis
denotes the total number of requests N, ranging from 1 to 25,
while the vertical axis reports the maximum number of unpaid
services. From the analysis, we observe that for each value
of o and st the success of the cheating strategy is inversely
proportional to the factor k. In practice, the higher the value
of k is, the faster the reaction to dishonest behaviors and,
therefore, the negative effect upon trust. For the same reason,
the higher the service trust level st is, the lower the number of
unpaid services. When o = 1, however, the service trust level
does not affect the results because any decision depends only
on previous direct experience. The analysis could be extended
to the case o < (.5, obtaining results similar to those related
to 0.5/low/_, regardless of the value of st. These results
reveal a typical attack of a dishonest requester cheating only
one requestee, which gives too much weight to the positive
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Fig. 2: DTMC analysis: verification of Property 2.

recommendations provided by the other requestees.
The results of Figure 1 suggest to categorize the behavior
of the requestee according to two limiting profiles:

e risky profile, for which the unpaid services increase
linearly and most of the served requests are unpaid (see,
e.g., configurations 0.5/low/_, 0.8/low/_, and _/_/1).

e cautious profile, for which the number of unpaid ser-
vices is essentially constant (see, e.g., configurations
_/high /oo, 0.8/med /oo, and 1/_/o0).

B. DTMC Analysis

The two profiles defined above give a clear and precise
perception of requestee’s attitude to take prosocial decisions
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in an environment where requesters are possibly cheating.
This subsection reports the results of further investigations
conducted by considering risky requestees represented by
configuration 0.5/low/1 and cautious requestees represented
by configuration 0.8/med/oc. Whenever the profile is not
specified, configuration 0.8/low/1 is taken as default.

In order to analyze performance properties, we assume
reputation-based prioritized choice of the requestee and pay-
ment honored probabilistically with parameter p (see Sec-
tion II-C). Hence, the semantics of the model turns out to
be a DTMC, on which both steady-state and transient-state
analyses can be conducted.

On one hand, the steady-state analysis reveals the success
of the cooperation mechanism on the long run. Indeed, at the
equilibrium, for each p < 1 the requester becomes untrusted
with probability 1 by any requestee. On the other hand, the
transient-state analysis is important to study the convergence
speed towards such a result.

Property 2. What is the probability for a cheating requester
of being untrusted by each requestee after N requests?

The specification of this property is given through the
operator P of PCTL, which is used to reason about the
probability of satisfying a given condition. Formally:

P=? [ F<=t (x=41) ]

returns the probability that the path property expressed be-
tween brackets is satisfied by paths starting from the initial
state of the system. More precisely, F<=t expresses a bounded
path property as it imposes the time upper bound <=t on the
length of the analyzed paths. In our analysis, t is chosen to
express the constraint upon the number of requests N. On the
other hand, the state condition (x=41) is associated with a
local state of the requester module that denotes the case in
which no requestees are available to accept the current request.

We evaluate this property by varying parameter p and by
assuming N € {10, 25,50, 100}. Moreover, we consider: (%)
three risky requestees (see Figure 2a), (ii) three requestees
among which one is risky and one is cautious, while the default
configuration is adopted for the third one (see Figure 2b),
and (7i7) three cautious requestees (see Figure 2c). All the
curves tend rapidly to 1 for p < 0.5 and converge to zero
as p tends to 1. In particular, notice that in the case of three
cautious requestees, for N > 25 the curves approximate a
step function, meaning that a cheating requester is almost
immediately untrusted by each requestee.

Three more properties are tested in order to investigate the
economic aspects of the cooperation mechanism:

Property 3. What is the number of requests accepted by each
requestee?

Property 4. What is the total expected earning for each
requestee?

Property 5. What is the average earning per accepted
request?

For instance, for the first requestee Property 3 is formalized

as follows (we can argue analogously for the other properties):
R{"accl"}=? [ C<=t ]

where:
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Fig. 3: DTMC analysis: verification of Properties 3, 4, and 5.
rewards "accl" by the cautious requestee. In fact, by setting £ = oo also for
[acceptl] true 1; the risky requestee, its curve would collapse with that of the
endrewards cautious requestee. Notice that in case of honest requester (i.e.,

We use these properties to compare the two profiles in a
scenario with 50 requests and three requestees like those of
Figure 2b. Figure 3 reports the performance of the risky and
cautious requestees as a function of parameter p. The curves
show the following results.

The number of services accepted by the risky requestee is
higher than that related to the cautious requestee, see Figure 3a.
The difference is due to the conditions applied by the risky
requestee, in particular the assumption k£ = 1, which is much
less restrictive with respect to the assumption k£ = co adopted

p = 1), the profile of the requestees does not play any role, so
that the requests are equally distributed among them, because
they are characterized by the same initial reputation.

As p increases, the total expected earnings of the risky
requestee become much higher than those of the cautious one,
see Figure 3b. The difference can be interpreted as a reward
for taking more risk.

Similarly, Figure 3d shows that the average expected earning
per service grows with the value of p up to a maximum
point beyond which it decreases because of the effect of the
trust-based discount applied to trustworthy requesters. Such a
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maximum point is reached earlier by the risky requestee, thus
motivating the better performance of the cautious requestee for
p € [0.6;0.9]. This result is also confirmed by observing that in
such an interval the trust towards the requester becomes stably
high from the viewpoint of the risky requestee, as emphasized
by the total earnings curve of Figure 3b. For p > 0.95, the
result is better for the risky requestee, because the requester
becomes trustworthy also from the viewpoint of the cautious
requestee, with a positive impact upon the number of services
such a requestee accepts, see Figure 3a.

In general, the combination of remuneration and trust man-
agement works as an incentive to adopt a “risky” prosocial
behavior. On the other hand, the requester obtains more
services at a lower average cost whenever behaving honestly.

C. Sensitivity Analysis

The DTMC analysis of the previous section reveals the
tradeoff between indirect and direct rewards, by emphasizing
how trust-based mechanisms impact the economic trend of
the system. We now investigate more deeply the effect of the
various configuration parameters on Properties 3 to 5.

First, we show that the shape of the earnings curves is not
purely a side effect of the assumption C,;, = 0. Figs. 3c
and 3e report the total and average expected earnings obtained
in the case C),; = 2. The major earnings with respect
to the corresponding curves of Figs. 3b and 3d reflect the
difference between the minimum costs that are applied in the
two experiments.

Second, in order to emphasize the role of parameters k and
dt, we tune them for the risky requestee in the same scenario of
Figure 3, by showing the related influence upon performance.
More precisely, in Figure 4 we vary k in {1,2,00}, where
the case £ = 1 is taken from Figure 3. Observe that the
number of accepted services increases as k decreases. Indeed,
as previously shown, k£ and tolerance to cheating behaviors
are inversely proportional. Therefore, decreasing k has the
effect of accepting more services, many of which, however,
remain unpaid in case of cheating requester. On the other
hand, increasing k& corresponds to a fast trust decrease and,
therefore, higher costs per service. For these reasons, as k
decreases, the average expected earnings decrease as well. Also
notice that whenever the requester is honest (p = 1) and, as
a consequence, k is never used, the three curves converge to
the same values.

Similarly, we study the effect of tuning the dispositional
trust of the risky requestee, by varying dt in {low, med, high},
where the case dt = low is taken from Figure 3. As shown
in Figure 5, increasing the dispositional trust works as an
incentive to accept more services as well as to augment the
total earnings whenever the requester is rarely honest. The
beneficial effect on the total earnings decays as parameter p
increases, in which case the most important consequence of
increasing dt is a rapid convergence of the service cost towards
the minimum cost. Moreover, similarly as observed in the case
of parameter k, we have that tolerant behaviors contribute to
decrease the average expected earnings.

The consequences of changing the cost function are eval-
vated in Figure 6, where we propose the same analysis of
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Fig. 4: DTMC analysis: verification of Properties 3 to 5 for
the risky requestee by varying parameter k.

Figure 3 by replacing Equation (2) with Equation (3), for
which we assume 77 = low, To = med, T3 = high, while
Ciin = 0, Crieg = 4, Cieqr = 7, and Cipq = 10. By
comparing the effects of the two equations, notice that while
the values change, the shape of the curves is invariant. Indeed,
while at the same conditions Equation (3) ensures higher prices
than Equation (2), both functions respect the relation between
trust and cost.

Finally, we verify the scalability of results by considering
five requestees (four risky and one cautious with the same
parameters assumed in the analysis of Figure 3). It is worth
comparing the obtained results, see Figure 7, with those of
Figs. 3a and 3b. The analogy is emphasized by the fact that
the average expected earnings are exactly the same as those
of Figure 3d.
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Fig. 5: DTMC analysis: verification of Properties 3 to 5 for
the risky requestee by varying parameter dt.

D. Requester’s Choice Policy

While so far we have considered security and economic
issues for the basic cooperation process, we now take into
account the effect of changing the choice policy adopted by
the requester to select a requestee in the first phase, which is
one of the most important strategies behind the success of the
cooperation incentives. Previous results of the DTMC analysis
refer to the reputation-based prioritized choice model, which is
the policy with the strongest impact of requestee’s reputation
upon performance.

By assuming the same scenario of Figure 3, in Figure 8
we analyze Properties 3 to 5 whenever the prioritized choice
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is governed by best price rather than best reputation. In
particular, the performance figures refer to the risky requestee
under different values of its dispositional trust, because such
a parameter is essential for determining initially the service
cost, which depends directly on trust. The results confirm
the strong influence of the prioritized mechanism and reveal
similarities with the experiment of Figure 5. As dt increases,
the risky requestee attracts rapidly most service requests,
because the applied service cost is inversely proportional to
the dispositional trust. The threshold value affecting the shape
of the curves is dt = med — which represents the dispositional
trust of the cautious requestee — thus revealing the important
role of this parameter in the competition among requestees.
The relation between dispositional trust and total expected
earnings is strict as well. While increasing dt is beneficial for
low values of parameter p, the trend is inverse as p increases.
Indeed, a high value of dt allows the trustworthy requester to
rapidly attain the maximum trust-based discount. For similar
reasons, increasing dt cannot have a positive influence upon
the average expected earnings.

The analysis concerning the price-based selection is com-
pleted by verifying the effects of breaking the relation between
cost and trust. In the same scenario of the previous experiment,
for the risky requestee we assume dt = med and a constant
cost function C' = z, where z ranges in {3,4,5}. Then, we
concentrate on Property 3, see Figure 9. The obtained result
is zero services for z > 5, while the other curves suggest that
in order to be competitive with the corresponding curve of
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5 requestees.

Figure 8a, it is necessary to set a very low constant price.
As a consequence, breaking the relation between cost and
trust is not beneficial from the viewpoint of the requestees.
On the other hand, from the viewpoint of the requester we
have that the average expected cost per service is equal to z
independently of the attitude to behave honestly. Instead, by
considering the corresponding curve of Figure 8c, we observe
that the average expected cost per service converges to a value
close to zero as p tends to 1. Therefore, breaking the relation
between cost and trust does not work as an incentive to honest
behaviors of the requester.

Finally, we replace the reputation-based prioritized selection
of the requestee with the reputation-based probabilistic model.
In Figure 10, we report the results corresponding to the same
scenario of Figure 3. As far as Property 3 is concerned, the
difference is negligible, because the choice model adopted by
the requester does not affect its trustworthiness as perceived by
the requestees. The case of Property 4 and, as a consequence,
Property 5, is more interesting. On one hand, in the priori-
tized model most requests involve the requestee with highest
reputation, thus allowing the requester to reach rapidly the
minimum service cost as p tends to 1. On the other hand, in the
probabilistic model the requests are more equally distributed,
thus slowing down the convergence towards the minimum price
and justifying the major earnings for the requestees. Therefore,
we derive that the prioritized model of choice is more favorable
from the viewpoint of the requester.
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Fig. 8: DTMC analysis: verification of Properties 3 to 5 for
the risky requestee with price-based selection of the requestee.

E. Requestee’s Reputation

Requestee’s reputation is an orthogonal aspect the effects
of which are analyzed in Figure 11. The objective is to
measure the impact of requestee’s reputation with respect to
Property 3. In Figure 11a, we consider prioritized choice of
the requestee, one risky requestee with reputation high, one
cautious requestee with reputation low, while the reputation of
the third requestee (with default profile) is med. Regardless
of the profile, all the requests are served by the requestee
with highest reputation, as imposed by the choice strategy
followed by the requester. In fact, an analogous result would be
obtained by swapping the reputations of the risky and cautious
requestees. Giving less importance to reputation during the
discovery phase has the effect of mitigating such a drastic
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behavior, as confirmed by the following experiment, in which
the prioritized model of choice is replaced by the probabilistic
one. The results, shown in Figure 11b, emphasize that also
the cautious requestee can obtain some service. However,
regardless of the value of p, the cautious requestee is always
outperformed by the risky requestee.

The effect of requestee’s reputation is investigated also by
testing the performance of a paranoid requestee (o = 0.5,
dt = low, st = med, k = o00) replacing the cautious
requestee in the experiment of Figure 3. In Figure 12a,
we evaluate Property 5 for the paranoid requestee in two
possible cases depending on its initial reputation. Apparently
surprising, a paranoid requestee with reputation med, when
put in competition with the other requestees (whose reputation
is low), does not obtain any reward. This result is motivated
by the fact that, initially, the paranoid requestee does not
accept any request until a sufficiently high number of positive
recommendations is received, because its service trust level
is higher than its dispositional trust. Moreover, such requests
are accepted by the other requestees, which gain reputation,
thus causing preemption over the paranoid requestee during the
prioritized discovery phase. In order to observe some request
served by the paranoid requestee, it is necessary to set its initial
reputation to high. In this case, we evaluate also Property 3
(see Figure 12b) and Property 4 (see Figure 12c). Notice that
the paranoid requestee accepts a very low number of services
for p < 0.9 and outperforms the risky requestee only for p = 1,
the reason being that the honest requester becomes trustworthy
rapidly enough to overcome the non-cooperative attitude of the
paranoid requestee.

F. Impact of Feedback

In this section, we concentrate on the role of feedback
for the functioning of the cooperation incentives. On one
hand, we analyze the case in which the requester provides a
negative feedback. On the other hand, we observe the effects
of inaccurate recommendations provided by the requestees.

In a real-world setting, the quality of the delivered service
may not match the negotiated parameters. The consequence is
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Fig. 10: DTMC analysis: verification of Properties 3 to 5 with
probabilistic selection of the requestee.

a negative feedback of the requester that impairs the reputation
of the requestee. This situation is not captured by the experi-
ments reported so far. Hence, we now represent the (possibly
negative) change of requestee’s reputation due to requester’s
evaluations in order to check the following property.
Property 6. How is requestee’s reputation related to the
number of accepted requests in the case of fallible services?

For design issues, we model probabilistically with parameter
g € [0,1] the event of a service failure causing a negative
evaluation. Notice that in the scenario of the previous experi-
ments, modeling an ideal service provider, it holds that ¢ = 0.
Hence, we consider two additional situations. In a pessimistic
case, upon each served request, requestee’s reputation has the
same probability of remaining unchanged, being increased
by 1, or being decreased by 1 (namely, ¢ = 0.33). In an
optimistic case, the probabilities of these three events are 0.15,
0.8, and 0.05, respectively (namely, ¢ = 0.05) For analysis
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purposes, we consider a honest requester using reputation-
based prioritized choice, one cautious requestee with reputation
high, one requestee with default profile and reputation med,
and one risky requestee. In Figure 13, we evaluate Property 6
for the risky requestee, by varying its initial reputation from 1
to 10. For ¢ = 0, a risky requestee with initial reputation less
than high is always outperformed by the cautious requestee.
The two requestees share the same amount of services if the
initial reputation of the risky requestee is high as well, while
the risky requestee takes all the requests in the remaining cases.
These results depend on the deterministic trend of reputations,
which never decrease. The other curves approximate such a
behavior (the lower g is, the closer the approximation becomes)
and reveal that the possibly negative feedback provided by the
requester affects the performance of the requestees.

In an orthogonal way with respect to the previous experi-
ment, we now consider the case of non-cooperative requestees,
which may refuse a request even if the requester is trustworthy
enough to access the service. Hence, the property of interest
is as follows.

Property 7. How does requestee’s reputation vary in the case
of non-cooperative requestees?

As an abstraction, we model probabilistically with parameter
¢; € [0,1] the cooperative attitude of requestee ¢, such that i
accepts a trustworthy request with probability c¢; and refuses
it with probability (1 — ¢;). Obviously, refusing a trustworthy
request is evaluated with a reputation decrease, as opposite to
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the reputation increase determined by a satisfactory service.
For analysis purposes, we consider a honest requester using
reputation-based prioritized choice, and three risky reques-
tees with initial reputation low. In Figure 14a, we evaluate
Property 7 for the first requestee by varying parameter c;. In
particular, we report its average relative reputation variation
after 50 requests in two different cases, depending on the
behavior of the other two requestees. In the first case, they
are fully cooperative (i.e., co = c3 = 1), while in the second
case they are partially cooperative (i.e., co = c3 = 0.5). In
general, we observe that the lack of cooperation attitude has a
negative impact upon reputation, which converges towards the
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top level as c; increases. We also observe that the reputation
variation is slower in the first case with respect to the second
case. The reason is that in the first case most services are
required to the two cooperative requestees, whose reputation
increases rapidly thanks to their prosocial behavior. In order to
emphasize the benefits of cooperative behaviors, in Figure 14b
we evaluate Property 3 for the first requestee in the two cases
above. Notice that in the second case the number of services
accepted by the first requestee increases dramatically whenever
its attitude to cooperate becomes higher (> 0.5) than that of
the other two requestees.

The accuracy of feedback is a critical aspect of trust-based
incentive mechanisms, as emphasized in [27], where additional
incentives are proposed to stimulate the honest and active
participation in the evaluation and feedback phase. In Fig-
ure 15, we evaluate the effects of inaccurate recommendations
on Properties 3 to 5 for the same scenario of Figure 10. In
particular, we model with parameter f € {—5,0,5} the error
introduced to alter the correct recommendations to be provided
to other users. The results refer to the risky requestee, whose
trust formula is the most influenced one by recommendations
(o = 0.5). As can be noticed, false positive recommendations
have a significant impact, especially for p < 0.5, as they
contribute to increase the trust towards a dishonest requester.
On the other hand, false negative recommendations impair the
performance, especially for p > 0.5, as they contribute to
keep the requester from obtaining the service. For p = 1, the
influence of altered recommendations is negligible, because
a completely honest requester is trusted enough to get always
the service. In general, this analysis confirms the importance of
motivating the requestees to provide honest recommendations.
On the other hand, we also derive that a honest requester is
protected from the feedback variability.

G. Discussion

In summary, cooperation incentives work properly for both
the requester and the requestee. For instance, a honest behavior
of the requester is motivated by a higher number of accepted
services at a lower average cost with respect to the results

International Journal on Advances in Internet Technology, vol 6 no 1 & 2, year 2013, http://www.iariajournals.org/internet_technology/

54

a
| ==y
= 1111
= 6
= = 105105
T
= 4
=
=
2 2
bl
=)
m

-2

oo 01 02 03 04 05 06 07 08 09 10

cl
(a)

40 /_,/'
2 1M
£ 30

= 10505
sk}
(%]
!
f=1
2
T 10 -
—I"—-.H("
0 R -

00 01 02 03 04 05 06 07 0B 09 10

cl
(b)

Fig. 14: DTMC analysis: verification of Properties 7 and 3
with non-cooperative requestees.

obtained by a possibly cheating requester. This relation is
exacerbated whenever the requester adopts a prioritized model
for choosing the requestee during the discovery phase. From
the viewpoint of the requestee, both the reputation and the
attitude to cooperate affect the amount of delivered services
and the related earnings. Moreover, cautious choices for the
configuration parameters influencing trust reduce the risk of
suffering cheats but impair directly the earning opportunities
and indirectly the reputation if in the network cooperative
requestees are active.

The sensitivity analysis emphasizes the influence of each
policy and configuration parameter chosen by the involved
parties. In any case, the results confirm that making cost
and trust mutual dependent plays a fundamental role for the
success of the cooperation incentives. Similarly, the reliabil-
ity of trust variations as well as the accuracy of feedback
represent important conditions affecting all the performance
figures. These relations demonstrate that cooperation incen-
tives provide necessary motivations for the sustainability of
collaborative networks.

V. CONCLUSION

Mixed incentive strategies, combining reputation and price-
based mechanisms, have proved to be effective in inducing
prosocial behaviors while isolating selfish or cheating nodes,
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Fig. 15: DTMC analysis: verification of Properties 3 to 5 for
the risky requestee with probabilistic selection of the requestee
and altered feedback.

as already claimed in [14]. Following such a principle, a co-
operation process entailing both trust management and virtual
currency has been recently proposed for wireless user-centric
networks [2]. This paper has reported the results obtained by
applying model checking techniques in order to provide formal
evidence of the properties of such a cooperation process.

The same formal approach can be applied to verify the
robustness of cooperative networks in more complex environ-
ments in which the incentive mechanisms are contrasted by
coalition or sybil attacks (see, e.g., [28]). Alternatively, it can
be used to evaluate the social, security, and performance effects
of the adoption of specific payment systems.

The ideas presented in this work are currently under devel-
opment in order to build a design tool to be used to assist
the design and configuration of mixed incentive strategies in
real-world user-centric networks. In particular, the perspectives
provided in this paper are under consideration for being
adopted by the ULOOP Consortium [29].
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Abstract—Rechargeable electric  vehicles are receiving
increasing attention from different stakeholders: from
customers as gas prices are constantly rising, from car
manufacturers to address customer, market, and
environmental demands, and also from electric energy utilities
for integrating them into smart electric grids. While in the first
step, the emphasis is placed on electric vehicles as energy
consumers, using their battery for storing energy and feeding it
back to the energy network will be the consequent next step.
Batteries of electric vehicles will realize a distributed energy
electric storage for stabilizing the electric power grid. Thus the
electric vehicle will participate as a mobile energy node within
the smart grid having two types of interfaces, one for
electricity and one for data communication for charging and
feedback control, information exchange, and for billing. Since
IT security in the smart grid is already considered as a major
point to be addressed, the enhancement of the smart grid with
electric mobility has to address IT security as well. This article
describes example interactions of electric vehicles with the
charging infrastructure and it shows which security
requirements have to be fulfilled in important use cases.
Moreover, security considerations of current standardization
activities in ISO/IEC and SAE are described.

Keywords—eMobility security; Smart Grid security; charging
infrastructure; IEC 61851; IEC 15118

l. INTRODUCTION

The Smart Grid can be roughly characterized as a
combination of two infrastructures, the electrical grid
carrying the energy, and the information infrastructure used
to supervise and control the electrical grid operation. The
importance of information security for the power systems
communication infrastructure has increased tremendously
over the last couple of years. Until recently, automation has
mainly targeted the transmission network to address the
multilateral exchange of energy from different providers.
With the advent of decentralized energy resources like wind
parks and solar cells and their interaction with the electric
grid there is a higher demand for automation in the
distribution network. These energy resources show a high
fluctuation depending on the environmental conditions and
also go along with the possibility to influence energy
demand. This will require supporting demand response
services. The introduction of electric vehicles as flexible
load, and in the future potentially as decentralized energy
resource (power feedback), emphasizes this development
(see also [1]).

Fully integrated energy sources
including renewables, biomass, etc.
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Figure 1. Potential Smart Grid Scenarios.

Figure 1 shows a high level view on typical smart grid
scenarios, also targeting the integration of electric vehicles.
The four center domains shown are the typical domains, used
to describe a smart grid:

- (Bulk) Energy Generation is the process of converting
non-electrical energy into electricity, and is the first step
in the process of delivering power to consumers. Besides
classical energy generation like coal- or gas-fired power
plants or nuclear power plants, decentralized energy
generation using photovoltaic, block heat and power
plants, or windmills are getting more and more integrated
into the power grid for bulk energy generation.

- Power Transmission is the bulk transfer of electric
power to substations. A power transmission network
connects power plants generating electrical energy with
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substations and typically works on high voltage level

(e.g., 380 kV).

- Energy Distribution: Substations distribute the electrical
energy further down to industrial, commercial, or
residential consumers in the range of medium voltage
(typically covers the range between 20kV to 100kV).
Substations provide the transition to the low voltage area
(typically around 400V). The energy distribution level is
likely to provide connection points for vehicle charging,
especially, when high power AC or DC charging spots
are used.

- Customer: The customer role as consumers of electric
energy was typically the endpoint for the energy transfer.
Within the Smart Grid, this role may change due to the
option to move from pure consumption of energy to
producing and storing energy in residential areas. Then
the customer would become a so-called prosumer. As
visible in Figure 1, electric vehicles may connect to the
customer or the distribution domain.

There exists further Smart Grid domains like operation
and service of the four domains stated above as well as the
market, which enables the interaction between energy
generators an energy consumers. The number of electric
vehicles as bicycles, motorcycles, and cars is expected to
increase significantly. Electric vehicles will be connected
with the Smart Grid for charging or even for power
feedback. Typically, they connect to the Smart Grid through
charging stations or charging points. Charging points in
public or corporate places provide the possibility for high
power AC or DC charging. Other connection points may be
provided by combined service stations, e.g., for parking lots
or common home power plugs in residential areas. Closely
linked with the pure flow of energy is the management and
control of the energy demand for charging electric vehicles.
It allows matching the energy demand for the charging
process with the energy available at the specific location
within the energy grid. A defined part of the vehicle battery’s
capacity can also be used as energy storage to stabilize the
energy grid when needed by feeding back energy from the
vehicle to the electrical grid. Besides the control of energy
flow there may be a second communication channel for the
billing for consumed or provided energy.

The charging infrastructure as a part of the critical
infrastructure Smart Grid requires integrated protection
against unintentional and intentional attacks. Safety and IT
security measures, which are already being part of the Smart
Grid core (e.g., defined as standard or realized in proprietary
deployments), need to be enhanced to cover also the Smart
Grid access infrastructure. This Smart Grid access
infrastructure is provided for electric vehicles through the
charging infrastructure. While current deployments do not
feature an information exchange between the electric vehicle
and the charging infrastructure beside a minimum local
control of the charging process through pilot signals,
upcoming standards and proposed scenarios provide feature
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rich communication options. The Smart Grid communication
and control network of an energy utility is increasingly
opened to various nodes not being under control of any
energy network operator and thereby exposed to attacks.

Highly dependable management and operations of the
information infrastructure are prerequisites for a highly
reliable energy network as the power system increasingly
relies on the availability of the information infrastructure.
Therefore, the information infrastructure must be operated
according to the same level of reliability as required for the
stability of the power system infrastructure to prevent any
type of outage. Especially consumers and utility companies
can both benefit from managing this intelligently, and
standards anticipating the new environment are emerging
from many directions (see [2]). The immediately apparent
security needs target the prevention of financial fraud and
ensure the reliable operation of the power grid. Both are
complex objectives. But surely all of the security
ramifications of the charging infrastructure have not been
discovered yet. Especially the interaction between new
market participants and value added services is currently
under investigation. In any case, ensuring privacy, safety,
and assuring that the charging service is operating correctly
are basic objectives to derive related IT security
requirements. Hence, integrated information security is a
central part of the charging infrastructure.

The remainder of this paper is structured as follows:
Section Il describes use cases around the electric vehicle
charging infrastructure. Section Il discusses information
assets derived from the use cases, threats to these assets and
also defines first security requirements. Section IV gives an
overview about the security standardization for the vehicle to
grid interface, while Section V concludes the document.

Il.  Use CASEs

The electrical vehicle charging infrastructure consists of
a combination of power services for electric vehicles and
value-added services based on the information and
communication infrastructure as illustrated in Figure 2.

One main goal of this information and communication
infrastructure is to offer customers a choice of service
options beneficial to all three, the utility company, the
mobility operator as power (service) provider, and the
customer. The utility can operate most efficiently when
energy demand is fairly constant over time. Price incentives
can be offered towards those customers having a flexible
vehicle charging schedule with the objective to smooth out
energy demand variations. This requires the analysis and
consideration of several variables, e.g., schedule, equipment,
location, payment options, and additional services.

The variety of peers in a charging infrastructure as
depicted in Figure 2 shows the complexity, but also the
manifold of possibilities for optimized service offerings.

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

58



OEM

Remote Service Relay
Value Added Services
Initial Security Parameter

Certification
CRL Handling

Battery Exchange Station

Charge Spot

]
1
1

i
Electric Vehicle
\

Charge Monitoring & Metering
Charge Profile Negotiation
Authentication

Data Accumulation
Charge Profile Negotiation B

Charge Monitoring & Metering

Remote Control Service
Remote Media Access

Energy Provider

Grid Status Monitoring
Demand Response

Certificate Authority

... Grid Operator

Grid Status Monitoring
Profile Negotiation

International Journal on Advances in Internet Technology, vol 6 no 1 & 2, year 2013, http.//www.iariajournals.org/internet_technology/

Billing & Payment
Clearinghouse
Vehicle Service

Payment
Authorization

Remote Service 48
Service
Management

Maobility Operator

&
Charge Monitor
Remote Control
Media Access
Payment

Contract Negotiation
Customer Monitoring

Figure 2. Communication among Actors of an Electric VVehicle Charging Infrastructure.

While not shown in Figure 2, there are different protocol
frameworks being used for the communication between the
different participants in the scenario.

The following list provides a short overview of potential
protocol candidates:

» ISO/IEC 15118 — Communication between electric

vehicle and charging spot (cf. [6], [7], and [8])

» |EC 61850 — Communication between charging spot
and energy provider (cf. [11])

« OCPP (Open Charge Point Protocol) for the
communication between charging spot and mobility
operator. Note, as OCPP is not yet a standardized
protocol per se, work is currently ongoing to define
an infrastrucutre related protocol. It is likely, that this
will enhance the exisiting IEC 61850 protocol series.

* OCSP (Online Certificate Status Protocol) between
charging spot (or mobility operator) and certification
authority.

Further protocols exist, which are not stated here,
allowing user interaction with the electric vehicle or the
charging infrastructure as well as protocols for the
provisioning of value added services. Value added services
may be for instance the firmware update of the infotainment
system during charging.

The following subsections provide an overview on
potential use cases surrounding the charging infrastructure.
Each subsection provides potential realization options for the
considered use case. Note that the use case discussion stems

mainly from standardization work currently done in 1SO
(International Standardization Organization), IEC
(International  Electrotechnical Comission), and SAE
(Society of Automotive Engineers). but the use cases show
the potential of a Smart Grid charging infrastructure to be a
flexible platform to realize a variety of known and upcoming
service offerings.

A. Control of the Electric Vehicle Charging Environment

Connecting electric  vehicles with the charging
infrastructure provides flexible control of the charging
process through enhanced communication between electric
vehicle, charging spot, and the energy provider in the
backend, e.g., to adapt the charging to the current energy
provisioning situation. It also covers scenarios with limited
control of the charging operation through the charging spot
or backend. Charging in these scenarios may be controlled
completely by the electric vehicle to the limits set by the
environment. This is typically the case for AC (alternating
current) charging, while in DC (direct current) charging
control is being performed by the charging spot.

B. Connecting to the Charging Infrastructure

Connecting a vehicle to the charging infrastructure may
use a portable cord set to be provided by either the electric
vehicle owner or the charge spot operator. This cord set and
the connectors may be different depending whether charging
is being done using AC or DC, or depending on the country.
An alternative is provided through wireless (inductive)
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charging avoiding any power cord to the car. Special
consideration of the physical charging environment is
necessary here, to ensure safe operation.

C. Billing and Payment for Charging Service

Billing and payment for consumed energy or value added
services can be performed through various options:

- At the charging spot, including money, prepaid, credit
cards, combination with parking ticket, etc.

- From within the vehicle (e.g., via a contract-related
credential stored within the car). This option includes
identification of the electric vehicle as well as charging
contract verification.

Besides the direct customer interaction, there is also the
interaction with clearinghouses that settle accounts between
different energy providers. These become necessary when
using contract based payment from within a car at a charging
spot belonging to a different mobility provider.

D. Negotiated Incentive Rate Plan

Negotiating incentive rate plans may depend on, e.g., the
contract between the customer and the mobility provider.
Thus different realization options may be:

- Time of use (TOU): The utility provides a price
incentive to charge a vehicle at times of lower demand
typically based on time of day, day of week, and season
of year. Prices are set ahead of time, in an attempt to shift
load towards a more favorable time of day.

- Direct load or price control through utility: The
customer receives a price incentive to give the utility
direct control over the charging process. Normally, the
customer is given a fixed, reduced price, and the utility
has the option to interrupt or delay charging at critical
times.

- Dynamic tariffs: This is a variation of time of use
sometimes called real-time pricing (RTP). Price
schedules vary more frequently, usually daily. Once
delivered, the prices are firm and the customer, not the
utility, controls the load.

- Critical peak pricing (CPP): This is another variation
on time of use, in which the utility retains the right to
override the price schedule with higher prices on a
limited number of days having particularly high demand
or other unusual events.

- Optimized charging: The customer gives the utility
control of the charging load in turn for a price incentive.
The utility may, at critical times, reduce or interrupt
charging, based in part on the state of charge of the
vehicle.

E. Charging Location

The charging location may vary effecting potentially also
the provided service and payment options:

- Charging in private environments like the wvehicle
owner’s home or another’s home within the same
utility’s service area or another’s home within a different
utility’s service area. The charging location may not be
directly connected with the charging infrastructure in
terms of dynamic charging control. Hence, certain
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options for tariffs or value added services may not always
be available.

- Charging at public charge spot can also be distinguished
based on the contractual relation of the vehicle owner to
the charging spot operator or mobility operator like:
charging spot belonging to the same utility as customer
contracted, different utility (comparable to “roaming”) or
charging without a contractual relationship (payment
based on money, pre-paid card, credit card, etc.).

- Fleet operator premises may not require a contractual
relationship per vehicle directly. They may be based on
the fleet operator, providing an energy “flat rate”. Control
of the charging process may be distinguished as
described above.

F. Value Added Services

Connecting the vehicle with a charging spot featuring a
communication interface provides the opportunity to
leverage this communication connection also for value added
services. Examples comprise:

- Software updates for Engine Control Unit (ECU) or
infotainment systems

- Remote diagnosis and maintenance

- Multimedia service during charging

G. Electricity Feedback

While in the first place charging is the main service
provided for electric vehicles, it is also envisioned to use
electric vehicles as dynamic energy storage. The electric
vehicle could feed back energy into the Smart Grid upon
request. Here, a distinction of the use cases can be done in a
similar way as for charging:

- Based on the feedback locations, e.g., for integration
within micro grids, to increase their independence from
the main grid allowing the local usage of stored energy.

- Based on a local feedback plan, where the customer
configures, e.g., a certain amount of energy, which is
required as minimum capacity of the vehicle battery.

- Based on backend scheduling / needs.

These use cases show a variety of different services for
the electric vehicle charging infrastructure. They illustrate
how valuable the transmitted information is for the
availability and reliable operation of the services, but also for
the safety and privacy of the end user.

I1l.  INFORMATION ASSETS, POTENTIAL THREATS, AND
DERIVED SECURITY REQUIREMENTS

As just shown in the previous section, various use cases
exist in which different peers exchange information to realize
a dedicated service. Experience with the existing data
communication infrastructure can be leveraged to analyze
the charging infrastructure regarding potential threats as well
as to determine suitable countermeasures. This may
especially comprise security protocols or security
mechanisms, which have been proven effective in the current
communication infrastructures. Examples comprise security
protocols like TLS (Transport Layer Security [4]) and digital
signatures.
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A. Information Assets in Charging-Related Communication

The information transported over the different
connections is the asset that may motivate attacks against the
charging infrastructure. The following table summarizes
important information assets and their criticality for the
system. The majority of these information assets are
expected to be transmitted especially over the vehicle-to-grid
interface.

TABLE I. INFORMATION ASSETS IN THE ELECTRIC VEHICLE

CHARGING INFRASTRUCTURE

Tl Tieia Description, potential content Secu.rlty
asset relation

Customer ID Customer name, vehicle identification Affects
and location number, charging location, and customer
data charging schedule privacy
Meter readings that allow calculation Affects system
of the quantity of electricity consumed control and
Meter Data or supplied over a time period. These billing
are generated by the charge spot and
may be validated by the vehicle.
Actions requested by one component Affects system
Control of other components via control stability and
Commands commands. These may also include reliability and
inquiries, alarms, or Notifications. also safety
Configuration data (system operational  Affects system
settings and security credentials, also stability and
Configuration  thresholds for alarms, task schedules, reliability and
Data policies, grouping information, etc.) also safety
influence the behavior of a component
and may need to be updated remotely.
Time is used in records sent to other Affects system
entities. Phasor measurement directly control
Time, Clock relates to system control actions. (stability and
Setting Moreover, time is also needed to use reliability and
tariff information optimally. It may also also safety)
be used in certain security protocols. and billing
Determination whether a Affects system
/NEEESS communi_cation peer is entitled to send cont_rpl system
Control and receive commands_and dgta. sta‘blll_ty,
policies Such_pollmes may consist of lists of reliability, and
permitted communication partners, also safety
their credentials, and their roles.
Software packages installed in Affects system
components may be updated stability and
Firmware, remotely. Updates may be provided by  reliability and
Software, the utility (e.g., for charge spot also safety
and Drivers firmware), the car manufacturer, or
another OEM. Their correctness is
critical for the system reliability.
Utilities or other energy providers may Affects
Tariff Data infqrm consumers of new or temporary  customer
tariffs as a basis for purchase privacy and
decisions. competition

B. Potential Threats

Some example threats are described in the following to
illustrate the need to integrate security measures into the
charging infrastructure right from the beginning. The
described threats focus on the specifics of electric vehicle
charging and connected communication.
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1) Eavesdropping / Interception

Eavesdropping is a passive attack to intercept
information, which may compromise privacy or be used to
gain more information for additional, active attacks.
Eavesdropping requires the adversary to have either physical
or logical access to the communication connection. Both the
link to the vehicle and to the backend may be intercepted
(Figure 3).

T
' Home Gateway or
B ‘. Backend Services
N Billing, etc.)

Electric Vehicle Charging Spot

Figure 3. Potential Locations for Eavesdropping.

Communication with the charging spot in general can be
done using different technologies, like Wireless or Powerline
Communication (PLC). Common to these technologies is
that the radiation of the communication transfer (through the
frequency used) is high enough that it is sufficient for an
adversary to be in closer vicinity to the communication
instead of having direct physical access. Missing security
measures will enable an adversary to eavesdrop the
communication. As shown above, charging related
communication may include a variety of information being
valuable for an attacker like tariff information, charging
status information, or billing relevant information.

2) Man-in-the-Middle Attack

An attacker may intercept communication on the
interface between the vehicle and the charging point and
modify this information. An example may be tariff options
provided by the mobility operator and send via the charging
spot to the vehicle. This may be accomplished in the easiest
case through a modified charging cable.

Another example is the usage of a faked charge spot as
depicted in Figure 4: A potential adversary may use its own
(faked) charging spot to which honest customer connect. The
adversary’s charge spot is connected to an official charge
spot and only routes the communication between the honest
customer and the original charge spot. The adversary can
then consume the charging energy partially, so that the
honest customer receives only a fraction of her purchased
energy, but pays for the complete consumption by her
vehicle plus the adversary’s vehicle.

pays all faked charging spot
offers service
NS
Electric A
Vehicle

p
~ Control and Billing
Infrastructure

charges for free  OEM charging spot

Figure 4. Man-in-the-Middle Attack to steal Energy.
Interesting in this attack is that the adversary actually

performs the manipulation on the energy provisioning path
and not on the communication path. The latter one is
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untouched. This attack shows the need for connecting the
flow of energy to the flow of information.
3) Transaction Falsifying or Repudiation

The customer himself may intentionally or
unintentionally claim to have received less energy than stated
on the billing record. Likewise, the utility may claim to have
delivered more energy to the customer.

4) Attack network from within vehicle (and vice versa)

If the electric vehicle is connected to the charging
infrastructure, e.g., using a value added service, an adversary
(software) may inject or modify application-level traffic
intentionally (as an attack) or unintentionally (faulty
software component, malware).

5) Tampered or substituted component

A customer may manipulate a component trusted by the
utility to provide accurate billing or control information. This
affects both components in the charging spot and within the
electric vehicle. Examples are pirated or faked replacement
parts.

C. First Set of Security Requirements

Basic security requirements of the electric vehicle
charging infrastructure have to be addressed. They target the
availability and reliable energy provisioning. Moreover, they
aim to limit attack effect (geographical and functional),
enforce authorized control actions on the smart grid, and
correct billing of energy transactions between involved peers
(customer, charging spot operator, market, utility).

Based on the stated information assets and depicted
threats, the basic security requirements can be addressed
more specifically by requiring dedicated cryptographic
measures as there are:

- Mutual authentication of end-to-end communicating
entities. The authentication may be performed on
different layers of the OSI reference model, e.g., on
transport layer and on application layer. This is especially
useful, if the peer to authenticate against is either a local
communication peer or a backend peer, depending on the
online state of the charging spot. Hence, end-to-end
authentication strongly relates to the related OSI layer
and its terminating end points.
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- Non-repudiation of billing and tariff information to
ensure secure transactions and the connected payment
process.

- Protected communication between the electric vehicle
and the charging spot, the electric vehicle and backend
services, the charging spot and backend services,
between backend services.

- Privacy preserving communication between the electric
vehicle, the charging spot, and the backend

- Authorization, especially for control of the charging.

- Integrity-protected, authenticated and  authorized
software updates to avoid malfunctions through software
from unauthorized sources

- Logging of security relevant events to enable auditability
of the system.

- Security failure and exception handling, to support
system reliability, also in case of security breaches.

- In general confidentiality and integrity of sensitive data.

- Support of a secured key management to support all of
the requirements above.

These security requirements typically lead to technical
and organizational security measures. Hence, to ensure a
thorough security approach supporting the interaction of
different peers using equipment from different vendors,
standardization of an appropriate security approach as part of
the overall system approach is necessary.

IV. STANDARDIZATION LANDSCAPE FOR THE
CONNECTION TO THE CHARGING INFRASTRUCTURE

This section details the standardization activities focusing

on the communication interface between the electric vehicle
and the charging spot, but further connections to the backend
are also considered. The main focus is placed on
standardization activities from the ISO/IEC. An overview
about related SAE activities is given as well.
As shown in Figure 5, standardization activities of ISO/IEC
and SAE can be divided into four categories: charging
connector, charging communication, charging topology, and
safety. The following table summarizes more information
about relevant standards.

Charging Topology

Charging Communication

1ISO 15118
ISO 61851-24

IEC 61851-1/21/22/23/24
IEC 61439-5

Charging-Connector

i IEC 62196-1/2/3
: SAE J1772

SAE J2847
ISO 61850 SAE J2836

\ i Safety

IEC 61140

IEC 62040

IEC 60529

IEC 60364-7-722
1SO 6469-3

SAE J1766

SAE J2293-2% 0

Figure 5. Communication Standards for the Electric Vehicle Charging Infrastructure [1].
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TABLE II. COMMUNICATION STANDARDS AND THEIR SCOPE
FOR THE ELECTRIC VEHICLE CHARGING INFRASTRUCTURE

IEC Charging Plugs, socket-outlets, vehicle couplers
62196 Connector and vehicle inlets — Conductive charging
SAE Charging Electric Vehicle Conductive Charge
J1772 Connector Coupler
ISO Charging Road vehicles - Communication protocol
15118 Communication  between electric vehicle and grid
SAE Charging Energy Transfer System for Electric
J2293 Communication  Vehicles
Use Cases for Communication between
SAE Charging Plug-in Vehicles and the Utility Grid (-1),
J2836 Communication ~ Supply Equipment (EVSE) (-2), Utility Grid
for Reverse Power Flow (-3)
Communication between Plug-in Vehicles
SAE Charging and the Utility Grid (-1), Supply Equipment
2847 Communication  (EVSE) (-2), Utility Grid for Reverse
Power Flow (-3)
IEC Power Systems  Communication networks and systems in
61850 Communication  substations
IEC Charging Electric vehicle conductive charging
61851 Topology system
IEC Charging Low-voltage switchgear and control gear
61439 Topology assemblies

The following sections describe ISO/IEC activities
related to charging communication and their IT-security
considerations. This overview shows the increasing
consideration of IT security requirements in the definition of
evolving charging communication protocols. This is
especially the case for new protocols like ISO/IEC 15118
targeting the communication for charging control and value
added services between electric vehicles and charging spots.

A. Simple Communication EV/EVSE — IEC 61851

IEC 61851 (cf. [12][11]) defines a conductive charging
system and was standardized in 2001. The standard
addresses equipment for charging electric road vehicles at
standard AC supply voltages (as per IEC 60038) up to 690 V
and at DC voltages up to 1000 V, and for providing electrical
power for any additional services on the vehicle if required
when connected to the supply network. The standard
comprises different parts addressing specific charging
options:

- IEC 61851-1: Electric vehicle conductive charging
system — General requirements
- IEC 61851-21: Electric ~ vehicle  conductive

charging system - Electric vehicle requirements for
conductive connection to an A.C./D.C. supply

- |EC 61851-22: Electric  vehicle  conductive
charging system - A.C. electric vehicle charging station

- |EC 61851-23: Electric ~ vehicle  conductive
charging system - D.C electric vehicle charging station

- |EC 61851-24 Electric  vehicle conductive charging
system - Control communication protocol between off-
board D.C. charger and electric vehicle
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IEC 61851 targets four different charging modes:

- Mode 1 (AC): slow charging from a standard household-
type socket-outlet

- Mode 2 (AC): slow charging from a standard household-
type socket-outlet with in-cable protection device

- Mode 3 (AC): slow or fast charging using a specific EV
socket-outlet and plug with control and protection
function permanently installed

- Mode 4 (DC): fast charging using an external charger

The communication between the vehicle and the
charging spot depends on the mode applied. There is no data
communication in Mode 1 and Mode 2. In Mode 3 only the
control pilot communication exists, while in Mode 4
additional communication functions are available to allow
battery management. Common to all modes is that IT-
security is not provided. Therefore, there is no protection
against any threats discussed in section 111.B. Nevertheless,
for the wvehicle integration into a smart-grid-connected
charging infrastructure, (secure) communication is required
for tariff exchange, billing, optimization of charge cost and
grid load, value added services, etc. To support these
functions in the future, ISO/IEC 15118 is currently being
specified addressing these communications needs, including
an integrated security concept (see next section).

B. Enhanced Communication EV/EVSE — ISO/IEC 15118

ISO/IEC 15118 is being standardized in an ISO/IEC joint
working group. Its main focus is the interface between an
electric vehicle and a charging spot interface.
Communication with the backend infrastructure is not
directly targeted. The specification is split into different
parts, which are all still work in progress:

- 1SO 15118-1: General information and

definition [6]

- 1SO 15118-2: Technical protocol description and Open

Systems Interconnections (OSI) layer requirements [7]

- 1SO 15118-3: Physical layer and Data Link layer

requirements [8]

Security is integral part of the standard and has been
considered right from the beginning of the design phase.
ISO/IEC 15118-1 contains a security analysis, which
investigates in specific threats, which are partly stated in
section Il above. This security analysis is the base for the
security requirements and resulting security measures
targeting the specified use cases.

The security measures defined in ISO/IEC 15118-2 build
upon existing standards as far as possible. The access media
for AC and DC charging will be power line communication
in the first step. Support of inductive charging will most
likely use wireless communication. As both feature different
OSI layer 1 and 2, security measures have been placed on
higher layers, to allow an independent solution. Besides the
AC and DC profiles, charging options also exists regarding
the authentication means. In general, authentication can be
performed at the charging spot (External Authentication
Means — EAM) or from within the car (plug&charge, or
PnC).

use-case
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as well as the communication partner IDs.

ommunication (may be a temporary or a permanent

Figure 6.

While in the first case the user typically may pay directly
at the charging spot using either coins or credit cards.
Alternatively, authentication can also be done using Near
Field Communication (NFC), e.g., an RFID tag (Radio
Frequency IDentification) or a mobile phone featuring a
NFC interface. In case of PnC, the EV features a security
credential allowing it to authenticate itself. While this
security credential is typically applied to authenticate
towards the charging infrastructure, it may also be used to
identify stolen vehicles while charging.

As shown in Figure 6, ISO/IEC 15118-2 applies TCP/IP
for the communication between the vehicle and the charging
spot. Consequently, security is applied on transport layer

In special use ¢ases the TLS connection to the backend may not be:

v
TLS protected

Information Exchange for Electric VVehicle Charging.

using TLS (cf. [4]) ensuring a protected channel between
both. Since ISO/IEC 15118 targets the communication
between the vehicle and the charging spot, this might be
sufficient at the first glimpse. But security measures on
application layer have also been defined applying XML
security (digital signatures and encryption).

Application layer security became necessary, as the
communication also targets billing and payment relevant
information, which are exchanged with the backend in
contract based payment scenarios. Moreover, to enable
contract based payments, the vehicles need authentication
means.
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To enable secure communication with the backend, the
electric vehicle possesses a digital vehicle certificate and a
corresponding private key. Here, X.509 certificates [9] are
being applied. These security measures go beyond the
communication hop between the electric vehicle and the
charging spot. The direct data interaction of the electric
vehicle with the backend is shown in Figure 6 in the
charging cycle loop. Here, charging spot meter readings are
signed by the vehicle and forwarded by the charging spot to
the backend. They build the base for the billing process later
on. Note that the general data exchange in Figure 6 has been
simplified and mainly security related exchanges are shown.

The proposed security solution takes the connection state
of a charging spot into account to support charging spots that
have very limited or even no online connectivity. In general,
the charging spot is assumed to be online at least once a day.
This online period may coincide with the charging period of
an electric vehicle. Therefore, explicit precautions have to be
given to the exchanged data, especially, if the backend
depends on these.

To enable secure transmission of data from the backend
to the wvehicle (e.g., updates of credential or of tariff
information), a secret needs to be established between the
vehicle and the backend allowing an end-to-end encrypted
transfer. The vehicle certificate is an ECDSA certificate,
where the public key can be considered as static Diffie-
Hellman parameters to enable an easy setup of a session
based encryption key with a communication peer. Only the
backend needs to generate fresh per-session Diffie-Hellman
parameters that are used to calculate a fresh Diffie-Hellman
secret, which can then be used as session secret. This has the
advantage, that the backend can pre-calculate session keys
for vehicle communication, once the vehicle’s certificate is
known at the backend. This approach is known from many of
today’s web server applications, which use the same
technique.

For the normal operation the vehicle certificate will be a
contract-based credential. Thus the backend already
possesses the certificate information, once the customer
enrolled for a contract. For setup operation, the vehicle may

Charging Spot

Electric Vehicle
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possess an OEM credential installed during manufacturing of
the car and used for bootstrapping the contact based
credential. Notably, the used security mechanisms target
elliptic curve cryptography (ECC) for authentication (during
key management phases) and for digital signatures. The
digital signature standard ECDSA based on ECC provide
comparable security to RSA but uses significantly shorter
cryptographic key sizes. As the certificates support ECDSA,
the Diffie-Hellman key agreement is performed in its elliptic
curve variant ECDH. Moreover, elliptic curves can be
implemented efficiently in hardware. As ISO/IEC 15118
targets especially electronic control units (ECU) in vehicles
and charging sports, memory and calculation constraints are
evident and pose further implementation requirements.

The call flow as depicted in Figure 6 is based on the
application of unilaterally authenticated TLS, where the
electric vehicle implements the client part. Hence, the client
is required to check the certificate validity including the
issuer. The standard ISO/IEC 15118 requires vehicles to
store only a fixed, limited number of root certificates to
enable issuer verification. Moreover, it also restricts the
number of supported intermediate certification authorities.
Besides the validity and issuer, the client also needs to check
the certificate revocation status.

One option to avoid the handling of certificate revocation
lists is the usage of short term certificates from the server
side. Another option is the provisioning of the revocation
state by the server itself, e.g., by attaching a fresh Online
Certificate Status Protocol (OCSP) response to the certificate
during the authentication phase. To keep a balance regarding
the implementation and operational effort, the current
ISO/IEC 15118 proposal features both, short term certificates
for the server side certificates and OCSP responses for
intermediate CAs.

As said before, all of the security functionality in
ISO/IEC 15118 builds on X.509 certificates and
corresponding private keys. Hence, an infrastructure is
necessary to manage this key material. It has to be noted, that
there are different trust relations for the application and
utilization of the key material.

Energy Provider with Control and Billing
Functionality, Clearinghouse, Charge
Spot Provider

C
8 authentication, transport protection TLS Security
|_
C
5 < e.g., contract related data, meter reading, tariffs, etc. >
8
S | contract authentication > contract authentication
<L XML Security

Figure 7.

Information Exchange for Electric VVehicle Charging.
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As shown in Figure 7 for the transport connection the
trust relation exists between the electric vehicle and the
charging sport. On application layer there are some
messages, which are bound to the communication between
the same peers. This applies for instances to the
acknowledgement of cyclic meter readings through the
electric vehicle by applying a digital signature.

Nevertheless, to get this security on an operational level,
electric vehicle and charging spot, both have to get at least
the X.509 certificates from a 3 party. At least, as the
generation of public key pairs may be either directly at the
component or at the 3" party. The 3" party for issuing the
certificates may be different. While the electric vehicle will
get its contract certificates from a mobility operator, the
charging spot will be equipped with a certificate also from
potentially another mobility operator. Having different
mobility operators relates to the typical situation of having
different energy providers depending on the geographic area.

Figure 8 provides an overview of the certificates used by
the different actors. Note that this figure reflects the current
draft status of ISO/IEC 15118-2. Especially the certification
path of the contract certificate may allow also other root
certificates as the V2G Root CA in the future. On the vehicle
site, the OEM is expected to provide an initial certificate
during manufacturing. This certificate is used to enable the
secure bootstrapping of operational credentials through the
mobility operator. The mobility operator will issue contract
based certificates, if the electric vehicle is going to
participate in plug&charge scenarios, which allow the

V2G 2 Sub CAmay need to
support up to 10 own certificates
to cope withthe lifetime
requirement ofthe root CA

V2G 2™ Sub CA
(e.g., EVSE Operator)

Issues CA Certificate

for V2G 2nd Sub CA
V2G 15t Sub CA may need to -
supportup to 10 own certificates
to cope with the lifetime
requirementoftheroot CA

,’/ Issues OCSP
/ Responseatleast
! onceamonth
'
Issues CA Certificate !
for V2G 1tSub CA

Queries CRL,
e.g.,onceaday/’

A
V2G Root GA, validity
max 40, min 35 years

Issues EVSE Certificate, Provides
OCSP Response for2m Sub CA, B 4
atleastonceamonth -
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payment directly out of the vehicle, without additional
identification and authentication at the charging spot. On the
infrastructure side, the charging spot needs to possess a
certificate and a corresponding private key. The certificate is
also issued by the mobility operator, which is not necessarily
the same as for the electric vehicle (the mobility operator
issuing the contract certificates may be different in roaming
scenarios). As the charging spot may be offline during
charging and the electric vehicle may not have another
communication path to the backend, certificate revocation
needs to be addressed in some way. The one depicted in
Figure 8 uses short term certificates for the charging spot.
Another option is the utilization of multiple OCSP stapling.
This approach avoids the handling of short term certificates
as an OCSP for both, the charging spot certificated and the
issuing sub certification authority certificate can be
transmitted to the vehicle.

As described above, digital certificates for the charging spot,
and, depending on the use case, also for the electric vehicle,
are the basis for protecting the charging control
communication. Common to all components for charging
control is that the certification path of the certificates applied
has a common set of (at east) five root certificates. Five root
certificates have been agreed on to address the memory
restrictions within an electric vehicle. To enable a smooth
operation a dedicated credential management infrastructure
(Public Key Infrastructure — PKI, cf. also [9]) handling the
initial provisioning, but also the revocation and update of
certificates and cryptographic keys is required.

EVSE may need to support
up to 10 own certificates to
copewiththe lifetime
requirement ofthe root CA

Y\ Verification of EV
| certificate using V2G
~ RootCA

Authentication of EVSE Authentication of EV using
using short term certifical contract certificate on
and OCSPresponseon 1 applicationlayer
transportlayer, certificate !
selection indicated by EV

&

66

Issues Contract Certificate if i
i Plug&Charge s provisioning Verification of EVSE
}2? L\J/eZSGCZAndCSTEﬁCC:te ~~~~~~~~~ secured with OEM credential ____.--- » certificate an d OCSP
A T e N response using V2G
v h 4 RootCA

V2G 2™ Sub CA i BV
(e.g., Mobility Operator)

Fetches V2G .
Root Certificate

Provisioning of OEM specific credential
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- Contract Certificates during operation
OEM CA

Figure 8. Credential Handling according to current state of ISO/IEC 15118 (DIS), cf. [7].

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



As ISO/IEC 15118 is in the process of getting finalized,
it is expected that the application of certificates will be
further optimized to address security on one hand and
operation and maintainability on the other.

With the proposed mechanisms ISO/IEC 15118
addresses most of the threats depicted in section Il B, with
the focus of the interface between EV and EVSE. What is
not addressed is the detection tampered of falsified
components, which would support the system integrity
monitoring. Also, authentication of the EV is only performed
in the PnC use cases, which still leaves some possibilities for
attacks from rogue EVs.

V. CONCLUSION

The focus of this paper has been the discussion of
security requirements and solution approaches for the
interface between an electric vehicle and a charging spot.
Especially the standard ISO/IEC 15118 was in focus here
addressing a variety of use cases while considering security
right from the beginning. Nevertheless, to enable online
control of the charging operation and also value added
services, at least the charging spot needs to be connected to
the Smart Grid core.

One standard, which can be directly applied for the
energy automation communication is IEC 61850 [10],
already applied in substation automation.  This
communication can be protected by security measures
according to IEC62351 [11]. The security in IEC 62351
features similar protection means for TCP/IP based
communication which are based on TLS as well. This eases
the secure interworking between the Smart Grid
communication core and the access via the charging
infrastructure. AIll of these standards employ X.509
certificates. Thus, the key management as enabling
functionality becomes a crucial point. The operational
handling of an infrastructure providing and revocation
information to a multitude of components can be seen as
challenge here.

Another communication protocol to be named in this
context is OCPP (Open Charge Point Protocol, cf. [14]),
which can be used as a protocol between the charging points
and the management station. This protocol uses TCP/IP for
communication and XML for encoding of messages. Hence,
existing security mechanism like TLS and XML security,
which are also being employed to protect ISO/IEC15118 as
described above, can be utilized here too.

Besides pure charging control, there may be also value-
added services provided through the charging spot like
multimedia services, software or firmware updates, remote
diagnosis, and so on. All of these services have to be
protected appropriately. The intrinsic complexity of this
overall Smart Grid vehicle charging system requires a
systematic approach to include required security measures
right from the beginning that can be used and managed
efficiently. It is expected that new use cases will enhance the
existing security requirements and also influence the further
development of communication standards.
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Abstract — In this paper, we present a Web application for
entity ranking. The application accepts as input a query in
natural language and outputs a list of the most relevant entities
according to the query. The system uses Web documents as
data and performs extraction, formatting and ranking of
entities in real time. An experiment is conducted to determine
the most efficient ranking method among eleven alternatives.
The experiment suggests that the total frequency of an entity in
a retrieved set of documents has less to say on the entity's
relevance than the number of retrieved documents it occurs in.
Furthermore, for small retrieved sets such as the top-10,
document rank information seems to play a little role. Four
algorithms are tested for estimating the correct amount of
results in the ranked list and provide a threshold. The best
results are achieved by the maximum entropy algorithm
applied to the distribution of scores provided by a
multiplicative combination of logarithmic entity frequency and
document frequency.

Keywords - Web entity ranking, entity search, information
retrieval, threshold optimization.

l. INTRODUCTION

Search engines answer user queries by returning ordered
lists of documents. In many occasions though, users are not
searching for documents, but for some more specific
information, such as “German female politicians” or “Swiss
Cantons where they speak French”. In this type of queries,
users are looking for an answer consisting of semantically
important units called named entities. The term named
entity is used for anything that has a distinct existence and
can be characterized by a name, so it can refer to people,
companies, products, etc. The need for retrieving named
entities as query answers has led to research for systems that
can identify and return this type of information instead of
whole documents.

Entity ranking is the process of finding and sorting
entities according to their relevance to an information need.
The difference from document retrieval is that it gives direct
answers to a user’s query; therefore, it is an approach for
data oriented search. Another important difference is that
results can come from combining information from multiple
sources instead of a single one.

Different methods have been used, either separately or in
combination, for the purpose of entity ranking. Most of
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Department of Electrical and Computer Engineering
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Xanthi 67100, Greece
avi@ee.duth.gr

them come from the fields of information retrieval (IR) and
natural language processing, especially information
extraction. The problem has been also studied from the
perspective of Semantic Web technologies. Each approach
offers some distinct advantages. Natural language
processing techniques can capture complex relations
between entities but with a computational cost that is often
difficult to scale up to the volume of Web data. Semantic
Web methods rely on ontologies that can also describe
complex relations, but are limited to a predefined number of
them. For the purpose of entity ranking on the Web, an IR
approach is being presented in this paper. IR methods have
been proven by Web search engines to be effective in
dealing with large volumes of data and the heterogeneity of
information found on the Web. They also allow free text
querying and can provide fresh information that is found in
Web documents.

In [1], we presented an application for entity ranking
called ListCreator. Six ranking methods were formulated
and their performance was evaluated. In this extended
version, we perform a systematic and exhaustive analysis of
possible ranking methods based on the same hypotheses and
statistical measures. Therefore, we evaluate eleven ranking
formulae that take into account all measure combinations,
excluding ranking-wise equivalent ones. Furthermore, we
address a serious limitation of this approach and ranking
methods for retrieval in general. While using an effective
ranking method, we expect the relevant results to be ranked
higher than the non-relevant ones, but there is no further
indication for how many are correct. This poses a serious
problem for entity ranking when increasing the number of
source documents. The ranking may get better, but the
number of incorrect results on the lower part of the list also
increases. A way to mitigate this problem is estimating a
threshold in the results list, from which point on, the
relevancy is rapidly degrading. We investigate solutions to
this problem in Section V.

ListCreator can answer user queries for entities of the
three  major categories: persons, locations, and
organizations. The application uses a search engine to obtain
a small collection of Web documents that are related to the
submitted query. The entities found in the documents are
extracted using a named entity recogniser. The ranking is
achieved by statistical information retrieval methods, taking
advantage of the common information among the source
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documents. The results are returned to the user as a ranked
list of all the relevant entities that the application managed
to extract.

The above ranking method is based on two assumptions.
First, that a Web search engine will be able to retrieve
documents that contain the relevant entities. The connection
between the query and the entities will take place using
document retrieval methods. Second, given that the Web is a
collection of documents from independent authors, the
desired information or some part of it will be found on
several different documents. In order to obtain a ranking of
entities according to relevance to the query, we find how
important each entity is for the retrieved collection. The
work on this paper mainly addresses the problem of
measuring this importance with a statistical model.

The system relies on the technologies of Web search and
named entity recognition for acquiring data in order to
perform the ranking. Therefore, it can be used as a front-end
to a commercial Web search engine utilizing its state-of-the-
art search functionality. Our motivation is to build an entity
ranking system that can use effectively the information in
Web documents, and can produce results without relying on
external sources. An online demo of the application can be
found in [2].

The contribution of this paper is threefold. First, we
build an online prototype as proof-of-concept for entity
ranking as a search engine front-end, using IR methods.
Such methods are simple and fast, and therefore suited for
an online application, also scaling well to large amounts of
data. Second, we formulate and experimentally evaluate
several ranking methods that can be used in the particular
system. Third, we evaluate the performance of four
algorithms for threshold estimation.

The rest of this paper is organized as follows. In Section
I1, we review related work. In Section Ill, we give a detailed
description of ListCreator's methods and architecture. In
Section 1V, we describe the different methods for ranking
entities and perform experiments to compare their
effectiveness. The experiments for threshold estimation are
presented in Section V, followed by a discussion in Section
VI. Conclusions are drawn in Section VII, together with
directions for further research and improvements.

Il.  RELATED WORK

Entity ranking has a lot in common with automatic
question answering, where the answer to a query is often a
name or a list of names. Research for question answering
systems took place during the TREC (Text REtrieval
Conference) QA track. A method used for extracting
answers from raw text is checking document snippets that
are relevant to the query, and counting the frequency of each
possible answer [3][4]. As the frequency of a candidate
answer gets higher, so does the probability of it being the
correct one. This approach is similar to ListCreator’s, with
the difference being that it is not a model build to produce a
ranking, but only focuses on the top result, in order to
provide a single answer.

Another related task to entity ranking is expert finding.
For this task, a system has to automatically find an expert
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that meets the criteria determined in a user’s query, so it is
an entity retrieval problem limited to the person category. In
[5], two models for expert finding were formalized. In
Standard Model 1, candidate experts are described with
representative documents and document retrieval methods
are used to obtain the relevance of an expert according to a
query. Standard Model 2 uses documents relevant to the
query as latent variables for calculating the desired
relevance of experts to queries. The documents are retrieved
using standard document retrieval methods and each expert
is assigned a total score that corresponds to the sum of the
scores of all the documents that his name appears in. In [6],
a combination of the two methods is proposed, creating
profiles that incorporate parts of many different documents
according to probability distributions.

IR methods for the purpose of entity ranking were
demonstrated and evaluated during the INEX (INitiative for
the Evaluation of XML retrieval) and TREC entity ranking
tracks. INEX evaluated the performance of many systems
from 2007 to 2009, for entity ranking in Wikipedia in two
tasks [7][8]. For the entity ranking task, the requirement was
retrieving entities that satisfy a topic described in natural
language, while for the list completion task the objective
was creating a list of entities given some examples and a
description. For these tasks, an entity is anything that has a
Wikipedia article dedicated to it. Participating teams used
Wikipedia’s semi structured format, specifically the
categories and the links between articles for determining
entity relations, and the infoboxes for retrieving information
in a machine readable way.

TREC evaluated systems for entity ranking in the Web
from 2009 to 2011 [9][10]. A name was considered to
correspond to an entity, if it had its own Webpage. TREC
runs a related entity search task, where the goal was to
retrieve relevant entities that satisfy conditions related to
another entity, and a list completion task similar to INEX.
Typical approaches used the given entity to determine
relation with candidate entities through co-occurrence
frequency and link analysis. In [11], the structure of HTML
is used to find entities in lists and tables assuming that
entities found in the same format will also belong to same
category, along with specific templates and filtering rules.
In [12], a profile document is constructed from different
parts of the corpus that mention a candidate entity, and then
document retrieval is used for ranking. In [13], a document
language model for estimating the probability of generating
an entity from a query, a supervised and an unsupervised
learning to rank approaches using SVMs are tested. In [14],
Wikipedia was used as an information source for Web entity
ranking, providing descriptive documents, category and link
information.

A typical feature used for entity ranking from document
sources is proximity measures of candidate entities and
query terms. Proximity measures estimate the relevance of
an entity to a query by taking into account the quantity and
distance of query terms to an entity in a predefined window,
aggregated over many documents. In [15], a model for
ranking with proximity measures is built using non-uniform
kernel functions, while in [16] and [17] proximity measures
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are enhanced by patterns that consider the order of the
keywords. In [18], the proximity, profile and voting
methods were integrated in a single probabilistic model
using a Markov Random Field.

A different approach to entity ranking is using
information extraction techniques to construct structured
data from text by extracting facts about entities [19][20].
This requires natural language processing, for example part
of speech tagging, and is typically achieved by machine
learning methods. Since applying machine learning to large
volumes of text has great computational cost, the above
systems constructed a database of relations between entities
offline. The database is then queried for relevant entities by
the user at runtime. An alternative is using data sets of
existing ontologies constructed either manually or
automatically using information extraction to obtain RDF
data like in [21]. The database method adopts a data
retrieval approach for entity ranking, where the system
accepts structured queries in a query language like SPARQL
or more sophisticated extensions like [22], instead of
imprecise free text queries. Recent research addressing the
problem of transforming keyword queries to structured ones
can be found in [23] and [24].

Entity retrieval by keyword queries from datasets of
ontologies was the subject of the Semantic Search
Challenge (2010, 2011) [25][26] and the JIWES 2012 (Joint
International Workshop on Entity-oriented and Semantic
search) [27], where a related entity finding and a list search
task similar to TREC took place. The objective was to rank
entities belonging to the Linked Open Data according to a
free text query. The participants used IR methods
specifically modified for retrieving RDF data. A model for
efficient usage of the structured information presented in a
knowledge base is explored in [28]. Approaches that
combine IR models for keyword search and the structured
information presented in knowledge bases to return a
ranking according to relevance can be found in [29] and
[30].

The database and ontology approaches have currently
certain limitations compared to the IR methods that deal
directly with unstructured data (text). The relations and
attributes defined in an ontology are limited in comparison
to the relations found in documents and can be interesting to
a user. Furthermore, a system relying in a database can only
accept structured queries that impose restrictions to the user.
Finally, a lot of effort is required to keep a database up to
date with recent information, something that an approach
dealing directly with Web documents can easily achieve.

The idea of using statistical evidence from multiple
sources to certify the correctness of results has been used in
the similar tasks of question answering and expert finding.
However, previous work does not investigate suitable
ranking methods to better utilize evidence, instead they
make an arbitrary choice of ranking method without
considering alternatives, e.g., term frequency [3] or
document score aggregation [5]. Research on the document
retrieval task has shown that different ranking methods can
play an important role in the quality of retrieval. In this
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Figure 1. The system's components and dataflow.

paper, we investigate an optimal ranking method for the
entity retrieval task by using a systematic approach. In order
to formulate ranking methods, we make no assumptions
about the underlying distribution of relevancy for entities.
Instead, we begin with two generic hypotheses about use of
language from Web document authors and construct several
ranking algorithms for each one, using different
combinations of statistical measures. We proceed to
measure effectiveness based on empirical evaluation.

I1l.  SYSTEM DESCRIPTION

The data flow that takes place in the system is depicted in
Figure 1. The components for formatting, filtering, grouping
and ranking of entities are all coded in JAVA [31]. The user
Web interface is coded in HTML [32], JavaScript [33], and
PHP [34].

A.  The Application Website

The central Webpage consists of an input form for the
user’s query and gives the option to determine the type of
entity (person, location, organization) that he is searching
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Figure 2. A results page of the application.

for. The default option is “auto”, which corresponds to
automatic recognition of the entity type.

The automatic recognition feature uses a list of about 100
keywords for the location type and about 50 keywords for
the organization type. The collection of keywords is based on
WordNet categories [35]. The system checks for the
appearance of any of those keywords in the submitted query
and if they exist it is assumes the user is searching for the
corresponding entity type. If none of the keywords appear,
the system assumes that the user is searching for persons.

The submission of a query calls the main application and
the output is presented in the results Webpage with the use of
PHP. Each result is linked to a corresponding Wikipedia
page (if it exists), so that the user can get more information.
The results Webpage also gives as references links to the
Web documents where the entities were extracted from. A
results page is presented in Figure 2.

B.  The Search Engine

The search engine is a very important component of the
system since it provides all the data in the form of documents
for extracting and ranking the entities. The application
essentially functions as a front-end in a search engine. In the
current version, the search engine used is the Yahoo! BOSS

API [36]. Google and Bing were also tested with similar
results but Yahoo! was chosen because it combines good
results with an easy to use API.

The user’s query is sent to Yahoo! API without being
changed and the results are returned in JSON (JavaScript
Object Notation) format. The system asks for only the top-N
results. Through some testing we empirically determined that
N=10 retrieves enough information while, at the same time,
keeps the computational cost low enough for a real time
application.

C.  Entity Extraction

In this stage, the system recognizes the entities in the
documents and determines their type. For this purpose, the
Stanford NER (Named Entity Recognizer) is used [37].
Stanford NER is a system for entity extraction from text
coded in JAVA and distributed with GNU general public
license [38] for research and education purposes. The entity
recognition is done with a classifier, an algorithm that
assigns words in specific categories. The categories
supported by the classifier are person, location and
organization.

Classification is a supervised machine learning task. The
algorithm uses hand-annotated text to construct statistical
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rules that can find and determine the category of names in
documents. The Stanford NER classifier [39] is based on the
CRF (Conditional Random Field) probabilistic model [40]
and comes trained on American and British news articles.
The classification process offers some very useful filtering of
the entities. The usage of a NER system was considered
more suitable for unknown data since it identifies entities by
their context in documents, in contrast with a dictionary
based approach. It is limited though in the three general
entity categories.

In order to extract entities from a Web document, the
HTML tags have to be removed. For the HTML parsing the
JSOUP HTML Parser is used [41]. JSOUP is an open source
parser also coded in JAVA that can handle html code with
errors.

D. Formatting and Filtering

Each entity can appear in a document in many different
ways. A person’s name for example can first appear with its
full name and later be referred with just the last name. In
order to achieve a better ranking in the next stage, the system
must recognize which names correspond to the same entity, a
task called coreference resolution, and then assign to all of
them the same canonical name. The results of this stage are
also important for the final presentation since names should
appear with all details and avoid listing the same names more
than once. The processing of names comes in two steps. In
the first step, each entry is formatted and in the second step
the names referring to the same entity are grouped taking in
consideration the whole set of extracted names.

The basic processing of the first step is converting the
names to proper case, i.e., converting the first letter in
uppercase and the rest in lowercase. For organization names
with less than four letters, all of them are converted to
uppercase. Furthermore, the candidate entities are filtered
using an exception list. The exception list consists of about
20 entries that correspond to certain names that are often
misclassified by Stanford NER. These names are popular
Websites (Wikipedia, Facebook, Twitter, etc.) that are
falsely classified as locations and some acronyms like FAQ,
ISBN that are classified as organization. Using this exception
list the results from the extraction stage are improved.
Another exception list used contains all the country names.
This list is checked for search of location type entities
because country names appear in large numbers in
documents about locations and they can have negative
influence on ranking. The list is not used when the user is
searching for country names. The effect of this method is
splitting the location category into two, countries and other
locations, providing a better filtering. The described
exception lists are used solely for the purpose of improving
the entity recognition task. Since Stanford NER is not trained
on Web documents, its accuracy is lower when dealing with
them. Some common mistakes are handled by the first list
we accumulated. An alternative method would be to retrain
the classifier on Web documents. The location entity
category is too broad, and an approach for obtaining finer
grained entities is splitting it into a geopolitical entities
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category and other locations. By using a list of known
countries we take a step towards that direction.

The grouping of entities that happens in the second step
is rule-based and is achieved by comparing each entry with
all others. The system checks if an entry forms part of
another in word level, and then it is substituted by its
complete name. For example, the entries John Kennedy,
Kennedy, John F. Kennedy and John Fitzgerald Kennedy are
all grouped and substituted by the last form. In order to avoid
grouping into names that may be misspelled, or into a
concatenation of two names, the substitution takes place
when an entry appears more than once. The grouping step is
not applied for queries asking for names of countries, cities
and organizations. Country and city names usually do not
appear in different forms, while organization names have lots
of variance to be grouped with simple rules that often lead to
errors.

The above method of grouping gives good results and
greatly improves performance, but in some cases the correct
grouping of entries cannot be determined. Such is the case of
two different candidate entities with the same last name and
an entry containing this last name alone. A possible
improvement could be the usage of a system that
accomplishes coreference resolution utilizing machine
learning, but such an approach would increase computational
cost.

E.  Entity Ranking

The ranking algorithm makes usage of statistical methods
of IR. The input in this stage is 10 lists of candidate entities,
each one corresponding to the names extracted from each
document the search engine provides. The entities are then
ranked according to the formula:

df
score=df > (N +1-r,)
i=1

where i is the document an entity appears in, df is the number
of the top-N documents that mention an entity, N is the total
number of retrieved documents and in the current version is
always equal to 10, r is the rank of the retrieved document
according to the search engine and has a value from 1 to 10.
The formula is based on the Borda Count preferential voting
method, multiplied by the document frequency of the entity.
According to the formula, an entity that appears only in the
first document will get 10 points, if an entity appears on the
first and second document, it will get 10 plus 9 points
multiplied by 2, etc. Entities with higher score are considered
more relevant to the query. This ranking formula was chosen
after the experiment that will be described in the next
section.

IV. EXPERIMENT

The proposed ranking method tries to solve a problem
that resembles the reverse procedure of finding relevant
documents to a query. Instead of searching for documents
relevant to some terms, it utilizes a small collection of
documents (10 in our case) with a common subject and
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TABLE 1. SUMMARY OF RANKING EQUATIONS.
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Frequency Weighting
None Verbosity in-between scope
1 df log(1+f;) fi
None 1 no ranking (1) (3) (2)
Linear df (1) equivalent (4) (6)
Document to (1)
Frequency Logarithmic log(1+df) equivalent equivalent (5) (7)
Weighting to (1) to (1)
rank-based Borda (8) (9) (10) (11)
Count

searches for terms (in this case named entities) that are
important for this collection. The quantities that were
considered useful for the ranking according to the above line
of thinking are:

e The total number of occurrences of each entity in
each document (f;). The higher the frequency of an
entity, the more confidence we have in its
importance for a particular document.

o Document frequency (df), which corresponds to the
number of distinct documents where each entity
occurs. This quantity shows the common
information between documents. Assuming that all
documents are equally relevant to the submitted
query, the names that occur in most documents
would also be the most relevant.

e The rank of documents that an entity appears in,
according to the search engine (r). By taking into
account this quantity the documents are no longer
treated as equally relevant.

There are two opposite hypotheses regarding the
frequency of a term and the importance that it has for a
document [42]. According to the verbosity hypothesis,
multiple occurrences of a term are not really important,
because the document’s author is more verbose: the author
just used more words to express the same meaning.
According to the scope hypothesis though, a document’s
author uses a specific term more times because he has more
information to share on this subject.

Using the above statistical measures and hypotheses we
formulate 11 ranking equations. The measures are used by
itself and in multiplicative combination. We try linear and
sublinear scoring, where for the latter case we use the
logarithmic function as a damping factor. The logarithmic
scoring for entity frequency gives an in-between approach
for the two hypotheses. In all the following formulae, i is
the document, N is the total number of documents and
equals 10, f; is the number of occurrences of an entity in
document i, and df is document frequency.

A.  Frequency-only scoring

Under the verbosity hypothesis an entity will not get extra
credit for appearing more than once in a document so:

df
score= Y 1=df 1)
i=1

The scope hypothesis suggests that each entity appearance
contributes linearly to relevance:

df
score= Y f, = f )

i=1

The logarithmic approach corresponds to an in-between
approach and gives:

df

score = »_log(1+ ;) 3)

i=1

This means that we get diminishing returns on entity
occurrences, so only the first few of them can contribute
significantly to the score.

B. Document Frequency-only scoring

For the document frequency scoring, both the linear (df)
and logarithmic approach (logarithm of df) result in ranking
that is equivalent to that of (1).

C.  Combination of scoring measures

Combining the two measures multiplicatively and
excluding combinations that give equivalent ranking to the
above scoring equations we get:

In-between frequency weighting and linear df:

df
score = Y log(1+ f,)df 4)
i=1
In-between frequency weighting and logarithmic df:
df
score = Y log(1+ f,)log(1+ df ) ©)
i=1
Scope hypothesis frequency weighting and linear df:

score= f x df (6)

Scope hypothesis frequency weighting and logarithmic df:

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

73



TABLE 2. EVALUATION RESULTS FOR THE 11 RANKING
FORMULAE AVERAGED OVER THE 30 QUERIES.
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TABLE 3. THE 30 EVALUATION QUERIES WITH THE NUMBER OF
CORRECT RESULTS RETRIEVED (R).

Ranking Equations | P@10 R-Precision Evaluation Queries R
@ 0.4733 0.4209 Pacific navigators Australia explorers 23
) 0.3900 0.3675 List of countries in World War Two 105
3) 0.4400 0.4200 Nordic authors known for children's literature 6
4) 0.4700 0.4314 Makers of lawn tennis rackets 3
®) 0.4500 0.4267 National capitals situated on islands 46
®) 0.4367 04178 Poets winners of Nobel prize in literature 16
@ 0.4333 0.4061 _ .
Formula 1 drivers that won the Monaco Grand Prix 32
@) 0.4900 0.4216 i
ormula One World Constructors' Champions
© 04933 04200 F la One World Constructors' Ch 11
(10) 04766 0.4463 Italian Nobel prize winners 9
(11) 0.4100 0.4025 Musicians who appeared in the Blues Brothers movies 29
Swiss cantons where they speak German 15
score= f xlog(1+ df) @) US Presidents since 1960 11
o o ) Countries which have won the FIFA world cup 8
MUItIp"C.atlve . C(.)mbmatlons. between the - verbosity Toy train manufacturers that are still in business 9
hypothesis weighting for entity frequency and document _
frequency result in the same ranking as the one provided by German female politicians 108
D). Actresses in Bond movies 67
D. Document Rank scoring Star Trek Captains characters 10
In previous equations, the documents were seen as EU countries 27
equivalent. To weight each document according to its rank Record-breaking sprinters in male 100-meter sprints 14
we use the Borda Count: Professional baseball team in Japan 19
df Japanese players in Major League Baseball 46
score = Z(N +1-r1) 8 Airports in Germany 52
= Universities in Catalunya 8
Equation (8) is equivalent to the ranking method proposed in German cities that have been part of the hanseatic league 18
[5], with unknown scores for the document retrieval part. Chess world champions 20
Comb'”'”g the document rank with frequency Welghtlng Recording companies that now sell the Kingston Trio songs 5
according to the three hypotheses we get:
Schools the Supreme Court justices received their | 37
df undergraduate degrees
score = df Z(N +1— I’-) 9) Axis powers of World War Two 6
1
i=1 State capitals of the United States of America 36
ot National Parks East Coast Canada US 10
score = ) log(1+ f;)(N +1-r,) (10)
i=1 account the ranking of correct answers, it offers an easy
interpretation of results and does not require knowledge of
df the total number of correct answers to be computed.
score = Z f,(N+1-r) (11)  Furthermore, the P@10 measure is suitable for Web retrieval

i=1

The summary of all the ranking equations according to
different weightings is on Table 1.

E. Evaluation

For evaluating the performance of the various ranking
formulae the measures Precision-at-10 (P@10) and R-
Precision were used. P@10 shows the number of relevant
answers within the top-10 results. While it does not take into

evaluation, since most users usually check only the top-10
results. A problem with P@10 is that it does not average well
across queries, since the number of correct answers can have
great variance. R-Precision shows the number of relevant
answers within the top-R results, where as R we use the total
number of relevant answers in the set. R-precision
overcomes the problem of variance in the number of correct
answers [43].

Each ranking formula was tested on 30 queries based on
the evaluation topics for entity ranking systems from INEX
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2009 and TREC 2010. The usage of these topics was not
intended to compare the results of this system to those
participating on these tracks, but to evaluate on a set of
queries with several degrees of difficulty, in order to
determine the most effective ranking method. Chosen
queries deal with entity types of the three categories that are
supported in the system. The queries were slightly modified
to be more specific, since they originally were followed by a
narrative for more details. Most of them ask for entities that
satisfy more than one condition. In order to accept an entity
as relevant, it had to satisfy all the conditions of the query.
The correctness of the results was manually checked. The
experimental results can be seen on Table 2. The query set
along with the total number of relevant entities that were
retrieved by the system (R) for each one is on Table 3.

The 11 ranking methods achieved similar results, so it is
not clear which one is better. The P@10 measure indicates
that term frequency does not improve ranking results. As the
influence of term frequency increases, P@10 decreases,
suggesting that the verbosity hypothesis works better for
entity ranking. However, (4) and (10) that represent the
middle ground, achieve a higher R-Precision. Further
increase of term frequency influence on ranking, as the scope
hypothesis suggests, does not offer any improvement. The
ranking of documents does not have a great impact, as
expected with a small set of 10 documents, but offers some
small improvement except for the case of (11).

V. THRESHOLD ESTIMATION

A large set of possible queries for entity ranking problem
have answers that take a binary value of relevance, i.e., they
can be described as either relevant or non-relevant. All the
queries used in the experiment are of this type (factoids), in
contrast with queries that ask for opinion and, therefore,
their answers can rarely take binary values of relevance. We
investigated ways to estimate the total number of correct
results (R) for a query. The threshold can then be R. This is
the breakeven-point of precision and recall, meaning that at
this point the precision of the system is equal to its recall.
As a result, the harmonic mean of precision and recall (the
F; measure) is maximized. This threshold choice strikes a
balance between precision and recall.

The problem of threshold estimation for document
retrieval was addressed in [44], where the score distributions
were used to cluster the results. The scores of relevant and
non-relevant results were treated as belonging to different
probability distributions and the expectation maximization
algorithm was used to determine their corresponding
distribution. For the problem of entity retrieval, the
distributions of scores are generally unimodal, so we applied
nonparametric approaches to estimate the threshold.

A great variety of algorithms are used for threshold
estimation in image segmentation, where the problem is to
find a threshold of the grey-level value of pixels, in order to
separate the foreground and background of an image. A lot
of these algorithms are nonparametric and take as input only
the histogram of the values making them suitable for
threshold estimation in problems unrelated to image
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TABLE 4. RELATIVE ERROR OF THE THRSHOLD ESTIMATION
FOR EACH THRESHOLD ALGORITHM APPLIED TO EACH
RANKING EQUATION.

Equatio Otsu Entropy Rosin T-point
n

1) 0.7876 0.7256 0.8062 0.6451
2 0.9461 0.7625 0.7588 0.7742
?3) 1.2953 0.7783 1.0039 0.6860
4) 0.7301 0.7840 0.6092 0.7045
(5) 0.8791 0.7091 0.9455 0.6666
(6) 0.8334 0.7674 0.719 0.7791
@) 0.8341 0.5984 0.7594 0.7255
8) 4.7738 0.9976 2.3284 1.7352
) 1.2242 0.7203 1.3532 1.088
(10) 2.8295 0.6114 1.2869 0.8739
(11) 1.0267 0.7341 0.6630 0.7248

segmentation. We applied four algorithms: Otsu’s algorithm
[45], Kapur et al. maximum entropy [46], Rosin’s algorithm
[47], and the t-point algorithm [48], and tested their
accuracy to the problem of threshold estimation for each
ranking method. We give a short description of each
algorithm.

A.  Otsu’s algorithm

For each value of the threshold in the histogram, the
algorithm computes the variance of the two resulting classes
and their sum. The optimum value for the threshold is the
value that gives the minimum sum of variance for the two
classes. This optimization criterion is equivalent to
maximizing the between class variance.

_ _ 2
A ——— { PCDIL=POIKT — t4,T] } 12)
P(Moy (T) + - PM)]o,.(T)
where P(T) is the probability of a relevant result for a
threshold value T, u is the mean and o is the variance of
each class, relevant (r) and non-relevant (nr).

B.  Kapur’s entropy based algorithm

Every possible value for the threshold is tested and the
algorithm calculates the sum of the entropy for the two
resulting classes. The algorithm chooses as optimum
threshold the value that maximizes the sum of the entropy of
the two classes.

T, =agmax{H,(T)+H,,(T)}

opt

(13)
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Figure 3. Rosin’s algorithm. For threshold estimation in the entity
ranking context, values of the x-axis represent the ranking scores and
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where H, and H,, are the entropies of the relevant and non-
relevant class, S is the number of values of the histogram of
the scores.

C.  Rosin’s algorithm

The algorithm considers the line that crosses the
maximum value of the histogram and the last value. The
threshold is determined as the point in the histogram
between the aforementioned points that has the greatest
Euclidian distance from the line (Figure 3).

D.  T-point algorithm

For every value of the histogram between the maximum
and the last value, two lines are fitted to the data using linear
regression. The first is between the maximum value and the
threshold, and the second between the threshold and the last
value. The goodness of fit of these two lines against the
points of the histogram is calculated by checking the sum of
residuals. The algorithm determines the optimum threshold
as the point that the two best fitted lines intersect (Figure 4).

Otsu’s and Kapur’s are largely cited algorithms for
determining threshold values in a multimodal histogram,
while Rosin’s and the T-point algorithm are designed for
unimodal histograms. For each algorithm and each ranking
method we calculated the relative error of the estimated
threshold compared to the real value and averaged over the
30 queries. The results of the experiment are in Table 4. The
histogram of the scores distribution was created by grouping
the values into 10 different bins. This resulted in better

Figure 4. The T-point algorithm. Axis values are the same as in Figure 3.

accuracy than using all the distinct score values, while
further increase of the number of bins did not affect the
results significantly.

The results suggest that each combination of ranking
equation and thresholding algorithm performs differently.
Although the histograms of the score distributions were
mostly unimodal, the algorithms that specialize in unimodal
thresholding did not perform better. The single best result is
obtained with Kapur’s maximum entropy algorithm when
applied to the score distribution of (7).

VI. DISCUSSION

In order to decide for a better ranking method, a user
model has to be taken into account. Assuming the user wants
to find all relevant results, methods with higher R-Precision
will work better. In case a user is interested in only a few
characteristic results, then a method with higher P@10
performance will be more useful. The reason that (9) is used
in the prototype is that we expect most Web users to belong
in the second category.

The experiment also provided some insight in the overall
system’s functionality. First, we noticed the dependency of
performance on the quality of retrieved documents. For
queries that even one strictly relevant document was
retrieved, like a Wikipedia “list of” page, the ranking was
nearly optimal. In cases where partially relevant documents
were retrieved, for example lists of entities according to one
attribute requested by the query, the system managed to
produce a combination but with reduced accuracy. The most
problematic queries proved to be ones with a complex
relation between attributes that cannot be well defined by
simple keywords, such as “toy train companies that are still
in business”. A query like this would require some extra pre-
processing, perhaps combined with a model for reasoning.
Another problem comes with queries that have a small
amount of correct answers (e.g., Axis Powers of World War
Two). The threshold estimation can give valuable
information in such a case so that a user can consider only a
few top results as relevant. Even though only 10 documents
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were used, a large number of relevant entities were retrieved
for each query.

The discussed approach has the benefit of scaling well to
large amounts of data. In the current implementation, we are
forced to perform the named entity recognition task in real
time because we do not have access to the search engine’s
index. Given an integrated approach, the entity extraction
part can be completed offline during the preprocessing stage
of indexing. The only part that always has to be computed in
real time is ranking, which is accomplished by a simple
formula, and is therefore not affected by the amount of data.
Named entity recognition has been effectively applied in
large document collections [49]. Given that all the necessary
data preparation has been completed offline, we can expect
that increasing the amount of data can only have a positive
effect. The entity categories depend exclusively on the
capabilities of the NER system. Systems for more and finer-
grained categories have been described in the NER
literature, e.g., in [50]. The extension of entity types can
provide better filtering, but could prove problematic for the
automatic type detection from the query. A more
sophisticated method rather than relying on keyword
detection may be needed.

VIl. CONCLUSIONS AND FUTURE WORK

We presented a prototype of an online application for
entity ranking that uses Web documents as data and ranks
the entities using IR methods. The application uses various
components for recognizing the query topic, retrieving
documents, extracting entities and performing coreference
resolution before the ranking takes place. We formulated and
evaluated several combinations of statistical quantities for
ranking entities and algorithms for estimating the number of
relevant results.

The experiments showed that the combination of rank
position for source documents along with a measure of the
common information among them yields the best results for
ranking. The within-document frequency of entities did not
work very well, supporting the verbosity hypothesis.
Furthermore, the experiments showed that using the large
data volume of the Web along with a state-of- the-art Web
search engine for retrieving them, the system has little
limitations in query handling. The threshold estimation
experiment suggests that Kapur’s maximum entropy
algorithm applied to the score distribution of a multiplicative
combination of entity frequency and document frequency
gives the best results for estimating the number of relevant
answers returned by the system.

The application currently supports search for persons,
locations, and organization. The search can be easily
expanded to other types of entities like products, books and
movie titles by incorporating them to the extraction stage.
The ranking method is very fast, but the overall speed of the
application is currently confined by the entity extraction
stage which uses machine learning methods. By integrating
the application with a search engine the required processing
for this stage could be done in advance along with the
indexing stage. With this modification, the speed of the
ranking method will be fully utilized.
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Abstract—The economic success of the World Wide Web
makes it a highly competitive environment for web businesses.
For this reason, it is crucial for web business owners to
learn what their customers want. In this paper, we provide
a useful tool to the web site owner for analyzing her/his web
community. In particular, the web site owner can compute the
importance of the users and analyze the structure of the specific
community by comparing the interests of the users. Therefore,
we present the conception and implementation of a tool for
building and analyzing weighted similarity graphs, e.g., for a
social web community. For that, we provide measurements for
user equality and user similarity. We introduce different graph
types for analyzing profiles of web community users. Moreover,
we propose two new algorithms for finding important users of
an on-line community.

Keywords-Computer aided analysis; World Wide Web; Data
analysis; Graph theory; Application software.

I. INTRODUCTION

This paper is an extended version of [1] presented at
the First International Conference on Data Analytics in
Barcelona in 2012.

These days, web-based user communities enjoy great pop-
ularity. The social network Facebook! has more than 1 bil-
lion active users [2] and even the relatively new Google+>
about 235 million [3]. In this highly competitive environ-
ment, it is crucial for web site owners to understand and
satisfy their web community.

To reach this goal, we present the conception and im-
plementation of a tool for building and mining similarity
graphs. These similarity graphs are built from the interest
profiles of the users of a web community. We use the
Gugubarra framework [4] [S], developed by the DBIS re-
search group at the Goethe-University Frankfurt am Main,
to compute interest profiles of web users. Our approach
addresses the following research questions:

o Which users are important for the web community?

o Which users have similar interests?

o How similar are the interests of the users of the web
community?

o How is this specific web community structured?

Uhttps://www.facebook.com/
Zhttps://plus.google.com/

To measure the similarity of the users, we are using differ-
ent techniques from graph theory. First, we will introduce the
similarity threshold that helps the web site owner in building
the similarity graph of her/his community. This threshold
sets how similar the users must be to be connected together
in the similarity graph. In addition to that, it reduces the
complexity of the graph. Second, we will provide several
algorithms to find important users in the similarity graph.
There exists not only one valid definition for importance of
users because it depends—as always—on the point of view.
For this reason, we provide nine algorithms to discover
the importance of users. Two of these algorithms are new
designed in respect to the needs of similarity graphs.

In contrast to other researches that derive the importance
of users from the social structures of web communities (e.g.,
Trusov et al. [6]), we calculate the user importance from
their interests.

The rest of the paper is structured as follows: Section II
outlines related work and Section III introduces basic con-
cepts and definitions that will be used in the rest of the paper.
Section IV presents the main contribution of this paper, our
analysis tool for building and mining similarity graphs and
an implementation of a prototype. After we evaluate our
analysis tool with a real usage dataset in Section V, we
integrate it into the Gugubarra Framework in Section VI.
Section VII presents the conclusion and future work.

In what follows, we assume that users are aware and have
granted permission that implicit and explicit data is collected
and kept in their profile for them.

II. RELATED WORK

Previous research discovered community structures in
social networks, but focused on the pure friendship or
relationship structure of these communities. E.g., Rongjing
Xiang et al. developed in [7] an unsupervised model to
estimate relationship strength from interaction activity (e.g.,
communication, tagging) and user similarity. In this work,
we calculate the relationship structure from the interests of
the web community users. Moreover, we use their interest
profiles to determine the relationship strength between the
users.

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

79



To evaluate the web user’s level of expertise (i.e., im-
portance) on a given topic, Jidong Wang et al. [8] propose
a link analysis. They use a unified directed graph, where
the nodes of the graph are users and web pages and the
directed edges represent the hyper links between web pages
and user’s visit of the web pages. The link analysis algorithm
is derived from the algorithm presented by Kleinberg in [9]
that we also use to compute the importance of the users.
Moreover, we use nine different algorithms to determine the
importance of web users because we think there is not only
one valid definition for importance.

The detection of important users, i.e., leaders in behavior
networks, is the focus of the publication of Esslimani et
al. [10]. The behavior network is a graph where the nodes
represent the users and the edges represent the links between
users. The navigational similarities are the weights of the
edges. The detection of leaders relies on their high connec-
tivity in these behavioral networks and their potentiality of
propagating accurate appreciations. We also understand high
connectivity of users in a network as an indicator for their
importance. Both of our new algorithms to detect important
users take the connectivity of the users into account.

In [11], Paliouras uses a similarity threshold to transform
a weighted user graph into an unweighted graph. As a side
effect, the connectivity of the graph is reduced. In our work,
we use a similarity threshold to reduce the complexity of
the web community graph too. In contrast to Paliouras, we
keep the resulting graph weighted and use the edge weights
as additional information to calculate the important users of
the web community.

ITI. BASIC CONCEPTS AND DEFINITIONS

In this section, we introduce the analytic framework
Gugubarra, which is used to calculate the interest profiles
of the web community users. Furthermore, we present the
definitions of the user equality and the user similarity, con-
cepts of the graph theory, and seven algorithms to determine
the importance of users.

A. The Web Analytics Software Gugubarra

The web based analytic framework Gugubarra, also de-
scribed in [4] [5] [12], is a prototype system developed
by the Databases and Information Systems (DBIS) research
group at the Goethe-University Frankfurt am Main. The pur-
pose of the system is to help the owner or manager of a web
site to more fully understand the interests of the registered
users on her/his web site. We use the Gugubarra interest
profiles of the users to build the similarity graphs. Therefore,
we introduce the basic concepts of this framework.

In this project, a web site is a collection of web pages,
where visitors or users can register and log on. The com-
bined group of registered users of this web site are called the
web community. This web site is maintained by a web site
owner who controls the content and decides on the business
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strategies or goals. During a user session, which is defined
as the time between the log-in and the log-out of a web
user, all web page requests are stored in the log files of the
web server and enriched with additional information, such
as zones, topics, and actions, which are explained in [13].
All of these data are used to calculate profiles describing
the interests of every web site user. In Gugubarra, each
user profile is stored as a vector that presents the supposed
interests of a user u,, related to a topic 7; at time ¢,. Each
vector row contains the calculated interest value of the user
for a given topic. The values of the interest are between 0
and 1, while 1 indicates high interest and O indicates no
interest for a topic (see Figure 1). Gugubarra generates for
each registered user several profiles, as follows.

The explicit user data are stored in two different profiles,
in the Obvious Profile (OP) and in the Feedback Profile
(FP) [4]. Explicit user data means, that the web site user
is directly asked by the web site owner about the data,
e.g., by an e-mail or a web form. The OP [13] contains
identification and personal data, e.g., name, address of the
user. The FP holds the explicit feedback of the user. The
advantages of these types of data is that they come directly
from the user and that the user is aware of being asked about
her/his interests. Thus, the results can reflect the interests
of a user very accurately. However, the disadvantages are
that a user can misinterpret the topics and/or give inaccurate
answers. The explicit user feedback is a valuable source for
the calculation of user interest profiles.

In addition to the explicit user data, the Gugubarra
Framework calculates user interests from the implicit user
data, too. The sources of the implicit user data are the
interactions of the visitors with the web site, particularly,
the behavioral data. With these data, Gugubarra compensates
for the constraints of the explicit user data mentioned above.
The implicit user data are stored in the Non-Obvious Profile
(NOP), which consists of the Action Profile (ActP) and
the Duration Profile (DurP) [13]. In [14], the implicit user
profiles of the Gugubarra Framework are extended with data
form the mouse activities of the web site user.

The Relevance Profile (RP), introduced in [15] and [16],
unites the explicit and the implicit feedback profiles of a user
into a single interest profile. Figure 1 shows an example of
an RP, where we calculated the data of a user u,,, at time ¢,,,
based on her/his implicit and explicit feedback, showing a
supposed high interest in topic 75 (1.0), lower interest in
topic 737 (0.3), and no interest in topic 75 (0.0).

0.3 < T1
RP,, 1, = 1.0 — T
0.0 — T3

Figure 1: Relevance Profile of user w,,, for topic 11, Tb, T5.

We use the RP to calculate the graphs of the web
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community. Therefore, we provide the necessary definitions
in the next sections.

B. Similarity measurement

Due to the fact that the RP contains all information about
the interests of the users, we want to use it to compute the
similarity between the interests of all users. First, we have
to definite the equality of users:

Two users u; and u; are equal in respect to a topic T
of a web site at time ¢,, if the interest values of 7. of their
RPs are equal:

RPy, +,(T.) = RPy, 1, (T,) where i # j. €))

To compare users we need a measurement for similarity.
Similarity measurements are very common in the research
field of data mining. For example, documents are often
represented as feature vectors [17], which contain the most
significant characteristics like the frequency of important
keywords or topics. To compute the similarity of documents,
the feature vectors are compared with the help of distance
measurements: the smaller the distance the more similar the
documents are.

Gugubarra interest profiles, i.e., the RP, can be considered
as feature vectors of the users, too. They contain the most
significant characteristics of our users, e.g., the interests in
different topics of a web site. Therefore, we can use the
similarity measurements of data mining theory to compute
similarity between the members of our community.

An important requirement on the similarity measurement
algorithm is its performance because a web community can
cover lots of users. Consequently, we have to choose a
similarity measurement with a high performance so that the
analysis program will scale with the high number of users.
Aggarwal et al. proved in [18] that the Manhattan Distance,
also known as City Block Distance or Taxicab Geometry,
is very well suited for high dimensional data. We shared
in [19] that web sites may have up to 100 topics. Thus, we
have to deal with high dimensional feature vectors, i.e., one
dimension per topic.

The Manhattan Distance (Li-norm) [20] is defined as
follows:

dManhallan(ay b) = Z |ai - bz| 2)
[
with a = RP,, +, ., b= RP, . and m #r.

To calculate the user similarity we take the RP interest
value of every topic of each user and calculate the Man-
hattan Distance between all users of the web community as
illustrated in the following example:

Let us assume we have a web site with three topics 77, 75,
and T3. This web site has two registered users u; and uso.
The RPs of the two users were calculated at time ¢1:
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1.0 0.6
RP, =1 05 |, RPy,,+, = 08 3)
0.0 0.2

The Manhattan Distance is calculated as follows:

dManhattan (Rpul t1 RP’uz,tl ) = “4)

=]1.0— 0.6/ + [0.5 — 0.8] + |0.0 — 0.2] = 0.9

where 0.9 is the distance of the interests of the both users,
i.e., the similarity. In general, the smaller the calculated
distance is the more similar are the compared users to each
other.

C. Graph Theory

In this section, we present the basic definitions of graph
theory, which was founded by Leonhard Euler [21], that are
necessary for our tasks.

A graph G [22] is a tuple (V(G), E(G)). V(G) is a
set of vertices of the graph and E(G) is the set of edges,
which connects the vertices. Sometimes it is postulated [22]
that V(G) and E(G) has to be finite but there exists also
definitions about infinite graphs [23]. However, the number
of web site users should be finite.

A graph G can be represented [24] by an adjacency
matrix A = A(G) = (a;;). This n x n matrix, n
is the sum of the vertices of G, is defined as follows:

if {v,w} € E(G)

1 .
tij = { 0 otherwise. with v, w € V(G) ()

In a simple graph an edge connects always two ver-
tices [25]. This means that E(G) consists of unordered
pairs {v,w} with v,w € V(G) and v # w [22]. In a
social network vertices could represent the members of this
network and the edges could stand for the friendship relation
between these vertices—so friends are connected together.

Every pair of distinct vertices of a complete graph [22]
are connected together.

The connections between edges can be directed or undi-
rected. In a directed graph the edges are an ordered pair of
vertices v, w and can only be traversed in the direction of its
connection. This means that a simple graph is undirected.
This feature is very useful, e.g., to model the news feed
subscriptions of a user in a social network, a one-way
friendship.

A loop is a connection from a vertex to itself [24]. A loop
is not an edge.

Labeled vertices make graphs more comprehensible. Ver-
tices can be labeled with identifiers, e.g., in the social
network graph with the names of the users.
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In the same way edges can be labeled to denote the kind
of connection. In the social network graph example, the
label could represent the kind of relation between users, e.g.,
friend or relative.

With weighted graphs, the strength of the connection
between the single vertices can be modeled. Every edge has
an assigned weight. In a social network the weight could be
used to display the degree or importance of the relationship
of the users. A weighted graph can also be represented by
an adjacency matrix (see Definition 5 above) where a;; is
the weight of the connection of {v, w}. See Example 6 for
an adjacency matrix of a similarity graph of five users:

0.00 1.28 1.19 279 1.18
1.28 0.00 1.63 2.83 1.90
A=1] 119 1.63 0.00 2.50 1.35 ©6)
2.79 2.83 2,50 0.00 2.85
1.18 1.90 1.35 285 0.00

Every number represents the weight of the edges between
two vertices, e.g., ag 4 = 2.83 represents the edge weight
of the two vertices with the numbers 2 and 4. The diagonal
of this matrix is 0.00 because the graph has no loops. In an
undirected graph the adjacency matrix is symmetric.

A vertex w is a neighbor of vertex v if both are connected
via the same edge. The neighborhood of v consists of all
neighbors of v. In a social network a direct friend is a
neighbor and all direct friends are the neighborhood.

A path [26] through a graph G is a sequence of
edges € E(G) from a starting vertex v € V/(G) to an
end vertex w € V/(G). If there exists a path form vertex
v to w both vertices are connected. The number of edges
on this path is called length of the path and the distance
between v and w is the length of the shortest path between
these two vertices. A path with the same start and end point
is called cycle. Two vertices v and w are reachable from
each other if there exists a path with the start point v and
the end point w. If all vertices are reachable from every
vertex the graph is called connected.

G’ is a subgraph [24] of G if V(G') C V(G) and
E(G") C E(G). G is than the supergraph of G’ with
G c G.

A community in a graph is a cluster of vertices. The
vertices of a community are dense connected.

D. Importance

There exist many algorithms to measure the importance of
a vertex in graph. We introduce seven of the most common
algorithms:

Sergin Brin and Lawrence Page [27] used their PageRank
algorithm to rank web pages with the link graph of their
search engine Google® by importance. This algorithm is

3https://www.google.com/
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scalable on big data sets (i.e., search engine indices). Usually
the PageRank algorithm is for unweighted graphs. But there
exists also implementations for weighted graphs [28]. Pujol
et al. [29] developed an algorithm to calculate the reputation
of users in a social network. The results of the comparison of
their algorithm with the PageRank show that the PageRank
is also well suited for reputation calculation, i.e., importance
calculation.

The Jaccard similarity coefficient [30] of two vertices is
the number of common neighbors divided by the number
of vertices that are neighbors of at least one of the two
vertices being considered [31]. Here the pairwise similarity
of all vertices is calculated.

The Dice similarity coefficient [31] of two vertices is twice
the number of common neighbors divided by the sum of the
degrees of the vertices. Here the pairwise similarity of all
vertices is calculated.

Nearest neighbors degree calculates the nearest neighbor
degree for all vertices. In [32] Barrat et al. define a nearest
neighbor degree algorithm for weighted graphs.

Closeness centrality [33] measures how many steps are
required to access every other vertex from a given vertex.

Hub score [9] is defined [31] as the eigenvector of A AT
where A is the adjacencies matrix and A7 the transposed
adjacencies matrix of the graph.

Eigenvector centrality [34] [31] correspond to the values
of the first eigenvector of the adjacency matrix. Vertices with
high eigenvector centralities are those, which are connected
to many other vertices, which are, in turn, connected to many
others.

In Section V, we present an evaluation of these algorithms
and compare the results with two new algorithms.

IV. ANALYSIS OF SIMILARITY GRAPHS

We developed a new tool for building and analyzing
similarity graphs. We integrated several algorithms from
different research areas for the analysis of the graphs. The
following sections should clarify research questions such as:

o Which users are important for the web community?

o Which users have similar interests?

« How similar are the interests of the users of the web
community?

« How is this specific web community structured?

By answering these questions, we want to give the web site
owner a useful tool to enhance her/his marketing strategies,
in respect of the work of Domingos and Richardson [35],
and rise as consequence the click rates of her/his portal.
Before we integrate this tool in the Gugubarra Framework,
we tested our concepts with a prototype written in R*. R is
an open source project with a huge developer community.
The archetype of R is the statistic programing language

“http://www.r-project.org/
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Figure 2: Smallest connection graph.

S and the functional programming language Scheme®. R
has a big variety of libraries with many different functions
for statistical analytics. For graph analysis R provides two
common libraries: the Rgraphviz’ and the igraph® library.
We are using the latter for our implementation because it
provides more graph analytics algorithms® [36] and it is
better applicable for large graphs. The igraph library is also
available for other programming languages (e.g., C, Python).

Our graph analytics tool follows a two phases work
flow. In the first phase, the similarity graph is built and in
the second the built graph can be analyzed with different
algorithms. The next paragraphs describe the work flow in
more detail.

A. Building Similarity Graphs

In the first work flow phase, the similarity graph of
RPs of the web community users has to be build. We use
an undirected, vertices and edges labeled, weighted graph
without loop to build a model for the similarity of the
web community users. The weighted edges represent the
similarity between the vertices, which stand for the users.
The edges are labeled with the similarity value, that is the
Manhattan Distance between the RPs of the users. The labels
of the vertices are the user IDs. We use an undirected graph
because the similarity of two users can be interpreted in both
directions. Figures 2 and 3 show examples of a similarity
graph. As mentioned before, in the research field of social
networks graph analysis is used to detect social structures
between the users, like in [37]. These graphs represent

Shttp://stat.bell-labs.com/S/

Shttp://www.r6rs.org/
http://bioconductor.org/packages/release/bioc/html/Rgraphviz.html
8http://igraph.sourceforge.net/
9http://igraph.sourceforge.net/doc/html/index html
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Figure 3: Closest neighbor graphs.

the friend relationship of the users and are different in
comparison to our work. We use weighted graphs to embody
the similarity of users where the edge weights represent the
similarity between the interests of the users. So, we are not
able to use the graph analytics algorithm tools from the
social network analysis.

In our tool, the web site owner can chose different
alternatives to build a similarity graph for the analysis. The
vertices of the graph (the users) are connected via edges
that represent the similarity. It is possible to connect every
user to all other users so that a complete graph represents
the similarity between all users. This graph is huge and not
easy to understand. To reduce the complexity of this graph
we introduce a similarity threshold. This threshold defines
how similar the users must be to be connected together. Only
users are connected via vertices whose Manhattan Distance
of their RPs is smaller (remember: the smaller the distance
the more similar users are) than the chosen threshold. Our
analysis tool provides several predefined options to build
different graphs with different thresholds. All these graphs
are subgraphs of the complete similarity graph of the whole
web community:

« Smallest connected graph: with this option the thresh-
old increases until every user has at least one connec-
tion to another user. In Figure 2, user no. 127 was added
last to the graph and has a Manhattan Distance of 1.572.
Accordingly, all connected vertices have a similarity
smaller or equal to 1.572. The result is one connected
graph.

o Closest neighbor graphs: here users are only con-
nected with their most similar neighbors. Every vertex
has at least one edge to another vertex. If there ex-
ist more most similar neighbors with the same edge
weight, the vertex is connected to all of them. This
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can result in many independent graphs as displayed in
Figure 3. The difference to the nearest neighbor algo-
rithm is that the nearest neighbor algorithm calculates
a path through an existing graph by choosing always
the nearest neighbor of the actual vertex.

e Minimum spanning tree [38]: is a subgraph where
all users are connected together with the most similar
users. In contrast to the “closest neighbor graph” we
have one connected graph.

o Threshold graph: at last the web site owner can chose
a similarity threshold on her/his own. To simplify the
choice, the tool suggests two thresholds to the owner:
a minimum threshold and a maximum threshold. With
the minimum threshold only the most similar users are
connected together and with the maximum threshold
all users are connected together with every user. So
the owner can chose a value between the suggested
thresholds to get meaningful results.

B. Similarity Graph Mining Algorithms

In the second work flow phase, the web site owner can
analyze the graph, generated in the first phase of the work
flow, with different algorithms. The aim here is to detect the
important users of the similarity graph.

What is an important user? There exists not only one
valid definition because it depends—as always—on the point
of view. In social networks, e.g., the importance of users
often stands for their reputation. The reputation of a user
can be measured, e.g., by its number of connectors to other
users. Therefore, a connector in social networks has another
meaning, i.e., the friendship, as in our similarity graphs.
Thus, we can not use this definition of user importance.

In a social graph a user could be important if she/he is
central in respect to the graph. Centrality means that from
this very user all other users should be not far away-it
should be the nearest neighbor. These highly connected users
are often referred as Hubs or Authorities [9]. Hubs have
many outgoing edges while Authorities have many incoming
edges.

In a weighted similarity graph high importance could
mean that this user is the most similar to other users—she/he
should have many edges to other vertices and the edges
weights should be as low as possible.

Accordingly, we provide nine algorithms to discover the
importance of users. Therefore, the importance is defined by
the used algorithm, which are explained below.

o PageRank: The vertex with the highest “PageRank” is

the most important user.

o Jaccard similarity coefficient: We interpret the most

similar vertex as the most important user.

o Dice similarity coefficient: Like above, we interpret

the most similar vertex as the most important user.

o Nearest neighbors degree: If a vertex has many neigh-

bors it can be considered as important.
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o Closeness centrality: Vertices with a low closeness
centrality value are important.

o Hub score: Vertices with a high score are named hubs
and should be important.

« Eigenvector centrality: Vertices with a high eigenvec-
tor centrality score are considered as important users.

As these seven algorithms above are not extra designed to
find the important vertices, i.e., users, in similarity graphs
of user interests, we developed two new algorithms:

o Weighted degree: This simple algorithm choses the
vertex with the most connections. Vertices with many
connections are important users because they are simi-
lar to other user. Actually, they are connected with other
users cause of their similarity. If there are vertices with
the same number of connections it takes the vertex with
the lowest edge weights. Therefore, the most unimpor-
tant or least important vertex has fewer connections to
other vertices and the highest edge weights.

« Range centrality: The idea behind this algorithm is
that a user is important who has many connections in
comparison with the other users of the graph, short
distance to her/his neighbors, and low edge weights.
The range centrality is defined as follows:

_ range? 7
~ aspl + aspw

The range is the fraction of the number of users that
are reachable from the analyzed vertex and of all users
of the graph. We take the square of the range because
we consider a user as very important that is connected
with many other users:

#reachable user
range = (8)
#all user

The average shortest path length (aspl) is the average
length of all shortest paths divide by the number of all
shortest paths. The shortest paths are calculated with
the analyzed vertex as starting point:

average shortest paths length
aspl = )]
#shortest paths

With the average shortest path weight (aspw) we take
into account that the weight of the connected vertices
should be very low, i.e., the vertices should be very
similar. It’s the fraction of the sum of all shortest paths
weights and of the number of all shortest paths:

sum of all shortest paths weights
f#£shortest paths

aspw = (10)
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(a) Smallest Connected Graph

(c) Minimum Spanning Tree

(d) Complete Graph

Figure 4: Similarity graphs of all users.

In the next section we will use our analysis tool with
real usage data and compare our new algorithms with the
established ones.

V. EVALUATION

To evaluate our algorithms, we use the real usage data
from our institute web site'?, i.e., the users’ session log files
of the site community.

A. Material and Methods

For this evaluation the data of all registered visitors of the
DBIS web site were analyzed. We observed 213 registered
users over two years. For each user an RP is calculated. The
data were collected during the period between June 2010
and July 2012. We used the same settings for the Gugubarra
Framework as described in [12]. For each topic, zone topic
weights ware associated with different zones [13].

Next, we use our analytics tool to build similarity graphs
from the RPs of the users and calculate for every graph type
the most important and the most unimportant user.

10http://www.dbis.cs.uni- frankfurt.de/

B. Results

First phase: In the first phase of the analysis process,
we generate the similarity graphs of the users. The four
graphs are displayed in Figure 4.

Second phase: In the second phase, we analyze the
graph, generated in the first phase, with different algorithms.
The aim here is to detect the important users in the similarity
graph.

Table I displays the results of our calculations. The rows
present the different graph types: SCG stands for Smallest
Connection Graph, CNG for Closest Neighbor Graph, MST
for Minimum Spanning Tree, and CG for Complete Graph.
For every graph type, the user with maximum and minimum
importance is displayed. Every column presents one impor-
tance algorithm. We can observe the following fact in the
dataset in respect to our algorithms, the weighted degree and
the rang centrality:

In the SCG, the range centrality calculates user no. 220
as most important user. The weighted degree, the closeness
centrality, and the PageRank select user no. 93 as most
important. User no. 223 is important for the eigenvector
centrality and the Dice similarity coefficient. The hub score
chose user no. 91 and the nearest neighbor degree user
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Table I: Evaluation Results: IDs of the users with maximum and minimum importance of every graph type (rows) for
different algorithms (columns).

Page Nearest Dice Jaccard Closeness Hub Eigen- Weighted  Range
Rank N.D. S.C. S.C. C. Score vector C. Degree C.
SCG Max 93 216 223 232 93 91 223 93 220
Min 104 138 104 104 104 104 104 104 104
CNG Max 155 169 79,80,121,200  79,80,121,200 178 66 300 66 178
Min 68 63,65,67,... 63,65,607,... 63,65,607,... 63,65,67,...  63,65,67,... 270 104 63,75
MST Max 241 169 68,80,121,200 68,80,121 225 261 129 66 225
Min 104 293 112,229,232 112,229,232 296 296 300 104 296
cG Max 241 241 all users all users all users all users 104 241 241
Min 104 104 all users all users all users all users 241 79 104

no. 216 as most important. The majority of algorithms
calculate the same unimportant user (user no. 104), only
the nearest neighbor degree centrality differs (user no. 138).

In the CNG, the range centrality and the closeness cen-
trality calculates the same important user (user no. 178).
The same unimportant users (user no. 63 and user no. 75)
selects the range centrality, the hub score, the closeness
centrality, the Jaccard and the Dice similarity coefficient,
and the nearest neighbor degree. The results of the weighted
degree for the most important user is no. 66 and for the most
unimportant user no. 104.

In the MST, the results of the range centrality equals the
closeness centrality, while the weighted degree calculates
the same unimportant user as the PageRank. The range
centrality, the hub score, and the closeness centrality select
user no. 296 as most unimportant one.

In the CG, user no. 241 is the most important user
for all, except for the eigenvector centrality. User no. 104
is the most unimportant user for the rang centrality, the
PageRank, and the nearest neighbor degree. The eigenvector
centrality calculates exact the opposite results. The Dice
similarity coefficient, the Jaccard similarity coefficient, the
closeness centrality, and the hub score are not able to
find an un-/important user in the complete graph, because
these algorithms do not include the edge weights into their
calculation.

C. Discussion

Since there is no method to measure the importance objec-
tively, we compare established algorithms with our approach.
Every algorithm calculates importance in a different way,
because every algorithm author has another definition of
importance. Most of the algorithms are not designed for
similarity or even weighted graphs. Therefore, a comparison
is difficult.

The weighted degree algorithm firstly focuses on the

number of connected neighbors and secondly on the weights
of the connected edges. The results of the weighted degree
algorithm are very different from the results of the other
algorithms, only the hub score and the PageRank seem to
be comparable. In contrast to the hub score the weighted
degree algorithm is able to find an important user in a
complete graph because it considers the edge weights of
the connections (if there are users with the same number of
connections, which is alway the case in a complete graph).

Similarly, the range centrality focuses on the number of
connections, but also on the reachability of the user and the
path length. In other words, it considers the whole graph.
In comparison to the other algorithms the range centrality is
very similar to the closeness centrality but the results differs
at the complete graph. Here, our range centrality algorithm
calculates important and unimportant users, which is similar
to the PageRank algorithm, but the closeness centrality can
not calculate any similarity. This is an advantage of our
algorithm.

In summary, we think that our new algorithms are a
good alternative for computing the importance of users in
similarity graphs.

VI. INTEGRATION INTO THE WEB ANALYTICS
SOFTWARE GUGUBARRA

After the successful prototype testing, we integrate the
tool for building and mining similarity graphs in the
Gugubarra Framework. The framework consists of two
parts [39] [12], the Gugubarra Designer and the Gugubarra
Analyzer.

The Gugubarra Designer helps the web site owner to
include the concepts of Gugubarra into the web site and
stores the feedback data of the web site users. It is realized
as a plugin for the content management system Joomla!.

The other part, the Gugubarra Analyzer, analyzes the data
of the Gugubarra Designer, to build the user profiles, and
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Figure 5: The GUI of the Gugubarra service for building and analyzing similarity graphs [40].

to provide the web site owner with a web application to
analyze her/his web community. The Gugubarra Analyzer
is a separate service and can be installed on the same or a
different machine than the Gugubarra Designer.

Tapestry!!, an open source framework for creating dy-
namic web applications in Java'?, is used in this application
to build the simple HTML'3 pages, such as the configuration
dialogs. For more complex pages, the Java libraries Swing
and JavaFX are used. Within the GUI configuration dialogs,
the web site owner can influence the user profile calculations
by changing different parameters. After configuration, the
different user profiles are calculated and presented to the
web site owner.

The Gugubarra Analyzer comes with a few of different
analysis services, which allow the web site owner to ex-
amine some statistics about the web site community. The
user profiles and the different services are provided using
Spring'4, a Java framework for the development of enterprise
applications. The business objects, i.e., zones, topics, and
users are queried from the database and mapped to objects
using Hibernate'”, a framework for the storage and retrieval
of Java domain objects via object/relational mapping.

We integrated the tool for building and analyzing simi-

https://tapestry.apache.org/

2http://www.java.com/

BHyperText Markup Language, http://www.w3.org/html/
http://www.springsource.org/
Bhttp://www.hibernate.org/

larity graphs as new service into the Gugubarra Analyzer
as described in detail in [40]. We used the JGraphT16 Java
library because it provides data structures, graph algorithms
as well as support for the visualization of graphs. Figure 5
shows the web GUI of the Gugubarra Analyzer with the
new service. The web site owner can now analyze her/his
community and compute the importance of the users. The
most important users are show in the table on the top ordered
by the different importance algorithms. On the bottom of the
page, the web site owner can choose between different graph
visualizations. With the “build graph” button the selected
graph representation will be calculated and presented as a
static png-image. The “build frame” button will present the
graph as Java-applet where the web site owner can order
the single vertices manually and adapt the appearance of
the graph to her/his needs.

VII. CONCLUSION AND FUTURE WORK

With the tool for building and analyzing similarity graphs,
we provide a useful service to web site owners for analyzing
their web community. We showed with an evaluation the
applicability of our approach. We extended the web analytics
software Gugubarra with this tool. Now, with the results of
graph analysis, we are able to answer the research questions
of Section IV:

o Which are the important users of the web community?

We provide several algorithms (see Section III-D) to

16http://jgrapht.org/
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calculate the important user(s) of the community. The
definition of importance is dependent on the used algo-
rithm and on a subjective point of view. For example,
vertices with many low weight connections can be con-
sidered as the important users of the community. These
users are very similar to the other users, expressed by
the low edge weight.

e Which users have similar interests?

All users are connected via weighted edges. Users with
similar interests have connections with low weights.
The web site owner can also define, which users are
connected together by selecting a similarity threshold
(see work flow phase one, Section IV-A). As result only
similar users are connected via edges.

o How similar are the interests of the users of the web

community?
The weights of the edges of the similarity graph rep-
resent the similarity of the users. These weights are
calculated with the Manhattan Distance. Therefore, the
lower the weights of the edges are the more similar are
the users of the community. We give the web site owner
the possibility to set thresholds to identify quickly the
similarity of her/his community (see Section IV-A).

o How is the web community structured? Is it a homoge-
neous community where every user has similar interests
or is it heterogeneous?

The visualized graph of the community will give the
web site owner an overview over the structure of the
whole community of her/his web portal.

With answers to these questions, a web site owner is
able to start more focused marketing campaigns. To test
new contents or features for her/his web site she/he could
start with the most similar users because these users can be
considered as an archetype for her/his community.

Besides the extension of the tool with more algorithms
for the similarity calculation, in future, the exploration for
similarity (or importance) metrics would be helpful. With
this type of metrics it would be possible to evaluate the
similarity algorithms objectively.
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Abstract — Nowadays, we make a separation between the equipment, low-level software units, or any ottagital or

real/physical world and the Internet. It is time for these two be
blended and provide ubiquitous access and interopability
online. We are approaching Internet of Things - adrthcoming
technological revolution that will radically change our
environment and enable innovative applications andervices.
To make this happen, we have to eliminate the fragemtation
in used technologies and have to make the devices lbised
across various applications and services. We needl find a way
to actually carry out the necessary and massive diEyment of
ubiquitous devices. So we need to put more effornto the
design of tools to automate deployment and configation of
devices. This paper tackled a problem of an effestt way to
support interoperability in Internet of Things. We consider
human as a very powerful asset in the world of ubigjtous
systems and services that may provide his/her knoedge,
experience and expertise. At the same time, we sadack of
human-oriented systems and infrastructures to suppt such a
new role of a human. With a respect to the above aements,
authors propose visually-enriched approach for usepowered
ontology alignment to facilitate semantic interopeability in the
Web of Things.

Keywords- Mashup supported semantic visual mapping;
visual ontology alignment, visual semantic human interface,
semantic interoperability.

. INTRODUCTION

This paper is an extension of the original papérttiat
has been presented at the international
UBICOMM-2012. Here, authors extend the paper witiren
details regarding required semantic language exterfer
visually-enriched ontology and resource descriptiand
present browser for visually-enriched linked data.

Our current Digital World is changing rapidly. Véee

physical  entities.  Unlimited interoperability  and
collaboration are important values for a multitedeareas in
our dalily life.

With a purpose to better understand a need of gexpo
contribution, and highlight possible requirementsd a
characteristics of interoperable systems, let ast swith
some short samples of use case scenarios:

Scenario 1: Person is traveling by a car. Suddenly,
something is happened with the car and it needbeto
repaired. Instead of searching the nearest caicsestation,
booking a time and filling a request form descripgurrent
state of the car; the car itself searches for spordent
services in the web, collects necessary data from t
correspondent modules of the car and books a tione f
maintenance service. During the maintenance, theggets
new spare-parts and integrates them to the catirghostic
system of the car (regardless of the fact thatspare
produced by different vendors). In the same manaoer,
might negotiate and book appropriate time for ahnua
technical check-up taking into account timetable tioé
owner, been connected to his/her personal orgarizeing
the trip, car might suggest optimized scheduleeffieling
taking into account fuel consumption, location afsgline
stations and their prices, discounts and bonusaitaale for
the driver and other relevant contextual informatio

Scenario 2: Person has bought “smart-home” system

conferendeom some vendor. Vendor installs smart-home networ

with a set of smart-entities (sensors and actuaptd one
control unit. So far, all the elements of the netwbelong
to the same vendor and interoperate via the sanwogy
and communication protocol. A couple of month later
house owner buys a new smart-entity for good pfiom

about to enter a new era of ubigquitous computind ananother vendor and connects it to the existing ogtw

communication that will radically transform our porate,

Later, friend of the house owner suggests some rigene

community, and personal spheres. Tomorrow's world osoftware application, which could be used as arragm of

Ubiquitous Pervasive Computing and Internet of ghiis a
technological revolution that represents the futwé

the smart-home network control unit and providesv ne
useful features in comparison to the functionatifyinitial

computing and communications and its developmengsiware of the control unit. This software appiica is

depends on technical innovations in a number ofonmamt
fields. In the interconnected world of computengeiiactions
occur, not only between humans and applications,also
between applications of various kinds, applicaticarsd

produced by totally different vendor, and still céme
installed to the control unit and communicate wath the
connected to the smart-home network entities.
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Scenario 3: Person has several measurement unitdring real-time machine-published information te tWeb,
(produced by different vendors) that can measuséhéi  as well as will enable a better interaction of peagith the
heartbeat rate, arterial pressure, distance pesstked or  physical environment by combining ubiquitous acceith
run, and some other parameters related to his/baftrh  ubiquitous intelligence. IoT will consist of a hetgeneous
condition and physical activities. Person easilgrets all et of devices and communication strategies betveem.
these devices to a smart-phone to be able to Idghserve Such a heterogeneous system should evolve into r@ mo

them. Later, from an app. store, person buys agiic that structured set of solutions, where “things” arefanmly
suggests correspondent diet, taking into accounttha discoverable, enabled to communicate with otheitiesit

measured personal data. Entering a supermarketoahd :g:jvi(?(;es Crlgsgzlégtse%f ttfg Wgrqiclﬂltaermvsé m{ggiwﬁg S%r:(sj
connected to the local infrastructure of it, apgiicn starts embedded (?evices) in whichpthey are coxnectedaddﬁ '
to navigate person to the co_rrespondent locatiorthef In this context, one of the challenging bottlenec'wkstd
suitable products for his/her diet or alert thespar when support interor;erability between “entities” on amsetic
he/she puts to the basket a product which consistg,| [2113].
inappropriate ingredients. ) . Taking into account current state of the art infiakl of
All mentioned above stories are not fantasiess lbur  jnnovative research and development, we see labkim@n-
tomorrow and, in some cases, even our today. Unfately,  griented systems and services. Now, human becoegs v
in case of our today, we have integration of systemgynamic and proactive resource of a large integmati
produced by the same vendor. Supporting OnN&nyironment with a huge amount of various heteregas
interoperability model in several products, vendoeates gata and services. As a user, human requires adiecly
integrated ~ environment for various applications antgng tools for easy and handy information access and
interaction scenarios to be run on it. All thespl@ptions manipulation. Moving from industrial era to the eoh
should support correspondent predefined APl anda dafpiquitous services, human is not considered ordyaa
model. But, it is not what we expect to be in @morrow.  yser/consumer any more. Human becomes a service
We need an open environment with possibility tegnate provider, an expert that provides her/his knowledgel
various systems and components (hardware, appgxpertise to the digital world. Transition from amustrial
communication channels, etc.) produced by diffevenidors  ye|fare society to sustainable human-centric ses/apciety
(see Figure 1). With a goal to achieve such reqerés, we  requires elaboration of correspondent infrastrecand tools
are approaching Internet of Things - a forthcomingiy gllow people add value to the process. Thergfaréhis
technologlcal revolutlon. that W|II rad!call_y changeur paper we propose an approach towards visuallyeeufic
environment and enable innovative applicationssewices. gemantics as an infrastructure for user-poweredasten
. Above the personal level, the IoT will also have antechnology enhancement. The main contributions hef t
|mp0rtant ImpaCt on enterp“ses and on SOC|etyene@|. paper are Visua”y enriched Ontology and a Systbm t

loT will enable a global connectivity between plogsi  \isyally assist users to execute semantic alignment
objects (connecting “things”, not only places oople), will

W S gl
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Figure 1. Thing Integration Environment.
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Paper consists of two main sections: Section Il and@pplication. In case of services, Smart Gatewaylshbe
Section lll. Section Il addresses semantic intégnat able to access semantic annotation through seadcess
platform for 10T and a vision of user-powered canption  point and configure communication model with itael.
of semantic technologies. Section Il presents allgu Talking about physical world objects (device, segso
enriched approach for user-powered ontology aligrinte  etc.), usually they are accessible through thevgate- a
facilitate semantic interoperability in the Web ©hings.  control unit of a network provided by the same \andhe
Section IV presents author’'s conclusions with respe the  only requirement - gateway should be presentethénvieb

proposed contribution and defines future work. as a service with a set of capabilities provided‘tbyngs”
connected to the gateway (providing data or doiomes
Il THING INTEGRATION ENVIRONMENT actions). In case we cannot have single “thing’speally

o ) connected to the web, we should deal with sub-ndtwaat
A.  Smart Gateway - semantic integration platformfor 10T consists of mentioned “thing” and correspondentegay.

We are already in the middle of era of automatedrhus, we will have a set of gateways connectedhé¢ovieb
machine communication. There is already a lot ofnivee-  and ready to become a part of the integration enwient.
to-machine communication going on out there; parkin Having all the gateways accessible as web-servia#s,
meters are connected, and vending machines autaihati connected to them real world “things” become digtatities
report when new supplies are needed. Every minuge h and might be registered to the Smart Gateway.
amount of data are being exchanged between macfines Depending on a business model, Smart Gateway might
various purposes within various sectors. Howevae is a  be a part of a gateway, provided by certain venidosuch a
big challenge in moving beyond application-spedifavices way, vendor can promote own network solution as an
and establishing an information model that willateere-use extendable open environment that support connéctand
of the data generated by devices for new applicatim  interoperability of various entities produced byhest
different domains. vendors. Having Smart Gateway as a part of locavor of

Finding the right horizontal points in the solusois a connected “things”, services and applications isasonable
key. There are already useful deployments withie th model in case of time-limited and highly securedtirae
transport, automotive, building, health and utifigctors, but  systems. At the same time, Smart Gateway might be
everything is still very sector-specific. We needcteate an considered as a separate integration solution vicesr
infrastructure that will make information generatedm a  located in the Cloud and accessible through the. \Belen
car or a building understandable not only withieithown  easily accessible, such “thing” integration servicight be
specific application/system, but across of variousvery popular among ordinary people who would like t
applications and domains. The vision of an open andreate and manage their own distributed smart space
interoperable 10T implicates ability: integrate various services with ubiquitous “thingR€levant

+ to have a growing environment with possibility to research has been done in “Smart Resource” and

install and interconnect all IoT devises and sofeva “UBIWARE” Tekes projects with respect to Global
(services and applications) on the fly; Understanding Environment (GUN) [5].
* ;tloemljr(\)tﬁsr-connect devises produced by differenty \ygor nowered consumption of semantic technologies

- for third parties, to elaborate generic applicatiand To achieve the vision of ubiquitous ‘things', thexh
services for loT environments in the sense ofdeneration of integration systems will need diffen@ethods

applying them on various 10T device sets (sameNd techniques to provide connectivity, interopiitgkand
purpose, but different vendors). intelligence of distributed entities, as well asasmand
To satisfy, such requirements, loT will require intuitive mechanism of communication with a human.

interoperability at multiple levels and rely on thenefits of ~AMONg those there are technologies such as Semateic
the semantic technologies. On the hardware sideh sul6ll7], Web Services [8][9], Mashups [10], Linkedafa

problems have to be addressed as handling a ciarpabil[ll.][_lzl’ ec. To integrate ‘things’ seamlessly fwithe
mismatch between traditional Internet hosts and lisma€XiSting Web infrastructure and to represent imenected

devices, as well as handling widely differing conmication things’ uniformly as Web resources, resulting Web

and processing capabiliies in different devices. the 1hings (WoT) is a good facilitator of interoperatyil
interface between the device and network domaia§, | Making devises able to unambiguously exchange the
gateways will provide a common interface towardsnyna Meaning of data, Semantic Web technology can be tese
heterogeneous devices and networks [4]. We assumeli ~ €Xt€nd WoT into Semantic Web of Things (SWoT).

“things” (devices, sensors, actuators, etc.) amneoted to Semantic based technologies are viewed today as key
the web. Digital “things” such as services usuadie technologies to resolve the problems of interopétpland
accessible through the web. Applications might bdntégration within the heterogeneous world of uiimusly
downloaded and installed to the integration platferSmart  Interconnected objects and systems. Semantic Wea 'is
Gateway. Thus, we have correspondent requiremants fViSion with an idea of having data on the Web dsfimnd
such a platform. Smart Gateway should allow instiaih of ~ linked in a way that it can be used by machinesjusitfor

applications and further configuration of commutima  diSPlay purposes, but for automation, integratiod eeuse of
model with it, based on accompanied annotation hef t data across various applications. Semantic Webnisidered
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as a standardized approach
interoperability of heterogeneous systems/appboati
Heterogeneity of systems and various data souressnie a
bottleneck for automated service integration, gateessing
and reuse. To make data ready to be consumed
processed by external systems, data sources aadluald
pass through the semantic adaptation [5][13] and
accessible in common uniform way. Due to the hugeumt
of application areas that Semantic Web technoloigy tto
cover, community started to elaborate differemdéads and
techniques to solve interoperability problems. Assult, we
have a big variety of separated islands of infoiomaand
management systems. These information islandsnadter
follow the Semantic Web vision, but are heterogesdoom
the general (global) interoperability point of viewhis leads
to the fact that society and especially its busireiented
part has started to doubt that such widely spretidity will
be so much beneficial for them. Only some applicegtiand
systems in restricted domains became really usdokst
probably, the reason for this is the decentraliratof
uncontrolled activities, which creates new problemnsthe
way towards ubiquitous Semantic Web. There arequbts$
that Semantic Web is a very promising technologyt, ib
definitely lacks more smart management or at least
environment that plays coordinative and suppontole and
directs users towards proper technology utilization
Services providers, as well as producers of “tHingse
the end users of the service-oriented technolog@iesy need
appropriate controlled support from the infrastouet that
facilitates interoperability of services/devicestegration of
heterogeneous data sources, and provides platfmrmefv
services/application development. Thus, we haverovide
such a coordinative and supportive environment thidit
facilitate development and growth of service andam
entity market. With respect to the current stat¢hefart, we
cannot expect that community of service providers a
smart-entity vendors will build one global integoat
infrastructure with common ontology. We cannot expbat
someone else (alone or in a consortium) will do shme.
Current achievements in the area of interopergbitif
heterogeneous systems present technologies ansl fimol
experts to build and manage adapters between geterous
systems or their components. Semantic Web is antéagy
for machines to better perform, providing servif@shuman
in automated or semi-automated way. In a case
unavailability of a common data model, we havedalavith

semi-automated performance of the system when human

become involved to the process not just as a comsuonit
as an expert - necessary part in the chain to gigpeand
correct the process performed by machines [14].

With an increase in the development of ontologies,
need tools and techniques for solving heterogepedilems
between different ontologies. Therefore, we neetblogy
alignment [15][16][17][18], which helps us to brinigfferent

International Journal on Advances in Internet Technology, vol 6 no 1 & 2, year 2013, http://www.iariajournals.org/internet_technology/

93

to achieve automatd®egarding to the mentioned ontology alignment teypres,

we may expect automatic alignment for simple amailar
ontologies, but in all other cases, we will deBhitneed a
human be involved into the process. This is largehjuman-
antkdiated process. There are existing tools thahefmwith
identifying differences among ontologies [19], buser
banteraction is still essential in order to contrapprove, and
optimize the alignment results.

Unfortunately, approaching the era of ubiquitouvises
and IoT, we cannot expect availability of huge antoof
professional experts involved to the daily processé
“things” interoperability support. We have to fiadsolution
to bring technology closer to the ordinary user amake
him/her able to not only utilize services, but tetup,
configure and supervise interoperability procesg. &pect
a human to be not only an end-user/consumer ohtdoby
world, but also to become an integral part of ipviding
own expertise and capabilities. In all mentionednseios,
person (owner of the smart-network) should be &bleelp
the system to perform a proper ontology alignmandugh
correspondent human interface of the alignmentesyst
Owner of interoperable system does not only consame
service delivered by smart machines, but also plays
valuable role as a supervisor of interoperabilitpoess.
Therefore, among variety of other adapters between
heterogeneous entities, bridge to the human (human-
machine H2M and machine-to-human M2H interfaces)
becomes one of the most important tools of nexegdion
integration infrastructures.

Such an adaptation of the human to the technolagjdw
might be provided by Personal Assistant (PA) - sufiye
agent assigned to every user [14]. From one sidghduld
deal with human personality and adapts to his/leesqnal
ontology and personal perception of environmenbnfr
another side, it should support common semanticdatals
and approach to be interoperable with other sudimgn
digital world entities (applications, services asgistems).
The main features of PA (among others) are:

Enabling personal user ontology creation and
ontology driven resource annotation;

Ability to adjust to the personal user ontologythe
way user perceives the environment, information and
knowledge;

Ability to build personalized semantic mind-map
based on user behavior and preferences;

Enabling personalized natural user-driven way of
querying, filtering, browsing and presentation of
information.

Personalized representation of information very lmuc
concerns a human supervised ontology alignmentegsc
Ontologies very much differ from each other. Thereno
specific, detailed and complex ontology we make, rtiore
semantic value it has, but, it makes harder tognate
ontology with others. Taxonomies of different ootgies are

of

knowledge representations into mutual agreementth Wi ot likely to be the same. Even developed by peifesis,
respect to the scenarios mentioned above, ontologye still have different ontologies for the same fypem

definitions of all the smart-entities and applioas/services
should be (semi-)automatically aligned by contnoit of the
network to ensure interoperability of them in afiecl way.

domain. It would seem that experts, involved to saene
domain, should operate with the same terms, useahee
vocabulary and knowledge representation model. [Bdple
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are different, context and personal perceptioruafosinding
world brings problems to interoperability proceAs. a part
of the processes, human brings a certain levehoémainty,
and only human my help to solve the problem soTaus,
to avoid heterogeneity in the resource annotatiand
simplify ontology alignment for automated interogigifity
between digital elements of the technology worl@, may
admit a necessity of personalized adaptation ofyelveman
(no matter whether it is an expert (knowledge piex) or
user/customer) to the common information/data model
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descriptive ontologies, where automated alignmeghtrbe
done based on matching of synonyms of the propeatyes.
Correspondent example of the research at thistiiress a
work performed in the Tivit SHOK loT project (fundidoy

Tekes, Finland), where authors are trying to minériuman
involvement to the process of establishing interapidity

between heterogeneous systems [4]. They try teevetr(to
build) ontologies from examples of massages thategsys
operate in communication process (requests, respems).
Authors build simple plane ontologies based on maofe

In the next section we present an approach towardsarameters used in the messages. Later, ontolagies

visually-facilitated human-assisted ontology aligamn for
automated interoperability among various heterogese
entities of 10T. This approach supports the ide@md-user
involvement as a powerful intelligent entity if 10T

I1l.  HUMAN-ASSISTED VISUAL ONTOLOGY ALIGNMENT

A. Visually-facilitated semantic matching

Let us consider a scenario of installation of a ffieer-
heating regulator to a “smart-home” system. Assgnihat
we have two different vendors (Vendor A - producéthe
Control Unit for the smart-home system, and VenBor
producer of the regulator for a floor-heating systewe
have two different ontologies Ontologyand OntologYs.
Vendor A logically defines all the floor-heatingssgms with
respect to the room the system is associated Withus,

automatically aligned and correspondent alignmargsused
for automatic interoperability between heterogeseou
systems in runtime. But, as was mentioned, it migtitk in
case of self-descriptive messages, where paramerers
named by words that make sense, without abbrenmtmnd
shortenings, and preferably in the same languagal bther
cases (cases with complex hierarchy of sub-classsss of
different domain description models, cases of iindfiial
and multicultural ontology definitions, etc.), thiuld not
work automatically and will require human assistanthus,
in cases of human-assisted alignment of personalahu
ontology or ontologies provided by different verslowe
need an innovative suitable for non-expert mecharasd
correspondent user interface for ontology alignment

With respect to the research [20][21][22][23], thare
some available Ontology Alignment and visualizatioals:

Ontology’ » might contain such concepts as: living roomFoam algorithm [24], multiple-view plug-in for Pémjé [25]

floor-heating system, bedroom #1 floor-heating eyst
bedroom #2 floor-heating system, kitchen floor-hent

- AlViz [26], BLOOMB system [22] and Knowledge
Modeler[27]. The very good overview of visually sapted

system, bathroom floor-heating system, etc. Frore thontology alignment tools is presented in the paj28].
Vendor A point of view, all these concepts refer toThere graphical primitives such as point, line, aarer

absolutely different sub-systems in the
network. On the other side, association of therfloeating

“smart-hbme volume are currently utilized to encode informatidinese

objects are characterized by position in spaceg, siz

system with particular room/place does not matter f connections & enclosures, shape, orientation, &whl/cues

Vendor B. Therefore, “floor-heating system” concepthe

Ontology's is a more general and independent entitytransformations.

Moreover, most probably “floor-heating system” cept
will be named very much different in those two dogges
and automated alignment will be absolutely impdssib

like color and texture, with temporal changes, aiegvpoint
Unfortunately, all these tools eaver
elaborated for domain experts who know what ontplizg
and what information models might be used. SucHstoo
present a lot of statistical data and analyticg thight be

Since the Control Unit of the smart-home is a morevery useful for the ontology engineer, but not fine

general device (in comparison to specific Floortinga
system) and deals with many other devices and regste
the installed network, it utilizes more wide on@jo
Therefore, to allow interoperability between then@ol Unit
and Floor-heating system, we have to map Ontdlody

ordinary user of a service. Information visualiaatishould
aim at making complex data easy accessible andrsinde
for interactive investigation by the user. In cadesmart-
home, we expect that user has a basic knowledget @o
domain and functionality of the system. Like in geznario

wider Ontology,. At the same time, we have to pay above, house owner knows already available sulessyst

attention to the user's (“smart-home” owner’s) Qogy";.
In general case, every human has own personalogytttat
will be supported by his/her PA for interaction twidevices,
services, applications and systems. But, for
system/application, to be a mediator between thmeanuand
some other system with its own ontology, personahdmn
ontology itself should be mapped with ontology adiator-
system in advance. PA will collect correspondeignahents
of personal human ontology with ontologies of vasio
mediating systems that human will be interactedh.wit
Assuming that fully automated alignment is not jlues
we do not consider the cases with very simple aifi s

his/her smart-home, their purposes and functignadis well
as he/she knows a purpose of the new parts thettehe/ants
to be added to the system. Therefore, we haventbrfiore

anysuitable approach for user-assisted ontology alegiim

To be easily recognized by human, concepts and
properties of different ontologies must be presgntethe
most understood form - in a form of image. An imdge
other visual form) is the most common information
representation model for human. It helps to undatstthe
meaning and avoid verbal uncertainty presentedextusl
form. Therefore, user interface should be able resent
semantics through interactive image mash-ups arm- us

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org
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friendly browsing mechanism. Talking about
visualization, we would like to admit existence sdme
domain-oriented software applications, which tryisualize

95

dataand provide links to them. In other words, visuatian will

utilize context-based filtering and enrichment dfiet
visualized scene with the relevant links. Such apghn

data in domain specific and suitable for human wayprovides an opportunity to create intelligent visiméerface
(graphics software from SmartDraw®, concept-browsethat presents relevant information in more suitablel

Conzilla and Human Semantic Web browser Conzikée.).
But still, they are developed for specific standal@omain-
oriented applications. And when we face a real riaean

personalized for user form. Context-awareness and
intelligence of such interface brings a new featheg gives
a possibility for user to get not just raw datat bequired

open unlimited collaboration environment, we hawe t information based on a specified context. Now & hacome

develop much more visualization tools and modules are
aimed to visualize various resource properties,teods,
situations and associations to provide human flexdnd
handy Human-Machine interaction interface.
semantic-based context-dependent
resource visualization approach and 4i
technology [29][30][31] can be a basis for the depment

of such interface. The idea of intelligent
visualization
processes via  associative  resource

Multidimensional associative resource visualizatimeans
visualization of a resource depending on a conteid,
association with various aspects of resource bgglgtions
with the other resources, domains, areas of irtesds.).
Sometimes, we cannot specify exactly what we ao&ihg
for, but we feel that it is somehow related to @ertstuff,
certain situation, certain context. Such visualoratan give
us a hint, turn to the right direction, show ustedl objects

evident that we cannot separate visual aspectothf data
representation and graphical interface from intiac
mechanisms that help user to browse and query aa st

Thusthrough its visual representation.
multidimensional

Figure 2 shows us possible visual interpretatiohthe

(FOR EYENMendor A, Vendor B, and user (smart-home owner)

ontologies with respect to the scenario of addhmey living

resourceroom floor heating system to the “smart-home” netwo
is to simplify the search and browsin Since we are not consider “smart-home” owner asxert
visualizationin ontologies and complex control systems, we charpect

that it would be possible for him/her to utilize rantly
available solutions for ontology alignment. Only wan
expect is awareness of the user about purposebititips
and main functionality of the “smart-home” Conttérit and
floor-heating system that he/she would like to addthe
“smart-home” network. Having even such limited exise
of the problem domain, user is able to browse Visua
description of the Control Unit (the structure abssystems,

Vendor A 3&

-~

Visual Ontology Align

(] W
b
'l

v Ontology — R

Ontology 'ﬂk.’)

=

=

b

ment

Vendor B

Figure 2. Visually-facilitated Ontology Alignment.
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capabilities, inputs and outputs, properties, etand
description of the floor-heating system from anothendor
to provide appropriate matching. User can intuljivenap
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party to substitute Vendor in the Service/Systemogation
process and provide visual annotation in both previcases.
Both tools that were mentioned in the above sceadrave

concepts and properties presented by images. Amplyi the same nature and similar functionality. Thug, Us

possible results, achieved by integrated modules

afonsider them as a single tool for visual semantic

automated ontology alignment (as a background pg)ce enrichment.

Visual Ontology Alignment Tool assists user
suggestions and requests next necessary alignroansed
by alignments made on the previous steps. Additindual
descriptions of visual annotations support userntake
correct mapping. As a result,
ontologies OntologyVA and OntologyVB, which areateld

with

The best way to provide visual layer to the ontglagto
extend existing ontology editors (the most populBrotégé
ontology creation and editing tool) with possilyiltb assign
appropriate visual element to every entity of ooyl (class

correspondent parfts cand property). Talking about instance annotatioocess,

visually-enriched description might be performed various

to the communication scenario between “smart-homeRDF creation tools. It might be Protégé as welhag other

Control Unit (Vendor A) and floor-heating systemef\ior
B), will be mapped and correspondent alignment Vel
used in runtime operation of the “smart-home” netwo

B. Visually-enriched ontology and resource description

To operate with visual representation model in arsm

way, visualization tool should retrieve correspartdenages
together with ontologies. It means that ontologibsuld be
extended with additional layer that contains visigfinition
of the concepts (classes and properties). Latdrerext, we
will call such visually-enriched ontology as Visu@htology
(VisOntology). We consider two scenarios of humasisied
visual enrichment of data (see Figure 3). In thst fcase,
Ontology/Domain  Expert creates VisOntology
Ontology Visual Enrichment Tool that adds corresjmort

more customized RDF creation tool which is moreagle
for specific application domain. The main purpotée tool
is to help user to brows ontology and assign “vis&atics”
property to every entity of ontology: class, prdpeand
instance. Taking into account formal aspects dbaal layer
in ontology definition and resource description, ave to
extend the RDF Schema (RDFS) [32] and Web Ontology
Language (OWL) [33]. Figure 4 presents possiblemsibn
of RDFS or OWL with “visSemantics” property used fo
VisOntology and VisDescription. Talking about resmu
annotation, tool creates an annotation templateedbam
assigned ontology and provides possibility to adsual
description. In such a way, tool extends the cotscepthe

usingontology with “visSemantics” property and corresgpent

value in a form of image. Currently we consider thege of

image layer to the ontology. Later, Vendor providesthis property as a literal URL of an image. In madvance
annotation of the Service/System that was produsgd version of VisOntology and VisDescription of thesoerce,

Vendor. In the second case, Vendor itself providesally-

the range might be extended to video, audio or athgr

enriched annotation (VisAnnotation) of the producedmultimedia content. Such extended range of the gutpp

Service/System using  Visually-enriched
Description Tool based on regular domain ontologyiged
by Ontology/Domain Expert. In this case, visualiyiehed
ontology might be automatically created from thsusilly-
enriched resource description during the annotgtimeess.
In case when it is difficult to associate any imagth some
of the concepts, tool will create an image with
correspondent text (word, character, sign, etctjiered

Resourcenight be regulated by rich datatypes that will niesthe type

(file extension) of the file mentioned as a Litevalue of the
visSemantics property.
Visual enrichment is individual, as long as a sét o
images, used by VisOntology and VisAnnotation pievs,
is individual. Tools should allow user to make kegrd
abased image annotation/tagging for individual cohtand
create a personal pool of annotated visual corficerfurther

from the name of ontology element. One more scenarireuse. Later, annotated content (used for visuatanent)

might have a place if we consider possibility fome third

Service/System

~ -

i Vendor

annotation of the
Service/System

p

il
\.-"1
Visually enriched

ontology

Ontology/Demain Expert

&

Creates visual ontology ]

Produces

Service/System

i Providesvisually

enriched annotation of ]

& -

Service/System
i Ontology

oo
A
>

the Service/System
B Vendor ™ s

Visually enriched

annototion

Oniolegy A,

Creates domain ontology ]

Ontology/Domain Expert

Figure 3. Human-assisted visual enrichment scenarious.
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will be easily retrieved based on user search i®qoe _

automatically suggested to a user based on aEIILSEl- | Shrens ot ShivimnngomiomomEs oo st
descriptive elements of ontology. In case of olshfaned orele ot <htp amws orya00ROFIow ”
service/system description which is based on ordina T '

ontology, enrichment of the description might bell st | rdfs: vi sSemanti cs

automated on some extend. Based on the namesabgyt rdf:type rdf:Property;

concepts, Visual Enrichment Tool may segrch qmosrgav rdfs:domain rdfs:Resource:

content (annotated already), and build visual layer rdfs:range rdfs:Literal.

automatically. Quality of automated enrichment nhidpe
relatively low in comparison to human assisted @nrient.

But, even in worst cases, when we do not have anyah owl: vi sSemant i cs

involvement at the stage of resource annotatianjght help rdf:typ_e owI:I.DatatypeProperty;
to retrieve at least some visual content for furthisual rdfs:domam rdfs._Resource,
ontology alignment process. Taking into accountwing rdfs:range rdfs:Literal.

trend towards sharing and reuse of content, arewtzdsual )
content might be shared through various cloudscangmon owl: vi sCont ext KeyWor ds

spaces. Thus, tool can use not only personal vezrgent of a owl:DatatypeProperty;
the user, but also will allow to manage and exthisdher rdfs:domain rdf:Statement;
virtual visual content space with external sourdesthis rdfs:range rdfs:Literal.
case, Social Web might be considered as a goofbfato
share visual annotation content and VisOntologies. owl: vi sCont ext
Assuming that it might be not so popular for versdtar a owl:ObjectProperty;
provide visual description manually, visually-emec rdfs:domain rdf:Statement;
ontologies might become popular. Already havinguais rdfs:range owl: Cont ext Defini tion.
layer imbedded into ontology, resource annotatami tvill
suggest correspondent visual entity with respethéoclass :HeatingSystem a rdf:Class .
of annotated instance. Responsible for resourcetation
expert might just simply accept such proposed Vizaizon owl:ContextDefinition a rdf:Class .
or provide customized visualization more suitable i
particular context. Every time when expert selestamized #--— some definition of the context .

visualization, correspondent visual entity might sleared
and will extend ontology with extra visual defioii of
correspondent class (or property). Multiple visual
annotations of the classes and properties will ecdaemi- "
automated resource definition process. Severalogpipte
visualization options will be proposed to annotatexpert.
To avoid redundancy of alternatives, they mightfiliered
based on automatically detected or specified (lnotation

:carHContext a owl:ContextDefinition .

{:HeatingSystem rdfs: vi sSenmantics
“ www.example.org/FloorHSystem.jpeg” }
owl: vi sCont ext KeyWor ds

expert) context. This will require context definiti for each ““floor heatl_ng”“,

visualization entity in the ontology (see Figure ¥ this Pome heatl_ng”,

example, we may see the definition of the contéoitswo room heating” .

different images assigned to the HeatingSystens qlelass . i i

of various heating systems). Context definition Imidpe {:HeatingSystem rdfs: vi sSemanti cs
perform via reification mechanism and be definetiezi by “ www.example.org/CarHSystem.jpeg” }
context definition keyword(s) (via “visContextKey\Wis” owl: vi sCont ext :carHCont ext

property) or by instance of the context definitidass (via
“visContext” property). Thus, the domain for both | :Statement_1 a rdf:Statement ;

mentioned properties in rdf:Statement. In the exampe rdf:subject :HeatingSystem ;

may find two different methods for applying reifitca rdf:predicate rdfs: vi sSemantics ;
mechanism. One of them uses abbreviation “{}" supg rdf:object

by Notation-3 [34] serialization to define a sta&Fh “www.example.org/CarHSystem.jpeg” .
Another method uses standard approach of RDFS via

definition of an instance of rdf:Statement cladse Tange of -statement 1 owl: vi sCont ext KeyWr ds
the “visContextKeyWords” and “visContext” propegias “car_heating",

different. Range for the first property is reseitt by “vehicle heating” .

rdfs:Literal class and considered to be referreétepword
(key-sentence). At the same time, range of anqihmperty
refers to the class of context definitions. In thégper we do
not concentrate our attention on the context défimiclass.

Figure 4. “visSemantics” ontology extension and visualizatiomtext
definition.
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There are several approaches towards context tiefinbut
in this paper we are just assuming an existenceoaie
context  definition class (in  our example
“ContextDefinition” class).

Sub-class and sub-property hierarchy of the onyotdgp
can help to collect visualization alternatives antdomate
resource annotation process. All the visualizagintities that
describe sub-classes and sub-properties also besupper-
classes and supper-properties. Even if certairs alags not
have any visual description/representation, thea b
alternatives to describe an instance of that cla#is be
retrieved from the sub-classes and the same celntesetd
filtering technique might be applied to find morgpeopriate
visualization. Thus, more detailed ontology withegesub-
class hierarchy might minimize amount of multiptntext-
dependent visualization settings. If we reconséemple in
Figure 4 and define floor heating system and catihg
system as sub-classes of more general class tfiatslall
heating systems, then “HeatingSystem” class migat

described by some general visualization and additio

alternatives might be collected form visual ded@ims of
its’ sub-classes.
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C. Browsing of visually-enriched linked data

Browsing of visually-enriched ontologies and
visualization of visually-enriched resource dedaips
might be performed by appropriate visualizationlgod\s
was mentioned before, it is reasonable to havealimtion
of ontologies imbedded into ontology editors. A¢ thame
time, visually-enriched resource descriptions muss
visualized in more intuitive way via smart integpatof data
mashups [29][30]. In this project, we have beendude
(FOR EYE) Browser [31] - smart visual context-séwei
resource browser (elaborated in UBIWARE Tekes ptpje
and Linked Data Browser (elaborated in this projtmt
visualization of visually-enriched resource dedaims) (see
Figure 5). 4i (FOR EYE) is an ensemble of Intelig&UI
Shell (smart middleware for context dependent comtinn
of different MetaProviders) and MetaProviders, gigation
modules that provide integration and context-depahd
filtered representation of resource data. Contexraness
and intelligence of such interface brings a newuieathat
gives a possibility for user to get not just rawtagabut
required integrated information based on a spetifantext.

4i (FOR EYE) TECHNOCLOGY

Intelligent interface for Integrated Information

RESOURCE VISUALIZATION

LinkedData Browser

Linked Resources

Browsing History

Figure 5. Browsing of visually-enriched linked data.
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The Figure 5 shows us example of Linked Data bnogysi
with respect to the heating systems imbedded imarts

1
home described in one of the scenarios in the bégjnof .
the paper. Based on the resource descriptiorhfiiedontains
visually-enriched resource descriptions, one of the

visualization modules of the 4i Browser has beeadu®
present us all the heating systems available inhiese.
Another visualization tool (Linked Data Browser)shiaeen
used to browse the RDF graph from the same resourgg
description source and show us certain smart-hortie w
correspondent smart-home heating system that ¢oasis

four sub-heating systems for living room, bedrobaicony, [3]
and bathroom.
IV. CONCLUSION ANDFUTURE WORK [4]

Approaching the era of people-oriented systems,amm
becomes very dynamic and proactive resource ofrgela [5]
integration environment with a huge amount of dédfe
heterogeneous data. People are great asset talibeduin
servicing and services creation. Involving peopte the
process, we allow them be not only a user, butadsbvalue
to technology evolution. 6

With the aim to elaborate an environment that exmbl )
integration of heterogeneous “things” and inteltige
distributed systems within the Internet of Thinganfework, (g
authors address the mechanism of human-assisted
simplification of semantic matching to allow intpeyability
of entities in the 10T. Assuming unavailability afsufficient
amount of professional experts to be involved t® daily
“things” integration support process, authors psgub the
way to make user be not just a consumer of thirsgda
services, but also an expert capable to composestatlish
interoperability among the things. Taking into amtb
specifics of the potential user and unsuitabilifycarrent
ontology alignment tools for it, this paper preseathuman-
driven approach towards visually-facilitated ontplo
alignment through visually-enriched ontologies agsburce
(thing) descriptions. Authors have presented eitensf
RDFS and OWL ontologies to enable creation of \Vigua
enriched ontologies and resource descriptions. edtrr
implementation of correspondent toolset is conededr on
and consists of an interface for the final stag¥isual
Ontology Alignment Tool that assumes existence of
VisOntologies and  VisDescriptions  of  Things.
Implementation of the tool for visual enrichment of
ontologies and resource descriptions is considaseal future
continuation of presented work.

(9]

(10]

(11]

(12]

(23]
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