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An XDI-Based Approach to Represent and Exchange Data Between
Federated Clouds

Antonio Celesti, Francesco Tusa, Massimo Villari and Antonio Puliafito
Dept. of Mathematics, Faculty of Engineering, University of Messina

Contrada di Dio, S. Agata, 98166 Messina, Italy.
e-mail: {acelesti, ftusa, mvillari, apuliafito}@unime.it

Abstract—Cloud providers need to manage and control their
assets identifying, retrieving, and exchanging data about their
virtual resources in different operating contexts. These tasks
are not trivial at all and this leads cloud providers to design
proprietary solutions for the management of their virtual
resources and services. In this paper, considering IaaS clouds,
we discuss an approach based on XDI for the representation of
data associated to Virtual Machines (VMs). More specifically,
we focus on a scenario including federated clouds renting VMs
to other ones, where an exchange of related data is required.

Keywords-Cloud Computing, Federation, Naming System,
XDI, Higgings.

I. INTRODUCTION

Nowadays, cloud providers supply many kinds of In-
frastructure as a Service (IaaS), Platform as a Service
(PaaS), and Software as a Service (SaaS) to their users, e.g.,
common desktop clients, companies, governments, organi-
zations, and other clouds. Such services can be arranged
composing and orchestrating several Virtual Environments
(VEs) or Virtual Machines (VMs) through hypervisors.

The overwhelming innovation of cloud computing is that
cloud platforms can react to events internally rearranging the
VMs composing their services pushing down management
costs, and the interesting thing is that cloud users are not
aware of changes, continuing to use their services without
interruptions according to a priori Service Level Agreements
(SLAs). For example, when a physical server hosting an
hypervisor runs out of resources or is damaged, the cloud can
decide to move or “migrate” one or more VMs into another
server of the same cloud’s datacenter acting as virtualization
infrastructure. Further migrations can be triggered for many
other reasons including power saving, service optimization,
business strategy, SLA violation, security, etc. In addition, if
we consider the perspective of cloud federation where clouds
cooperate sharing computational and storage resources, a
VM can migrate also into a server of another cloud’s
virtualization infrastructure. Another business model which
can take place in federated scenarios might be the rent of
VEs from a cloud to another.

Such a dynamic and continuously changing scenario in-
volves not only cloud services and VMs, but also other
cloud entities such as physical appliances and cloud users.
All these entities need to be named and represented both

in human-readable and in machine-readable way. Moreover,
they need also to be resolved with appropriate data according
to a given execution context. For example, as a VM needs
to be identified by a name, it may happen that different
entities (e.g., the cloud middleware itself, other federated
clouds, cloud administrators, cloud users, etc) may be inter-
ested to resolve that name retrieving either data concerning
general information on the VM (e.g., CPU, memory, kernel,
operating system, virtualization format version, IP address,
etc), data regarding processes running inside the VM,or data
regarding the performance of the VM (e.g., used CPU and
memory usage). In addition, the scenario becomes more
complex if we consider the fact that these entities might
hold one or more names and identifiers also with different
levels of abstraction.

In order to discourage a possible evolving scenario where
each cloud based on open source architectures might develop
its own proprietary information management system with
compatibility problems in the interaction among different
cloud name spaces, in our previous work [1], we proposed
a standard XRI-based approach for the designing of a
seamless cloud naming system able to manage and integrate
independent cloud name spaces, extending the OpenXRI
libraries [2].

XRI, considered alone, does not support any data inter-
change mechanism between entities which want to exchange
data each other according to their policies. In order to
overcome this issue, the OASIS XDI Technical Committee
developed the XRI Data Interchange (XDI) [3] technology.In
this paper, we discuss how to apply XDI technology, using
the Higgings framework [4], for the development of a
federated IaaS cloud scenario, where each cloud needs to
exchange data with other ones about rented VMs. More
specifically, considering several clouds, each one managing
its own VMs by means of XRI graphs, we will focus on an
use case where a cloud lends VMs to another cloud, thence
exchanging the related data (e.g., IP address, how to access
the VM, features, performance, etc) in a secure way.

The paper is organized as follows: Section II provides a
brief description of cloud name spaces. Section III describes
the state of the art of naming systems and the most widely
adopted solutions in distributed systems and in ubiquitous
computing environments. In Section IV, we provide an
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overview of the XDI technology motivating how it suits
the management of cloud name spaces and data interchange
between federated clouds. In Section V, we describe how to
design an XDI-based data management system for a cloud
federation scenario using the Higgings framework. In the
end, in Section VI, we focus on how to represent resources
and users in a cloud using XRI RDF graphs. Conclusions
and remarks are summarized in Section VII.

II. CLOUD NAME SPACE ISSUES

In this Section, we briefly summarize the main cloud
name space issues which have already been analyzed in [5].
Despite the internal cloud structure, we think cloud entities
have many logical representations in various contexts. In
addition, there are many abstract, structured entities (e.g., a
distributed cloud-service built using other services, each one
deployed in a different VE). These entities are characterized
by a high-level of dynamism: allocations, changes and
deallocations of VEs may occur frequently. Moreover, these
entities may have one or more logical representations in
one or more contexts. But which are the entities involved
in cloud computing? In order to describe such entities, we
introduce the generalized concept of Cloud Named Entity
(CNE). A CNE is a generic entity indicated by a name
or an identifier which may refer both to real/abstract and
simple/structured entity. As depicted in Figure 1, examples
of CNE may be a cloud itself, a cloud federation, a vir-
tualization infrastructure, a server running an hypervisor, a
VE, a cloud service, or cloud users including companies,
governments, universities, cloud technicians, and desktop
clients.

Figure 1. Examples of generic CNEs.

In our abstraction, we assume that a CNE is associated
to one or more identifiers. As a CNE is subject to frequent
changes holding different representations in various Cloud
Contexts (CCNTXs), the user-centric identity model [6]
seems to be the most convenient approach. We define a

CCNTX as an execution environment where a CNE is repre-
sented by one or more identifiers and has to be processed. In
this work, we assume a CNE is represented by one or more
CCNTX Resolver Server(s), which are servers returning data
or services associated to a CNE in a given CCNTX. Figure
2 depicts an example of CNE associated with six identities
within four CCNTXs. The target CNE holds identity 1, 2

Figure 2. Examples of a generic CNE associated to several CCNTXs.

inside CCNTX A, identity 3 inside CCNTX B, identity
4 inside CCNTX C, and identity 5, 6 inside CCNTX D.
We define a Cloud Naming System (CNS) as a system that
maps one or more identifiers to a CNE. A CNS consists
of a set of CNEs, an independent cloud name space, and a
mapping between them. A cloud name space is a definition
of cloud domain names. Instead, a name or identifier is a
label used to identify a CNE. A client resolver which needs
to identify a CNE in a given CCNTX performs a resolution
task. Resolution is the function of referencing an identifier
to a set of data or services describing the CNE in several
CCNTXs.

III. RELATED WORK AND BACKGROUND

Cloud computing is generally considered as one of the
more challenging research field in the ICT world. It mixes
aspects of Utility Computing, Grid Computing, Internet
Computing, Autonomic computing and Green computing
[7], [8]. Many authors are trying to describe what it exactly
means, in terms of Utility Computing (as the Electricity
Model, see [9]), its Economics and Benefits, and what are
its Obstacles and Opportunities as the TOP 10 list reports
in [10], [11]. Cloud, combined with statistical multiplexing,
should increase resources utilization compared to traditional
data centers, offering services below the costs of medium-
sized datacenters and still making good profits (see [12]).
In such new emerging environments, even though naming
and resource location raise several issues, there have not
been many related works in literature yet regarding naming
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systems managing cloud name spaces, and DNS is still
erroneously considered the “panacea for all ills”. In fact,
DNS presents some problems: it is host centric, unsuitable
for complex data and services location, and it is not suited to
heterogeneous environments. Possible improvements might
come from the naming system works in high-dynamic,
heterogeneous and ubiquitous environments. An alternative
to DNS is presented in [13]. The authors propose a Uniform
Resource Name System (URNS), a decentralized solution
providing a dynamic and fast resource location system for
the resolution of miscellaneous services. Nevertheless, the
work lacks of an exhaustive resource description mechanism.
With regard to naming system in ubiquitous computing, in
[14] the authors propose a naming system framework for
smart space environments. The framework aims to integrate
P2P independent cloud naming systems with the DNS,
but appears unfitted to be exported in other environments.
In addition it aims to localize and identify an entity that
moves from a smart space to another using as description
mechanism the little exhaustive DNS resource records. A
hybrid naming system that combines DNS and Distributed
Hash Table (DHT) is presented in [15]. The authors adopt a
set of gateways executing a dynamic DNS name delegation
between DNS resolver and DHT node.

An interesting survey among different technologies for
the Resource Discovery in Grid Environments has been
done in [16]. The authors presented a valuable comparison
among the P2P protocols ranging from Napster, Gnutella,
CAN to Chord. It is interesting to notice the punctual
evaluation (even taking into account the complexity of each
one) of these protocol and their applicability in Grids. They
mentioned that one of the main constrains in Grid is the
scalability. Some of the protocols reported above are not
really fully decentralized. (i.e., Napster) whereas others do
not guarantee the operating in heterogeneous Grid environ-
ments. Other evaluations were conducted in [17] and [18].
Their assessments are about the possibility to use in Grid
consolidated protocols for the Resource Discovery (RD)
tasks. However many solutions adopted in Grid ([19]) along
with the advanced DHT usage (see [20]), are not suitable in
clouds at all. We can affirm that the level of heterogeneity in
Clouds is higher of any Grid infrastructure. For that reason
we cannot consider solutions embraced in Grid, but we
have to look solutions widely used in distributed system as
Internet (i.e., DNS approach). In our point of view concepts
of systems heterogeneity and federation mechanisms need
to be taken into account. Whether we consider the recent
convergence of Web SSO systems in the Internet, in the
last years we assisted to a wide use of OpenID [21]. It is
considered as one of the widely digital identity protocol used
for making Federation among web services. Providers that
adopted such a technique range from AOL, BBC,Google,
IBM, MySpace, Orange, PayPal, VeriSign, LiveJournal, to
Yahoo [22]. The new version of OpenID, 2.0 was released to

overcome some big issues [23]. The way for improving it, is
to implement several clausals existing in the XRI Standard
Specification [24], [25].

We can assume the XRI standard as a step over of the
DNS protocol. All enterprises may continue in using their
internal systems for cataloging resources and services, as
LDAP, Active Directory (AD), owned database, etc; all
these protocols are based on DNS. Our idea is to have an
alternative to DNS, a kind of advanced DNS protocol, that is
XRI, compliant with URI/URL approach able to overcome
DNS limitations, also in terms of its representativeness. We
can state that XRI might represent an useful abstraction
of what already exists in the Internet. In particular we
remind the XRI syntax and resolution infrastructure was
designed explicitly for Internet-scale digital identity, and
we are adopting it for enriching exchanged information in
much more complex cloud scenarios maintaing its basic
philosophy indispensable for the Federated Digital Identity
management.

Regarding naming, name resolution, and service location
in federated cloud environments, in our previous work [26],
we highlighted the involved issues both debating a cloud
name space analysis and proposing a generic theoretical
cloud naming framework for the management of cloud name
spaces. The cloud federation is a scenario where clouds
establish a relationship in order to benefit new business
advantages [27], for example renting single VM or whole
cloud services to other clouds, for example when a cloud
run out its computational and storage capabilities or when
a cloud needs a service which is not able to allocate.
In [28], considering such a cloud naming framework and
several use-cases of the European Reservoir Project [29], we
performed an analysis of the problems that such use-cases
raise regarding the management of cloud name spaces, also
debating how the aforementioned cloud naming framework
could be adopted to manage naming and service resolution.
As possible representation of the cloud naming framework
we chose XRI [24] and the eXtensible Resource Descriptor
Sequence (XRDS) [25] technologies. The major open source
implementation of XRI is OpenXRI [2], which provides a
basic Authority Resolution server along with java libraries
for the development of XRI-based applications. Another
interesting initiative is the Higgings Personal Data Service
[4] framework developed by the Eclipse community. Hig-
gings implements the XRI Data Interchange (XDI) [30],
i.e., a generalized, extensible service for sharing, linking,
and synchronizing structured data over the Internet using
XRI-addressable RDF graphs. As well as XRI, XDI is under
development by the OASIS [31] Technical Committee.

IV. XDI AND CLOUD COMPUTING

In this Section, after a brief description the XDI tech-
nology, we motivate how it can help the cloud name space
management and data interchange between federated clouds.
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A. XDI Overview

XDI (XRI Data Interchange) is a generalized, extensible
service for sharing, linking, and synchronizing structured
data over the Internet and other data networks using XRI-
addressable RDF graphs. XDI is under development by
the OASIS XDI Technical Committee. The main features
of XDI are: the ability to link and nest RDF graphs to
provide context; full addressability of all nodes in the graph
at any level of context; representation of XDI operations
as graph statements so authorization can be built into the
graph (i.e., a feature called XDI link contracts); standard
serialization formats including JSON and XML; and a sim-
ple ontology language for defining shared semantics using
XDI dictionary services. The XDI protocol can be bound
to multiple transport protocols. The XDI TC is defining
bindings to HTTP and HTTPS, however it is also explor-
ing bindings to XMPP and potentially directly to TCP/IP.
XDI provides a standardized portable authorization format
called XDI link contracts. Link contracts are themselves
XDI documents (which may be contained in other XDI
documents) that enable control over the authority, security,
privacy, and rights of shared data to be expressed in a
standard machine-readable format and understood by any
XDI endpoint. XDI enable to achieve a secure interchange
of data between different software entities by means of
secure communication channels. These channels can be
secured through different techniques, including the Security
Assertion Markup Language (SAML), based on the Identity
Provider/Service Provider (IdP/SP) model.

RDF graphs are created using XRI, i.e., a standard syntax
for identifying entities, regardless any particular concrete
representation. The XRI system is similar to DNS, including
a set of hierarchical XRI authorities but more powerful.
The protocol is built on URI (Uniform Resource Identifiers)
and IRI (Internationalized Resource Identifiers) extending
their syntactic elements and providing parsing mechanisms.
Particular types of URI are URN and URL. Since an URL
is also an URI, the protocol provides a parsing mechanism
from XRI to URL. Therefore XRI is also compatible with
any URN domain. XRI supports persistent and reassignable
identifiers by means of i-numbers (Canonical ID) and i-
names (Local ID). It also provides four types of synonyms
(LocalID, EquivID, CanonicalID, and CanonicalEquivID) to
provide robust support for mapping XRIs, IRIs, or URIs to
other XRIs, IRIs, or URIs that identify the same target entity.
This is particularly useful for discovering and mapping
to persistent identifiers as often required by trust infras-
tructures. XRI enable organization to logically organize
entities building XRI RDF graphs. According to the XRI
terminology, each entity in the graph is named authority.
The protocol provides two additional options for identifying
an authority: Global Context Symbols (GCS) and cross-
references. Common GCS are “=” for people, “@” for

organization, and “+” for generic concepts. For example the
xri://@XYZ*marketing indicates the marketing branch of an
organization named XYZ, where the “*” marks a delegation.

B. Why Does XDI suit Cloud Computing?

XDI meets the requirements of cloud name space man-
agement, data retrieval and data interchange especially in
federated cloud environments. With XDI a cloud can keep
different RDF graphs representing IaaS, PaaS, and SaaS. In
addition, such a technology can be used for both identify
and resolve VMs and whole *aaS by means of data retrieval
mechanisms. For example, the cloud service provider may
need to retrieve three types of information about a VM:
general data (e.g., CPU, memory, kernel, operating system);
real time performance data (e.g., amount of used CPU and
memory used); real time data regarding an internal running
process (e.g., the percentage of processed data). Moreover,
considering IaaS federated clouds, each provider needs to
exchange part of its data with other clouds. For example,
let us consider two clouds: A and B. Cloud A, logically
organize its own VMs by means of an XRI graph. As Cloud
B has run out of resources, it require three VMs to cloud
A. So that, cloud A instantiate the three VMs and update its
XRI graph. Then, in order to allow cloud B to access the
VMs, cloud A, after an authentication of cloud B, discloses
how to access the VMs and related data. Authentication
can be easily achieved using SAML Single Sign-On (SSO)
mechanisms.

In addition, XDI might be used to logically represent
instances of composed services. For example, let us consider
a service instance composed of several elementary services
each one running in a different VM. Thanks to XDI it is
possible to create in the graph of a cloud an entry repre-
senting the service instance, linking the entries representing
the VMs on which the service instance is made up. Other
possible applications of XDI can regard for example the
management of physical assets, clients, and so on.

V. HOW TO ACHIEVE XDI IN FEDERATED CLOUD USING
HIGGINGS

Starting from the considerations of the previous Section,
in the following we will point out a concrete scenario of
cloud federation, specifically aimed to the IaaS context. In
order to address either the problem of sharing information
among clouds and achieving their authentication process,
we rely on the XDI features. More specifically, our sce-
nario takes advantage of the employment of the Higgings
framework, that represents a Personal Data Service (PDS)
including the implementation of XDI features.

In the first part of the Section we will introduce and de-
scribe the Higgings Framework, whereas in the second part
we will present the reference scenario where our solution
aims to address the IaaS cloud federation problem.
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A. The Higgings Framework

Higgins is an open source project that aims to provide to
individuals more control over their personal identity, profile
and social network data.

The project is organized into three main areas:
1) Active Clients. An active client integrates with a

browser and runs on a computer or mobile device.
• Higgins 1.X: the active client supports the OASIS

IMI protocol and performs the functions of an
Information Card selector.

• Higgins 2.0: the plan is to move beyond selector
functionality to add support for managing pass-
words, Higgins relationship cards, as well other
protocols such as OpenID. It also becomes a
client for the Personal Data Store (see below) and
thereby provides a kind of dashboard for personal
information and a place to manage “permission-
ing” deciding who gets access to what slice of the
user’s data.

2) Personal Data Store (PDS) is a new work area
under development for Higgins 2.0. A PDS stores
local personal data, controls access to remotely hosted
personal data, synchronizes personal data to other
devices and computers, accessed directly or via a PDS
client. It allows the user to share selected aspects of
their information with people and organizations that
they trust.

3) Identity Services - Code for (i) an IMI and SAML
compatible Identity Provider and (ii) enabling websites
to be IMI and OpenID compatible.

B. Reference Scenario

As we have already introduced, in this Section we con-
sider the IaaS cloud federation scenario. In particular, we
suppose to have a wide distributed infrastructure, composed
of different clouds, belonging to different administrative
domains. Each cloud is able to satisfy service requests (in the
case of IaaS we consider VMs as resources) coming from its
users. When, for some reason (e.g. a temporary load peak)
a given cloud is not able to satisfy users’ requests anymore,
instead of rejecting them, it could ask the additional needed
resources to external providers. These latter might be other
clouds able to join the federation.

Obviously, the achievement of this process may be dif-
ficult due to several issues that have to be addressed: first
of all, when a cloud has expired its resources and ask them
to external providers, these have to correctly identify the
entity that have generated the request, and accept it only
if it has been originated from a trusted source. This leads
to the need of managing the authentication process. The
simplest solution consists in the possibility of creating a set
of credentials for each cloud, on every other cloud aiming
to attend the federation. Even though this solution is the

straightforward one, its applicability is limited to a scenario
just formed by a small number of entities. If we consider the
hypotheses of a growing number of clouds, the creation of
credentials for each one may be a different task to manage.

In order to simplify the authentication in such scenarios,
the most common adoptable solution might be based on the
SSO. Instead of creating lots of credentials for authenticating
each cloud on the others, it could be employed a more flex-
ible solution relying on trusted third-parties. This approach
minimizes the number of expected credentials, since a given
cloud just need to have an account on one (or more) of these
third-party to be authenticated on all the entities (clouds) that
are trusted with them.

Once the authentication task has been solved, in order to
allow resources sharing among the cloud federation entities,
a way to organize clouds information is also needed. A
cloud service provider, in fact, may need different kinds
of information regarding VMs: associated resources, in-
stantaneous workload and internal application state. In a
federated environment, part of this information might be
shared among the entities taking part to the infrastructure.
As we have already pointed out previously, if each cloud
stores information by means of an RDF XRI graph, the
process of communicating requests for new resources, their
allocation on external providers and finally their exploiting
will be more flexible and simpler. Section VI will provide
more details and examples on RDF XRI graphs generated
in our testbed.

For addressing either authentication and information shar-
ing among clouds aiming to federate themselves, we propose
the employment of an XDI based framework whose imple-
mentation, in our case, relies on Higgings. In the following
we provide an overview of the operations involved in the
creation of a binding among two different clouds for sharing
resources: we will assume that the involved entities are
based on Higgings for implementing their features. Once
the authentication process is performed using the SSO, the
involved clouds will the able to share the needed information
using the XRI representation transmitting them over a secure
channel created among them.

Assuming the internal cloud organization as depicted in
Figure 3, we can consider a three layered stack where in
the top part lies the cloud manager layer (that manages all
the high-level operations such as authentication, resource
discovery etc.).

As the Figure shows, Cloud Manager includes the Re-
source Manager, which is able to manage resources allo-
cation on external providers if needed through the Cross-
cloud Federation Manager component. (for further details
see [27]). When a cloud (we call it Cloud A) has expired
its own resources and needs to gain them from the outside,
a Discovery process is started from the Resource Manager.
The result of this task will be a list of external clouds able
to satisfy the request. From the retrieved set, it will be
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Figure 3. Three layered organization of a Cloud

necessary to select the cloud resource provider best fitting
the request: such a task will be accomplished during the
Match-Making process. The result of this last operation will
consist in the URL of the cloud able to satisfy the resources
need of Cloud A (in our case we assume Cloud B as the
cloud selected from the Match-Making).

Figure 4 shows the steps involved in the authentication
and information sharing between two different clouds (Cloud
A and Cloud B): in step 1, the URL coming out from the
Match-Making process is used by the Authentication Agent
of Cloud A for contacting the destination cloud from which
gaining external resources (Cloud B). An HTTP post is
forwarded (step 2) with the username and session key (if
exists) to the Authentication Agent of Cloud B. The session
key is used by the AA of Cloud A as a token proving that
a login has been correctly performed on a given IdP and
identifies a communication session in a unique way. This
means that the key will exist only if the AA already has
performed the authentication with an IdP and a session has
been created.

During the step 3, the AA of Cloud A is redirected to the
IdP trusted with Cloud B for verifying its identity. In step 4,
the IdP receives from the AA of Cloud A information about
the username and the session key and verifies the existence
of a binding between that username and that session key
querying a local Database. If an entry exists within the
Database, a session for Cloud A has been already created
and IdP sends an answer with StatusCode 200, otherwise
the login process has to be started for proving the identity
of the cloud.

In the last case, in step 5, the AA of Cloud A send
its username and password to the IdP that verifies them
checking within the LDAP server: if a user exists with that
credentials, a new session key is saved within the local
Database associated to the username and is sent back to
the AA of the Cloud A.

Now that the login phase has been accomplished and the
AA of Cloud A holds a valid session key (also registered
within the Database), in step 6, it is redirected to the AA of

Cloud B where it is now authenticated and able to perform
operations: using its username and its session key, Cloud A
can now perform the operations needed for creating VMs
instances within Cloud B. In the example reported in Figure
4, the Add operation is performed for allocating 3 new VMs.

The AA of Cloud B receives the request and control
the associated username and session key: such information
are then forwarded to the component that is responsible of
managing the XRI graph, which performs the addition of
the needed nodes and associate them with the session key
associated to the username from which the VMs request is
coming. From now on, only the entity that holds that key will
be able to access those graph node for retrieving information
on the new instantiated VMs. An example of possible XRI
graphs of cloud A and B is analyzed in the next Section.

Figure 4. Authentication process and resource information sharing among
Cloud A and Cloud B

VI. XRI GRAPH REPRESENTATION OF VMS

In this Section, we show how can be possible to logically
organize and manage data associated to a cloud provider
by means of XDI and XRI-addressable RDF graphs. More
specifically, considering the scenario, we have already
pointed out, we discuss how to represent both VMs hosted
within the cloud data-center and VMs lent/borrowed to/from
other cloud providers. Moreover, for each XRI graphs, we
will show the corresponding XDI documents generated in
our testbed. XDI allows to represent RDF XRI graph by
means of three main elements:

• Subject, e.g., <xdi:s xri=”entry”> ... </xdi:s>. It can
be a real/abstract entity represented by means of an
XRI entry. Examples can be, the cloud iteself, an
administrative domain, a cluster, a server, a VM, a
cloud-based service instance, an user, etc.

• Reference, e.g., <xdi:ref xri=”entry”> ... </xdi:ref>.
It is a reference to a subject.

• Predicate, e.g., <xdi:p xri=”relation”> ... </xdi:p>. It
can be relation between two or more subjects.

At the beginning, how depicted in Figure 5, cloud A has
an administrative domain including cluster1 and cluster2.
Cluster 1 includes server1 which hosts VM1 and VM2,
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instead cluster 2 includes server2 which hosts VM3. Cloud
A has also two users: user1 and user 2. User1 holds VM1
hosted in server1 of cluster1 and VM3 hosted in server 2 of
cluster 2. User 2 holds VM2 hosted in server1 of cluster1.

Figure 5. Cloud A graph before federation.

The corresponding XDI code is shown in the following.
<?xml v e r s i o n = ” 1 . 0 ” e n c o d i n g =”UTF−8”?>
<x d i : x d i xmlns : x d i =” h t t p : / / x d i . o a s i s−open . o rg”>

<x d i : s x r i =”= u s e r 1”>
<x d i : p x r i =” $has$a”>

<x d i : r e f x r i =”+VM1”/>
<x d i : r e f x r i =”+VM3”/>

</ x d i : p>
</ x d i : s>
<x d i : s x r i =”= u s e r 2”>

<x d i : p x r i =” $has$a”>
<x d i : r e f x r i =”+VM2”/>

</ x d i : p>
</ x d i : s>
<x d i : s x r i =”+ e x t e r n ”/>
<x d i : s x r i =”+ admin”>

<x d i : p x r i =” $has”>
<x d i : r e f x r i =”+ c l u s t e r 1 ”/>
<x d i : r e f x r i =”+ c l u s t e r 2 ”/>

</ x d i : p>
</ x d i : s>
<x d i : s x r i =”+ admin+ c l u s t e r 1 ”>

<x d i : p x r i =” $has”>
<x d i : r e f x r i =”+ s e r v e r 1 ”/>

</ x d i : p>
</ x d i : s>
<x d i : s x r i =”+ admin+ c l u s t e r 2 ”>

<x d i : p x r i =” $has”>
<x d i : r e f x r i =”+ s e r v e r 2 ”/>

</ x d i : p>
</ x d i : s>
<x d i : s x r i =”+ admin+ c l u s t e r 1 + s e r v e r 1”>

<x d i : p x r i =” $has”>
<x d i : r e f x r i =”+VM1”/>
<x d i : r e f x r i =”+VM2”/>

</ x d i : p>
</ x d i : s>
<x d i : s x r i =”+ admin+ c l u s t e r 2 + s e r v e r 2”>

<x d i : p x r i =” $has”>
<x d i : r e f x r i =”+VM3”/>

</ x d i : p>
</ x d i : s>
<x d i : s x r i =”+VM2”>

<x d i : p x r i =”DATA”>
<x d i : da t a ><![CDATA[DATA]]></ x d i : da t a>

</ x d i : p>
</ x d i : s>

<x d i : s x r i =”+VM3”>
<x d i : p x r i =”DATA”>

<x d i : da t a ><![CDATA[DATA]]></ x d i : da t a>
</ x d i : p>

</ x d i : s>
<x d i : s x r i =”+VM1”>

<x d i : p x r i =”DATA”>
<x d i : da t a ><![CDATA[DATA]]></ x d i : da t a>

</ x d i : p>
</ x d i : s>
<x d i : s x r i =”+ admin+ c l u s t e r 1 + s e r v e r 1 +VM1”/>
<x d i : s x r i =”+ admin+ c l u s t e r 1 + s e r v e r 1 +VM2”/>
<x d i : s x r i =”+ admin+ c l u s t e r 2 + s e r v e r 2 +VM3”/>

</ x d i : xdi>

At the same time (see Figure 6), cloud B includes cluster1
with server1 and server2. Server1 hosts VM1 and VM2,
instead server2 hosts VM3. For simplicity, let us suppose
that all VMs are reserved.

Figure 6. Cloud B graph before federation.

The corresponding XDI code is shown in the following.
<?xml v e r s i o n = ” 1 . 0 ” e n c o d i n g =”UTF−8”?>
<x d i : x d i xmlns : x d i =” h t t p : / / x d i . o a s i s−open . o rg”>

<x d i : s x r i =”+ e x t e r n ”/>
<x d i : s x r i =”= admin”>

<x d i : p x r i =” $has”>
<x d i : r e f x r i =”+ c l u s t e r 1 ”/>

</ x d i : p>
</ x d i : s>
<x d i : s x r i =”= admin+ c l u s t e r 1 ”>

<x d i : p x r i =” $has”>
<x d i : r e f x r i =”+ s e r v e r 1 ”/>
<x d i : r e f x r i =”+ s e r v e r 2 ”/>

</ x d i : p>
</ x d i : s>
<x d i : s x r i =”= admin+ c l u s t e r 1 + s e r v e r 1”>

<x d i : p x r i =” $has”>
<x d i : r e f x r i =”+VM1”/>
<x d i : r e f x r i =”+VM2”/>

</ x d i : p>
</ x d i : s>
<x d i : s x r i =”= admin+ c l u s t e r 1 + s e r v e r 2”>

<x d i : p x r i =” $has”>
<x d i : r e f x r i =”+VM3”/>

</ x d i : p>
</ x d i : s>
<x d i : s x r i =”+VM2”>

<x d i : p x r i =”DATA”>
<x d i : da t a ><![CDATA[DATA]]></ x d i : da t a>

</ x d i : p>
</ x d i : s>
<x d i : s x r i =”+VM3”>
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<x d i : p x r i =”DATA”>
<x d i : da t a ><![CDATA[DATA]]></ x d i : da t a>

</ x d i : p>
</ x d i : s>
<x d i : s x r i =”+VM1”>

<x d i : p x r i =”DATA”>
<x d i : da t a ><![CDATA[DATA]]></ x d i : da t a>

</ x d i : p>
</ x d i : s>
<x d i : s x r i =”= admin+ c l u s t e r 1 + s e r v e r 1 +VM1”/>
<x d i : s x r i =”= admin+ c l u s t e r 1 + s e r v e r 1 +VM2”/>
<x d i : s x r i =”= admin+ c l u s t e r 1 + s e r v e r 2 +VM3”/>

</ x d i : xdi>

Then, let us suppose that user2 of cloudA requires three
additional VMs. As cloud A realizes that it does not have
enough resources for instantiate further VMs, it establishes a
federation with cloud B, as already described in the previous
Section. After authentication, cloudA sends a request for the
instantiation of three VMs. So that, cloud B instantiates three
VMs in its own datacenter, i.e., VM4 in server1 and VM5
and VM6 in server2. The corresponding updated graph is
depicted in Figure 7. Moreover, an user entry for cloud A
is created linking the three new instantiated VMs with a
reference to them.

Figure 7. Cloud B graph after federation.

The corresponding XDI code is shown in the following.
<?xml v e r s i o n = ” 1 . 0 ” e n c o d i n g =”UTF−8”?>
<x d i : x d i xmlns : x d i =” h t t p : / / x d i . o a s i s−open . o rg”>

<x d i : s x r i =”+ e x t e r n ”/>
<x d i : s x r i =”= admin”>

<x d i : p x r i =” $has”>
<x d i : r e f x r i =”+ c l u s t e r 1 ”/>

</ x d i : p>
</ x d i : s>
<x d i : s x r i =”= admin+ c l u s t e r 1 ”>

<x d i : p x r i =” $has”>
<x d i : r e f x r i =”+ s e r v e r 1 ”/>
<x d i : r e f x r i =”+ s e r v e r 2 ”/>

</ x d i : p>
</ x d i : s>
<x d i : s x r i =”= admin+ c l u s t e r 1 + s e r v e r 1”>

<x d i : p x r i =” $has”>
<x d i : r e f x r i =”+VM1”/>
<x d i : r e f x r i =”+VM2”/>
<x d i : r e f x r i =”+VM4”/>

</ x d i : p>
</ x d i : s>

<x d i : s x r i =”= admin+ c l u s t e r 1 + s e r v e r 2”>
<x d i : p x r i =” $has”>

<x d i : r e f x r i =”+VM3”/>
<x d i : r e f x r i =”+VM6”/>
<x d i : r e f x r i =”+VM5”/>

</ x d i : p>
</ x d i : s>
<x d i : s x r i =”+VM2”>

<x d i : p x r i =”DATA”>
<x d i : da t a ><![CDATA[DATA]]></ x d i : da t a>

</ x d i : p>
</ x d i : s>
<x d i : s x r i =”+VM3”>

<x d i : p x r i =”DATA”>
<x d i : da t a ><![CDATA[DATA]]></ x d i : da t a>

</ x d i : p>
</ x d i : s>
<x d i : s x r i =”+VM1”>

<x d i : p x r i =”DATA”>
<x d i : da t a ><![CDATA[DATA]]></ x d i : da t a>

</ x d i : p>
</ x d i : s>
<x d i : s x r i =”= admin+ c l u s t e r 1 + s e r v e r 1 +VM1”/>
<x d i : s x r i =”= admin+ c l u s t e r 1 + s e r v e r 1 +VM2”/>
<x d i : s x r i =”= admin+ c l u s t e r 1 + s e r v e r 2 +VM3”/>
<x d i : s x r i =”+VM6”>

<x d i : p x r i =”DATA”>
<x d i : da t a ><![CDATA[DATA]]></ x d i : da t a>

</ x d i : p>
</ x d i : s>

<x d i : s x r i =”+ cloudA”>
<x d i : p x r i =” $has$a”>

<x d i : r e f x r i =”+VM6”/>
<x d i : r e f x r i =”+VM5”/>
<x d i : r e f x r i =”+VM4”/>

</ x d i : p>
</ x d i : s>
<x d i : s x r i =”+VM5”>

<x d i : p x r i =”DATA”>
<x d i : da t a ><![CDATA[DATA]]></ x d i : da t a>

</ x d i : p>
</ x d i : s>
<x d i : s x r i =”+VM4”>

<x d i : p x r i =”DATA”>
<x d i : da t a ><![CDATA[DATA]]></ x d i : da t a>

</ x d i : p>
</ x d i : s>

</ x d i : xdi>

Finally, cloud B sends the data related to the three instan-
tiated VMs (e.g., how to access the VM, IP address, CPU,
RAM, storage, operating system, etc) to cloud A which
update its XRI graph. For simplicity in the XDI document,
we indicated such information with the string “DATA”. As
depicted in Figure 8, cloud A, under the “extern” entry,
creates an entry for cloud B, linking nodes representing the
three extern VMs. More specifically, +Ext-VM1, +Ext-VM2,
+Ext-VM3 are aliases of the three VMs instantiated in cloud
B.

The corresponding XDI code is shown in the following.

<?xml v e r s i o n = ” 1 . 0 ” e n c o d i n g =”UTF−8”?>
<x d i : x d i xmlns : x d i =” h t t p : / / x d i . o a s i s−open . o rg”>

<x d i : s x r i =”= u s e r 1”>
<x d i : p x r i =” $has$a”>

<x d i : r e f x r i =”+VM1”/>
<x d i : r e f x r i =”+VM3”/>

</ x d i : p>
</ x d i : s>
<x d i : s x r i =”= u s e r 2”>

<x d i : p x r i =” $has$a”>
<x d i : r e f x r i =”+VM2”/>
<x d i : r e f x r i =”+EXT+VM1”/>
<x d i : r e f x r i =”+EXT+VM3”/>
<x d i : r e f x r i =”+EXT+VM2”/>
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Figure 8. Cloud A graph after federation.

</ x d i : p>
</ x d i : s>
<x d i : s x r i =”+ e x t e r n”>

<x d i : p x r i =” $has”>
<x d i : r e f x r i =”+ cloudB ”/>

</ x d i : p>
</ x d i : s>
<x d i : s x r i =”+ admin”>

<x d i : p x r i =” $has”>
<x d i : r e f x r i =”+ c l u s t e r 1 ”/>
<x d i : r e f x r i =”+ c l u s t e r 2 ”/>

</ x d i : p>
</ x d i : s>
<x d i : s x r i =”+ admin+ c l u s t e r 1 ”>

<x d i : p x r i =” $has”>
<x d i : r e f x r i =”+ s e r v e r 1 ”/>

</ x d i : p>
</ x d i : s>
<x d i : s x r i =”+ admin+ c l u s t e r 2 ”>

<x d i : p x r i =” $has”>
<x d i : r e f x r i =”+ s e r v e r 2 ”/>

</ x d i : p>
</ x d i : s>
<x d i : s x r i =”+ admin+ c l u s t e r 1 + s e r v e r 1”>

<x d i : p x r i =” $has”>
<x d i : r e f x r i =”+VM1”/>
<x d i : r e f x r i =”+VM2”/>

</ x d i : p>
</ x d i : s>
<x d i : s x r i =”+ admin+ c l u s t e r 2 + s e r v e r 2”>

<x d i : p x r i =” $has”>
<x d i : r e f x r i =”+VM3”/>

</ x d i : p>
</ x d i : s>
<x d i : s x r i =”+VM2”>

<x d i : p x r i =”DATA”>
<x d i : da t a ><![CDATA[DATA]]></ x d i : da t a>

</ x d i : p>
</ x d i : s>
<x d i : s x r i =”+VM3”>

<x d i : p x r i =”DATA”>
<x d i : da t a ><![CDATA[DATA]]></ x d i : da t a>

</ x d i : p>
</ x d i : s>
<x d i : s x r i =”+VM1”>

<x d i : p x r i =”DATA”>
<x d i : da t a ><![CDATA[DATA]]></ x d i : da t a>

</ x d i : p>
</ x d i : s>
<x d i : s x r i =”+ admin+ c l u s t e r 1 + s e r v e r 1 +VM1”/>
<x d i : s x r i =”+ admin+ c l u s t e r 1 + s e r v e r 1 +VM2”/>
<x d i : s x r i =”+ admin+ c l u s t e r 2 + s e r v e r 2 +VM3”/>
<x d i : s x r i =”+ e x t e r n +cloudB”>

<x d i : p x r i =” $has”>

<x d i : r e f x r i =”+EXT+VM1”/>
<x d i : r e f x r i =”+EXT+VM2”/>
<x d i : r e f x r i =”+EXT+VM3”/>

</ x d i : p>
</ x d i : s>
<x d i : s x r i =”+EXT+VM2”>

<x d i : p x r i =”DATA”>
<x d i : da t a ><![CDATA[DATA]]></ x d i : da t a>

</ x d i : p>
</ x d i : s>
<x d i : s x r i =”+EXT+VM3”>

<x d i : p x r i =”DATA”>
<x d i : da t a ><![CDATA[DATA]]></ x d i : da t a>

</ x d i : p>
</ x d i : s>
<x d i : s x r i =”+EXT+VM1”>

<x d i : p x r i =”DATA”>
<x d i : da t a ><![CDATA[DATA]]></ x d i : da t a>

</ x d i : p>
</ x d i : s>
<x d i : s x r i =”+ e x t e r n +cloudB+EXT+VM1”/>
<x d i : s x r i =”+ e x t e r n +cloudB+EXT+VM2”/>
<x d i : s x r i =”+ e x t e r n +cloudB+EXT+VM3”/>

</ x d i : xdi>

In the end, references to entries +Ext-VM1, +Ext-VM2,
+Ext-VM3 are linked to user2 who is able to access the
three VMs. The interesting thing is that both cloud A and
user2 are not aware of the details of where the three VMs
are hosted: they can only know the information related to
the three VMs. Further information related to cloud B are
hidden.

VII. CONCLUSIONS AND REMARKS

In this paper, we focused on how to apply XDI to a
federated cloud scenario to represent and exchange data
related to cloud-based services. As pointed out, XDI can be
used to design several high-level management mechanisms
in a cloud system, supporting both data models and security.
More specifically, we discuss how can be possible to design
XDI-based mechanisms in a cloud system using the Hig-
gings framework focusing on a scenario of federated IaaS
clouds lending/borrowing VMs each other. In the end, an
use case has been described and implemented, showing the
XRI graphs representing VMs and the corresponding XDI
documents before and after a federation between two clouds.
XDI is a generalized, extensible service for sharing, linking,
and synchronizing structured data over the Internet originally
thought for web-based systems. In this paper, we hope to
success stimulating your interest toward the designing and
development of XDI-based mechanisms for cloud computing
system. In future works we plan to evaluate the performance
of the system also considering the overhead due to the
security.
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Abstract—Current Internet applications are still mainly
bound to their transport layer connections. This prevents
many features such as end-to-end security and mobility from
functioning smoothly in a dynamic network. In this paper, we
propose a novel architecture for decoupling communication
from their supporting devices. This enforces the complete
separation of devices, applications and entities such as users,
services and data. Our architecture is based on a peer-to-
peer overlay network where each peer has a permanent name
and a variable address which depends on its position in the
overlay. In order to dynamically map names to addresses, our
architecture provides its own distributed hash table system.
After presenting the design of our architecture, we provide a
scalability analysis and by performing simulations, we assess
its efficiency. Simulation results show that our overlay using a
name to address resolution based on a distributed hash table is
scalable and has acceptable performances given the flexibility
it can provide to applications.

Keywords-overlay; virtual connection; distributed hash table;
name resolution;

I. INTRODUCTION

Current Internet communications are still based on the
paradigms set by the TCP/IP protocol stack 30 years ago
and they are lacking several key features. Although many
efforts have been done during the last decade to provide
mobility, security and multicasting, those efforts have mainly
been focused on the equipment itself (e.g., computers, smart-
phones, routers, etc.) rather than on the logical part of the
communication. In fact, although we already have a lot of
mobile equipment, it is still impossible to transfer a com-
munication from one device to another without interrupting
the communication (and thus start it all over again). In the
same way, although we have the choice of many applications
for carrying one task, it is also still impossible to transfer
a communication from one application to another without
interrupting the communication. Layer 2 device mobility
(e.g., WiFi, WiMAX, 3G and beyond) is nowadays well
supported but users still have a very limited access to upper
layers mobility (e.g., MobileIP, TCP-Migrate).

In this paper, we propose and describe a new architecture
for using virtual connections setup over dynamic peer-to-
peer (P2P) overlay networks built on top of the TCP/IP
protocol stack of the participating devices. We have named

this architecture CLOAK (Covering Layers Of Abstract
Knowledge). This architecture supports names for entities
(i.e., users, services, data) and devices, virtual addresses
for devices, and virtual sessions for managing all kinds
of Internet communications. These new semantics brought
by our proposal open up many novel possibilities for such
communications. The virtual connections that are setup and
managed by our solution, transparently handle the break-
down and restore of transport layer connections (such as
TCP or SCTP connections).

This paper is an extended version of our previous
work [1]. We have added here a detailed description of
the Distributed Hash Table (DHT) mechanism deployed in
CLOAK, an analysis of the complexity of the DHT in
terms of distances, states and messages, as well as addi-
tional simulation results including comparative ones to other
existing DHT systems. CLOAK was originally presented
in our paper [2] which contained an extensive amount of
background and related work as well as some preliminary
simulation results upon static networks concerning path
length. Improving upon this foundation, our paper [1] pre-
sented the protocols and modules of the architecture with
greater details and reported simulation results upon dynamic
networks concerning routing success ratio, path length and
stretch, as well as DHT requests performance indicators. The
addressing and routing system based on hyperbolic geometry
which is used by CLOAK was presented in our paper [3].
Both the distributed addressing algorithm and the greedy
routing algorithm are detailed in this previous paper and
we have not included them here to avoid repetition. The
implementation of the DHT scheme used by CLOAK over
this hyperbolic system is fully explained in Section IV.

The remainder of this paper is organized as follows.
Section II presents the design and features of our architec-
ture. Section III describes the main elements of its possible
implementation. Section IV presents the binding algorithm
used by our DHT. Section V compares the algorithmic
complexity of our proposal to those of various existing DHT
systems. Section VI presents various results obtained by
simulations for evaluating the routing and binding efficiency
of our system. Section VII outlines the related previous
work done on transport layer mobility, name and address
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separation, as well as DHT schemes. We conclude the paper
with a summary of our contributions and present our future
research directions.

II. ARCHITECTURE

A. Design

In the context of our architecture, a communication is
a set of interactions between several entities. It can be
any form of simplex or duplex communication where in-
formation is processed and exchanged between the entities
(e.g., talk, view video, check bank account, send mail, etc.).
An interaction is simply a given type of action carried
out between two or more entities by using an application
protocol (e.g., FTP, HTTP, etc.). An entity is typically a
human user but it can also be an automated service such
as a server. A communication typically involves a minimum
of two entities but it can involve many more in the case of
multicast and broadcast communications. Finally, a device
is a communication terminal equipment. On the device are
running applications that are used by an entity to interact
with other entities. Given this context, the aim of our
architecture is to permit a communication to be carried out
without any definitive unwanted interruption when some or
all of its components (i.e., device, application or entity) are
evolving (i.e., moving or changing) over space and time. Our
architecture ensures that a communication has a lifetime that
only depends on the will of the currently implied entities.
Changes in devices, applications and even entities (when it
makes sense) will not terminate the communication.

Figure 1 shows the CLOAK communication paradigm.
In order to untie entities, applications and devices, CLOAK
introduces the use of a session. A session is a communica-
tion descriptor that contains everything needed for linking
entities, applications and devices together in a flexible way.
A session can be viewed as a container storing the identity
and the management information of a given communication.
Thus the lifetime of a communication between several
entities is equal to the lifetime of its corresponding session.
As shown on Figure 1, a device can move or be changed
for another without terminating the session. Similarly, an
application can be changed for another if deemed appropriate
or even moved (i.e., mobile code) also without terminating
the session. Finally, entities can move or change (i.e., be
transferred to another entity) without terminating the session
if this is appropriate for a given communication. We can
see that in our new architecture, entities, applications and
devices are loosely bound together (i.e., represented by
yellow arrows in Figure 1) during a communication and
all the movements and changes of devices, applications
and entities are supported. Note that in Figure 1, only
one instance of each part (device, application, entity) of a
communication is shown, other instances would obey the
same scheme.

Figure 1. CLOAK communication paradigm.

NETWORK 
LAYER

( IP Protocol)

OVERLAY 
LAYER

(CLOAK)

Figure 2. Overlay network.

B. Operation

In order to provide all the above mentioned features, our
architecture sets up and maintains a P2P overlay network.
Thus, routers are not part of the overlay. Only the devices
(i.e., end-hosts or terminals) that wish to share resources
in order to benefit from the architecture shall implement
and run CLOAK. By doing so, they can join together to
form an overlay. Figure 2 shows an overlay example with
the links shown in dotted red lines. The devices connect
to the others by creating virtual links (upon transport layer
connections). Devices with two or more links play the role
of overlay routers. The overlay network can build up without
any topological constraints, as network devices can connect
arbitrarily to each others and join and leave the P2P network
at any time.

When joining the overlay, each device obtains a unique
overlay address from one of the peers already in the overlay.
The method for addressing the peers and routing the packets
inside the overlay is based on the groundbreaking work of
Kleinberg [4] that assigns addresses equal to coordinates
adequately taken from the hyperbolic plane (represented
by the Poincaré disk model). His method creates a greedy
embedding upon a spanning tree of addresses (named ad-
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dressing tree). This addressing tree is a regular tree of degree
k. However in Kleinberg’s method, the construction of the
embedding requires a full knowledge of the graph topology
and this topology must also be static. This is required as the
degree k of the addressing tree is set to the highest degree
found in the network. In our previous work [3], we have
enhanced his method in order to manage a dynamic topology
which is able to grow and shrink over time. Because we
setup an overlay network, we are able to set the degree k
of the addressing tree to an arbitrary value and as such, we
are able to avoid the discovery of the highest degree node.
This specificity renders our method scalable because unlike
Kleinberg’s method [4], we do not have to make a two-
pass algorithm over the whole network to find its highest
degree. The fixed degree that we choose determines how
many addresses each peer will be able to give. The degree
of the addressing tree is therefore set at the creation of the
overlay for all its lifetime. In the overlay however, a peer can
connect to any other peer at any time in order to obtain an
address thus setting the degree does not prevent the overlay
to grow. These hyperbolic addresses are appropriately given
to the peers so that a greedy routing based on the hyperbolic
distance metric is guaranteed to work when the network is
connected. Thus, only the addresses of the neighbors of a
peer are needed to forward a message to its destination.
This is highly scalable as the peers do not need to build and
maintain routing tables.

In order to set up the DHT structure needed by our
architecture on top of the P2P overlay network, we only
need to add a mapping function between a keyspace and the
addressing space of the peers. When a peer wants to store
an entry in the DHT, it first creates a fixed length key by
hashing a key string with the SHA-1 algorithm. Then, the
peer maps the key to an angle by a linear transformation.
The peer computes a virtual point on the unit circle by
using this angle. Next, the peer determines the coordinates
of the closest peer to the computed virtual point. The peer
then sends a store request to this closest peer. This request
is routed inside the overlay by using the greedy routing
algorithm presented above.

With the addressing, routing and mapping services pro-
vided by our architecture, any user/entity of the P2P overlay
network can communicate with any other by setting up
a virtual connection on top of the overlay. The steps for
establishing a communication between two entities of an
overlay are the following:

1) Bootstrap into the overlay by setting transport layer
connections to one or more devices (i.e., neighbor
peers).

2) Obtain an overlay address from one of those neighbor
peers.

3) Identify oneself in the overlay with unique device and
entity identifiers.

4) Create a session.

Device BDevice A
Device C

Overlay connection
(CLOAK)

Entity E -Entity F

Transport connection 
(e.g. TCP)        

Device A – Device B

Link connection  
(e.g. Ethernet)

Router W – Router X

Router W Router X Router Y Router Z

Entity E

Entity F

Figure 3. Virtual connections.

Device B
OV@ 2Device A

OV@ 1

Device C
OV@ 3

Device C
OV@ 4

Packet 1
Dev A -> Dev C

Dest OV@ 3

Packet 2
Dev A -> Dev C

Dest OV@ 3

Packet 3
Dev A -> Dev C

Dest OV@ 4
Device C 
moves to 
OV@ 4

Packet 4
Dev A -> Dev C

Dest OV@ 4

Figure 4. Steering packets inside the overlay network.

5) Contact another entity to communicate with inside this
session.

6) Set an overlay layer virtual connection to this entity
as shown in Figure 3.

7) Send the data stream through this connection.
If an overlay address becomes invalid, two mechanisms

can be used to overcome routing failures. The first one
consists, for intermediate nodes, in using the destination
name inside the packet header to query the DHT for its
new address. If the DHT has a more recent (and thus valid)
entry, the intermediate node will then be able to update
the header with the new address and forward the packet
accordingly. The second one consists, for the destination
node, in replacing its old address with its new one in the
header of its reply packets. Upon reception, the source node
will then be able to update the destination address to the
newly received one. These mechanisms are illustrated in
Figure 4. We call steering, the mechanism of querying the
DHT on the fly by intermediate nodes. This mechanism also
provides multicast capability when it is performed in each
intermediate node. Indeed, a destination group name can be
solved as several user names that again can be solved as
overlay addresses.

To be able to implement our architecture, we need to
introduce several new types of identifiers. More specifically
we need to define the following new namespaces:
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• Session namespace: any session is attributed a unique
identifier that defines the session during its lifetime in
the overlay.

• Device namespace: any device is attributed a unique
identifier that permanently represents the device. The
lifespan of this identifier is equal to the lifespan of its
corresponding device.

• Entity namespace: any entity is attributed a unique
identifier that represents the entity in a given context.
It can be the name of a real person (John Smith) but it
could also be the identifier of a professional function
(Sales Manager) or the name of an organization (Miche-
lin Company) or a specific service (Areva Accounting
service). The lifespan of this identifier is equal to the
lifespan of its corresponding entity.

• Application namespace: any application used during a
part or all of a session is attributed a unique identifier
for receiving data from the other applications of this
session. The lifespan of this identifier is equal to the
lifespan of the use of the application. If the entity
switches to another application, this identifier is up-
dated.

The identifiers will be stored in a DHT built on the P2P
overlay network. Each peer will store a fraction of all the
records in its naming module. There will be records for the
devices (containing pairs like: device ID - overlay address),
for the entities (containing pairs like: entity ID - device ID),
for the applications (containing pairs like: application ID
- session ID) and finally for the sessions (containing pairs
like: session ID - session data information). An application
using CLOAK will not directly open a connection with an
IP address and a port number as with the usual sockets
API but it will use the destination’s entity ID as well as a
stream ID. Figure 5 shows a typical scenario relying on this
naming system for solving an entity’s location. The yellow
oval represents the CLOAK DHT. An entity B registers itself
in the DHT by providing the device identifier it is on and its
overlay address. Any entity A can now retrieve the location
of B by querying the DHT. It can then connect to B via
the overlay. When B switches to another device during the
same session, A can reconnect to B by using its new overlay
address.

As defined earlier, a session is a communication’s context
container storing everything necessary to bind together en-
tities, applications and devices that are involved in a given
communication. Any device, application or entity can be
changed or moved without terminating the session. In order
to make this possible, the session will be stored in the DHT
built by the peers of the overlay network. The DHT will
ensure reliability by redundantly storing the sessions on
several peers. This session management system ensures the
survival of the session until all the entities involved decide
to stop it. Figure 6 shows a typical scenario relying on this

Figure 5. Identification and localization.

Figure 6. Session management.

session management system. The yellow oval represents the
CLOAK DHT. Let us assume that an entity A wants to start
a video conference communication with an entity B. It first
creates a session called X describing the desired interaction
(e.g., video conference) as well as the destination entity that
it wants to communicate with (here the entity B). Then A
sends an invite message to B that replies by joining the
session X. Later on the entity B invites another entity C to
participate in the video conference. C accepts and joins the
session X. Three entities are now involved in the session
X. Later on, the entity A leaves the session X without
preventing the others to continue. This thus does not end
the session X. Later on the entity C leaves the session X.
The entity B being the last one involved decides to destroy
the session and thus to end the communication.

C. Usage

Our architecture has a wide range of usages. It provides
mechanisms for mobile and switchable applications, for
adaptive transport protocol switching and for defining and
using new namespaces. It can build scalable and reliable
dynamic Virtual Private Networks, define fully isolated
Friend-to-Friend networks, or be used as a convergence
layer for IPv4, NATs and IPv6. The Table I shows the
benefits of cloaked applications. Applications are grouped
by families. Messaging applications contain e-mail, talk
and chat programs. Conferencing applications regroup real-
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Table I
FEATURES FOR cloaked APPLICATIONS.

Applications Messaging Conferencing Sharing Streaming
Reachability X
Mobility X X
E2E privacy X X
E2E auth. X X
Pseudonymity X X
Redirection X X
Multicasting X X X

time audio and video communications based on signaling
protocols such as SIP [5] and H.323 [6]. Sharing applications
encompass file-sharing, blogging and social networking ap-
plications. Finally, streaming applications contain audio and
video broadcasting services such as Internet radios, IPTV,
and VoD. Most of the features are usually self-explaining
but we give a few examples to highlight possible scenar-
ios. Reachability is the ability to be reached on whatever
device the user is currently using. When someone sends
a message to an entity, the CLOAK DHT can be used
dynamically to determine on which device is the entity
and the message is routed to the proper device. Mobility
is the ability of CLOAK to hide the handovers of the
lower layers to the applications. If an entity is moving or
switching devices, real-time applications will be maintained
without interruption at the application level. CLOAK can
secure connections by using entity IDs rather than device
IDs (or IP addresses such as in IPsec), thus establishing
End-to-End (E2E) encryption and authentication. The public
keys of the peers can be stored in the DHT, however
the certification of these keys must be done by a trusted
third party. Because CLOAK packets usually transit through
several terminals before reaching destination, the IP address
of the source is often unknown to the destination thus
providing partial pseudonymity. Redirection is the ability
to forward a message or a stream to another entity. Finally,
multicasting support is provided by CLOAK as group names
can be easily set up in the DHT. This feature is useful for
saving bandwidth during group communications.

III. IMPLEMENTATION

Figure 7 shows the OSI layers where the CLOAK ar-
chitecture fits in. CLOAK uses the session layer and the
presentation layer between the transport and application
layers. These layers do not exist in the Internet stack model
but they do already exist in the OSI model. In these two
layers we add two new protocols. We add a CLOAK session
protocol (CSP) at the session layer and a CLOAK interaction
protocol (CIP) at the presentation layer. We also define new
identifiers to be used by these new protocols. These new
identifiers enable data streams to be bound to entities instead
of network identifiers (i.e., IP address, protocol n◦, port n◦).
As shown in Figure 1, identifiers for devices, applications
and entities are interwoven together inside a session, but

Figure 7. CLOAK architecture in the OSI model.

for the purpose of implementation, we have to order them.
We chose to manage a session and its involved devices at
the session layer. We also chose to manage the interactions
between entities at the presentation layer. As previously said,
an interaction is a type of action carried out between two or
more entities. It is equal to the use of an existing application
layer protocol (e.g., FTP, SMTP, HTTP, etc.). Indeed, our
architecture will use the existing application layer protocols
as well as the existing transport layer protocols. Thus a file
transfer (FTP [7]) client application will still use the FTP
protocol to speak to a FTP server. Only the portion of code
for establishing a session and thus a connection to the server
will have to be rewritten for using the CLOAK API instead
of the socket API [8]. The code implementing the application
layer protocol will not have to be changed. Please note that
the CLOAK API and the mapping of application connections
to transport sockets inside the middleware are not defined
yet. They will be presented in a future work.

We have shown in Figure 7 how the CLOAK architecture
fits in the network protocol stack. We will show how this
design translates into the format of the packet headers.
Figure 8 shows a CLOAK packet exchanged between a Web
client and a Web server. The application header involving the
HTTP protocol is now located after the CLOAK headers.
We have added two additional headers. The CSP header
is located directly above the TCP protocol managing the
connection in the operating system of the device. It contains
the overlay addresses for routing inside the overlay and
enabling device mobility, the device identifiers for switching
devices and enabling entity mobility and the entity identifiers
for switching entities. The CIP header is located between
the CSP and the application level header. It is used for
identifying streams and applications. The stream identifiers
are used as virtual port numbering on top of the entity. The
application identifiers are used for selecting or switching
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Figure 8. CLOAK protocol encapsulation.

applications when it makes sense in a communication.
The definition and implementation of the CLOAK ad-

ditional protocols (CSP and CIP) and their corresponding
headers will help our architecture to solve some NAT
issues because applications using CLOAK will not use IP
addresses and ports numbers for setting up or managing
connections. They will use unique permanent entity iden-
tifiers, thus restoring the end-to-end principle of the Internet
communications. The CLOAK architecture will also solve
some firewall issues because any type and any number of
transport layer connections can be used to connect to a
CLOAK overlay. A transport layer connection can act as a
multiplex tunnel for the applications using CLOAK. Thus
on a given device, the applications can even use only a
single port number and a single transport protocol if this
is required by the firewall of the device. Indeed, a CLOAK
packet has a session ID field and two stream ID fields that
enable numerous applications to be multiplexed on a single
transport connection if necessary. CLOAK also solves some
security issues because security will be implemented by
using entity identifiers instead of device identifiers or IP
addresses. The security will then be independent from the
devices and applications involved. Figure 9 shows the mod-
ules composing the CLOAK middleware. The functionalities
provided by each module are:

• Bootstrap: primitives for creating a new or joining an
existing CLOAK overlay.

• Link: primitives for managing overlay links (i.e., trans-
port layer connections) with the neighbor peers.

• Address: primitives for obtaining an overlay address
from an addressing tree parent and for distributing
overlay addresses to the addressing tree children.

• Route: primitives for routing the overlay packets with
the greedy algorithm using the hyperbolic distance
metric.

• Steer: primitives for rerouting overlay packets by using
their device or entity identifiers to update their overlay
destination address.

• Connect: primitives for establishing and managing
overlay virtual connections (i.e., CLOAK layer connec-
tions) to other entities.

• Bind: primitives for querying the DHT of the overlay.
• Name: primitives for managing the identifiers used by

the peer.

Transport API

CLOAK API

Figure 9. Modules of the middleware.

• Interact: primitives for managing the bindings between
the data streams and the applications.

IV. DHT-BASED NAME TO ADDRESS STORAGE

In this section we explain how our overlay system stores
and retrieves the (name, address) pairs. Our solution is a
structured DHT system that uses the distributed addressing
and the greedy routing algorithms presented in our previous
work [3].

On startup, each new member of the overlay chooses a
name that identifies the device it runs on. This name will
be kept by the device during all the lifetime of the overlay.
When a new node obtains an address, it stores its name and
its address in the DHT, with the name being used as the key
and the address as the value. If the same name is already
stored in the DHT, an error message is sent back to the node
in order to ask the node to select another name. Thus the
DHT structure itself ensures that names are unique.

A (key, value) pair is called a binding. Figure 10 shows
how and where a given binding is stored in the overlay.
A binder is any peer that stores these pairs. The depth of
a peer in the addressing tree is defined as the number of
parent peers to go through for reaching the root of the tree
(including the root itself). When the overlay is created, a
maximum depth for the potential binders is chosen. This
value is defined as the binding tree depth. All the peers that
have a depth less or equal to the binding tree depth in the
addressing tree may hold bindings and thus be binders.

When a new peer joins the overlay by connecting to other
peers, it obtains an address from one of these peers and it
stores its own binding in the system. When a peer wants to
store an entry in the DHT, it first creates a key by hashing the
name string with the SHA-1 algorithm. It then divides the
resulting 160-bit key into r equally sized 160/r-bit subkeys
(for redundancy storage). This r factor is chosen arbitrarily
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Figure 10. DHT system over the regular spanning tree.

and can be set to whatever value depending on the amount
of redundancy required. In absence of redundancy, the peer
selects the whole key. Then the (sub)key is mapped to an
angle by a linear transformation. The angle is given by:

α = 2π × 160/r-bit subkey

111...11︸ ︷︷ ︸
r

(1)

The peer then computes a virtual point v on the unit circle
by using this angle:

v(x, y) with
{
x = cos(α)
y = sin(α)

(2)

Next the peer determines the coordinates of the closest
binder to the computed virtual point above by using the
given binding tree depth. In the figure we set the binding tree
depth to three to avoid cluttering the figure. It’s important
to note that this closest binder may not exist in reality if no
peer is currently owning this address. The peer then sends a
store query to this closest peer. This query is routed inside
the overlay by using the greedy algorithm presented in our
previous work [3]. If the query fails because the binder does
not exist or because of node/link failures, it is redirected to
the next closest binder which is the father of the computed
binder. This process continues until the query reaches an
existing binder peer which can be any peer on the path
from the computed closest binder to the center peer. Upon
reaching an existing binder, the pair is stored in that binder.
The query can thus go up the addressing tree to the center
peer having the address (0;0) which is the farthest binder.
The path from the computed closest binder to the farthest
binder is defined as the binding radius because it is a shortest
path from the edge of the disk to its center.

This process ensures that the pairs are always stored first
in the binders closer to the unit circle and last in the binders
closer to the disk center. If the addressing tree is imbalanced,
many pairs may be stored in peers close to the center thus
overloading them. In order to solve this issue any binder
peer will be able to set a maximum number of stored pairs
and any new pair to store will be rejected and the query
redirected as above. Furthermore, to provide redundancy, the
peer can repeat the storing process described above for each
of the other r−1 subkeys. Thus r different binding radiuses
can be used and this will improve the evenly distribution
of the pairs. In addition, and still for redundancy purposes,
a pair may be stored in more than one peer of the binding
radius. A binder could store a pair and still redirect its query
for storing it in its other ancestor binders. The number of
stored copies of a pair along the binding radius may be
an arbitrary value set at the overlay creation. We have thus
defined two redundancy mechanisms for storing copies of a
given binding:

1) We can use one or more binding radius(es) by creating
r uniformly distributed subkeys.

2) We can store the pair in one or more binder(s) of the
same binding radius.

These mechanisms enable our DHT system to cope with an
non-uniform growth of the overlay and they ensure that a
pair will be stored in a redundant way that will maximize
the success rate of its retrieval. The number r of subkeys
and the number of copies in a given radius are parameters
that can be set at the creation of the overlay. Increasing them
leads to a tradeoff between improved reliability and storage
space cost in binders.

Our solution has the property of consistent hashing: if one
peer fails, only its pairs are lost but the other binders are not
impacted and the whole system remains coherent. However,
this property does not hold true when a partial readdressing
takes place as explained in our previous paper [3]. In this
case, all the pairs stored in the peers having addresses
derived from the failed or unreachable peer’s address are
lost. To solve this issue, as in many existing systems, pairs
will be stored by following a hybrid soft and hard state
strategy. Thus a pair will have to be stored by its creator
every δt period of time otherwise it will be flushed by
the binders that store it. These periodic store messages
will ensure that pairs lost by a partial readdressing will be
restored after at most δt period of time. A delete-message
may be sent by the creator to remove the pair before the
end of the period. We analyze the influence of the degree of
the addressing tree on the query success rate and the query
path length in Section VI.

V. SCALABILITY ANALYSIS OF OUR DHT SYSTEM

We provide in this section a brief complexity analysis of
our proposal and compare the results with other existing
DHT systems. We first define the four metrics that we use
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in our analysis. These metrics were defined and used in the
survey of Lua et al. [9].

1) Hops: this metric counts the average number of peers
to go through to reach the destination. It is also named:
path length, routing distance or dilation.

2) Paths: this metric counts the average number of paths
that are crossing any given peer. It is also named
congestion.

3) States: this metric counts the number of states that
must be stored in a peer for the routing to work, it is
typically equal to the number of entries found in the
routing table of the peer. It is also named routing or
memory states.

4) Churn messages: this metric counts the average num-
ber of messages that are exchanged when a peer joins
or leaves the overlay. It is also named join/leave peers
or linkage.

In our system, the peers in the overlay connect to each
others as they wish, thus no strict topology is enforced. Any
peer can have as many links as it can with other peers and
one link is of course a minimum to connect to the overlay.
The only requirement is that the embedded addressing tree
which is a spanning tree of the overlay shall remain valid
for the greedy routing to work.

Because any overlay will be at least (when no redundant
links exist) composed of its addressing tree, the distances
between any two nodes are expected to be of the order
of O(log(n)) hops. If the peers have a large number of
redundant links (i.e., links not belonging to the addressing
tree), the distances will be much shorter. If the overlay
topology takes the form of a scale free network [10], the
distances will be the order of O(log(log(n))) as shown
in [11]. Whatever the topology, the number of paths crossing
any one peer (its congestion level) will have an expected
probability of at most O(log(n)/n).

When a peer joins the overlay, only its neighbors (i.e.,
those having setup a link with the new peer) need to
update their state information which bears a message cost
complexity independent of n. Similarly, when a peer leaves
the overlay, only its neighbors need to update their state
information also giving a message complexity cost being of
the order of O(1). However, if the addressing tree is broken
and cannot be restored in a reasonable amount of time as
explained in our previous paper [3], a partial readdressing
can occur for peers having addresses derived from the failed
or unreachable peer’s address. In this latter case, which is
expected to be very uncommon, the message cost complexity
is expected to be of the order of O(n).

Readdressing is needed to provide to the peers the ability
of connecting to whatever peers they want. If we force some
peers to connect to some specific peers for restoring the
addressing tree (as done by Chord, where a peer’s IP address
determines to which peers it must connect) then the message
cost complexity is expected to be of the order of O(1) for

Table II
EXPECTED PERFORMANCE MEASURES OF VARIOUS DHT SYSTEMS.

Lookup Hops Paths States Churn
messages

CAN O(n(1/d)) O(n(1/d)/n) O(1) O(1)
Chord O(log(n)) O(log(n)/n) O(log(n)) O(log2(n))
CLOAK O(log(n)) O(log(n)/n) O(1) O(1)/O(n)
Kademlia O(log(n)) O(log(n)/n) O(log(n)) O(log(n))
Pastry O(log(n)) O(log(n)/n) O(log(n)) O(log(n))

a leaving peer. Thus readdressing must be seen as a costly
feature that can be opted out if performance is desired over
flexibility.

Because we use greedy routing, we do not construct and
maintain routing tables and the number of states to maintain
in any one peer is only equal to the number of its neighbor
peers which does not grow with n thus giving a constant
complexity cost being of the order of O(1).

Table II compares the complexity costs of the four above
defined metrics of various DHT systems including our
solution. For CAN, d is an integer equal to or greater than
2 and thus 0 < 1/d < 1. The results presented in this table
have been gathered by using the data published in [9] as
well as from our previous analysis. Note that log functions
with different constant bases are considered equivalent.

VI. SIMULATIONS

In this section, we present the preliminary results of the
simulations that we have carried out to establish a proof-
of-concept of our dynamic P2P overlay architecture. We
have used our packet-driven discrete event network simulator
called nem [12] for obtaining all the results shown in this
paper.

A. Parameters

In order to evaluate our overlay system on a realistic topol-
ogy, we have used a 4k-node IP level Internet map created
from real data measurements with the nec software [13]. In
all simulations, the first peer creating the overlay is always a
randomly picked node of the map. We have considered that
only some nodes of a map at any given time are acting as
overlay peers. The simulator’s engine manages a simulation
time and each overlay peer starts at a given time for a
given duration on a random node of the map. The peer that
creates the overlay remains active for all the duration of
a simulation. The packets are delivered between the nodes
by taking the transmission time of the links into account.
Peers bootstrap by contacting the node that holds the peer
that created the overlay, search for other peers to which they
can connect, obtain an address from one of the peers they
are connected to and send data or requests messages. This
process models the birth, life and death of the overlay.

In any dynamic simulation, there is a warm up phase at the
beginning and a cool down phase at the end that must both
be considered as transitory regimes. Indeed, at the beginning
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only the creator peer exists before new peers start and join
it. Similarly, at the end, all peers are gradually leaving the
overlay until only the creator peer is left and then it stops.
Each simulation runs for 1 hour, thus only measurements
in the middle of the simulation (around 30 minutes) can
be considered as representing a steady state regime. This
comment must be taken into account when looking at all
the plots below as most of them show a curve with a typical
plateau in the middle. The most significant measurements
are those located in this flat part of the plots although the
other measurements are also valid.

The number of new peers is set to 30 per minute with
random inter-arrival times set with a probability following
an exponential distribution. Each peer has a random lifetime
set with a probability following an exponential distribution
with λ = 10e − 5 which gives a median value of 300
seconds and a 90th percentile value of 1000 seconds. As
each dynamic simulation lasts for 1 hour, this distribution
of the peers’ session lengths produces a lot of churn. The
peers create overlay links with other peers by selecting those
which are closer in terms of network hops. Finally, we
collect measurements every 600 seconds.

B. Results

We evaluate here the performances of the overlay routing
depending on the chosen fixed addressing tree degree as
explained in II-B. Data packets are sent by each peer at a
rate of 1 every 10 seconds. We only want to evaluate routing
success, query success and path lengths but not bandwidth
or throughput for now that is why we do not use more
realistic generated traffic patterns. The routing success rate
for a given peer is equal to the number of data packets
properly received by their destinations divided by those sent
by the peer. Each point shown on the following graphs is
the average value of 20 runs, and the associated standard
deviation values are plotted as error bars. We observe the
average routing success rate, the average path length and the
90th percentile path length as a function of the addressing
tree degree of the overlay. In Figure 11, we can see that the
routing success rate is always above 90% which confirms
the proper functioning of our system which maintains a high
routing success rate despite the churn.

Figure 12 shows the average path length of the hyperbolic
routing. The path length is measured as the number of IP
hops covered by the packet from the source peer to the
destination peer. We can see that values are larger than
the ones measured in the static simulations presented in
our previous work [3] because here only a subset of the
nodes are peers belonging to the overlay thus statistically
increasing the distances. In the static simulations, the paths
from all pairs were evaluated and the overlay topology was
the same as the map itself. Here the nodes form an overlay
which may have a different topology and thus lower path
length optimality. This remains true even though overlay
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Figure 11. Average routing success rate.
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Figure 12. Average path length between peers.

peers always try to establish overlay links to hop-wise closer
peers.

Figure 13 shows the 90th percentile value of the path
length. Here also, the path length is measured as the number
of IP hops covered by the packet. This value gives an
acceptable statistical upper bound on the path length by
excluding extreme cases. We can observe that the path
length, for degrees above 4, is around 35 compared to the
average path length of 18 seen in Figure 12. We conclude
that including the values from the median to the 90th
percentile yields a path inflation of 100% (i.e., paths are
twice as long as the shortest ones) which is important but
comparable to values measured at the IP layer [13].

We now evaluate the DHT efficiency. The only difference
with the previous simulations is that now the peers do not
send data packets but only storing and solving requests.
The frequency of the storing requests generated in each
peer is 1 every 30 seconds. The frequency of the solving
requests generated in each peer is 1 every 5 seconds. We
do not consider any redundancy parameters for now. Thus,
a given pair is stored on one peer only. We observe the
influence of the addressing tree degree of the overlay on
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Figure 13. 90th percentile path length between peers.
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Figure 14. Percentage of successful storing requests.

the performances of the storing and the solving requests.
More precisely we measure the rate of success as well as
the average overlay path length of both storing and solving
requests.

Figure 14 shows the percentage of successful storing
requests over the simulation duration. We assume here that
only one copy of a given pair is stored in the system. We
can see that given the parameters of the simulation, the rate
of success is very high despite the churn.

Figure 15 shows the average path length of the storing
requests in the overlay network over the simulation duration.
The number of peers to go through including the destination
before storing a pair varies from 6 to 9 depending on the
addressing tree degree. This number is decreasing when the
degree is increasing with a diminishing return effect that can
be seen starting at degree 16.

Figure 16 shows the average path length of the storing
requests in the IP network over the simulation duration. We
can see on this plot that the addressing tree degree has a
greater impact on the number of IP hops than on the number
of overlay hops. The number of hops are greater of course
but also the variability of the values as well as the gaps
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Figure 15. Average path length of the storing requests in the overlay.
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Figure 16. Average path length of the storing requests in the IP network.

between the plots of the various degree parameter values are
much higher. For a degree of 4 the average hop count is 60
whereas for a degree of 64 the average hop count is around
27. Given the results of Figure 15, we can deduce that the
average IP hops between the peers varies from around 4.5
to 6.7 which is lower than the average path length of 7.9
measured in the IPv6 map. We can deduce that the peers
which store the bindings are on average closer to the core
of the network.

Figure 17 shows the percentage of successful solving
requests over the simulation duration. As for the storing re-
quest, we can see that given the parameters of the simulation,
the rate of success is very high despite the churn.

Figure 18 shows the average path length of the solving
requests in the overlay network over the simulation duration.
The number of peers to go through to reach the holder of the
pair and including the return trip to the sender of the request
varies roughly from 9 to 16 depending on the addressing tree
degree. A degree of 4 yields a typical path length of 16, a
degree of 8 reduces the path length to 12 and degree values
above 8 all yield path lengths between 9 and 10. Thus the
number of hops is decreasing when the degree is increasing
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Figure 17. Percentage of successful solving requests.
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Figure 18. Average path length of the solving requests in the overlay.

with a diminishing return effect around degree 16, similar
to the storing requests path lengths of Figure 15.

Figure 19 shows the average path length of the solving
requests in the IP network over the simulation duration. We
can also see on this plot that the addressing tree degree has
a much greater impact on the number of IP hops than on
the number of overlay hops. The gaps between the plots of
the various degree parameter values are much higher than
what was observed for the storing requests in Figure 16. If
we except the plots corresponding to the degrees 8 and 16
that are very close to each other, the other plots have widely
different path lengths ranging from roughly 110 for degree
4 to 60 for degree 64. Given the results of Figure 18, we
can deduce that the average IP hops between the pairs of
neighbor peers varies from around 6.6 to 6.9 which is a bit
lower than the average path length of 7.9 in the IPv6 map.
As a solving request takes a much longer path than a storing
request, this explains the reduction in the variability of the
number of IP hops between two neighbor peers.

We can conclude that given those simulation results, our
overlay routing mechanism remains efficient under dynamics
with a success rate above 90%. The average path lengths
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Figure 19. Average path length of the solving requests in the IP network.

in the overlay are typically between 15 and 20 IP network
hops. Our DHT request shows encouraging performances
whatever the degree chosen. The rate of success of both the
storing and solving requests is above 95%. The average path
lengths of the requests are also acceptable and show typical
values for DHT systems.

In order to compare our DHT solution detailed in Sec-
tion IV to previous existing schemes, we have implemented
the addressing, routing and DHT mechanisms of CLOAK
inside the PeerSim simulator. We have thus obtained com-
parative simulation results with Chord [14], Kademlia [15]
and MSPastry [16] by using the same simulation parameters
(e.g., simulation duration, peers’ topology, peers’ session
lengths, etc). We have used an overlay network with a size
remaining around 1000 nodes for 2 hours of simulated time.
The churn rate varies from 10% to 60% over periods of
10 minutes (i.e., during the 10 minutes, x % of randomly
selected peers will leave and be replaced by new ones).
Each point on these plots, is the average of 10 runs and
the standard deviation is provided.

Figure 20 shows the success ratio of the solving requests
as a function of the churn rate. We can see that all DHT
schemes perform similarly with a success ratio linearly
decreasing with the churn rate. CLOAK has the best success
ratio results, closely followed by MSPastry and Chord which
have nearly the same values. Kademlia has the lowest
success ratio results. As the plots for the storing requests
are very similar to the solving ones, we do not show them
to avoid redundancy.

Figure 21 shows the average path length measured by
hop count of the solving requests as a function of the churn
rate. Here again, the DHT schemes have the same behavior
with a path length (in hops) slowly decreasing when the
churn increases. MSPastry exhibits the shortest path lengths,
closely followed by CLOAK. Kademlia has on average 1
more hop than MSPastry whatever the churn, while Chord
has the longest path lengths, being on average 2 hops longer
than MSPastry and CLOAK, although this difference tends
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Figure 20. Comparison of the success ratio of the solving requests for
various DHT vs churn rate.
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Figure 21. Comparison of the hop count of the solving requests for various
DHT vs churn rate.

to decrease when the churn is equal or above 40%. As for
the success ratio, we do not show the plots for the hop count
of the storing requests because they are very similar to the
solving ones.

Figure 22 shows the average latency of the solving re-
quests as a function of the churn rate. Indeed, as a path
length measured in number of hops does not necessarily
translate into a higher latency, we have measured the latter
one to evaluate the time taken for the requests to complete.
All the DHT schemes have nearly the same latency at any
churn rate, excepted for Kademlia which is typically 100 ms
to 180 ms higher than the others depending on the churn
rate. These results illustrate our point above that despite
longer path lengths, Chord performs as well as MSPastry
and CLOAK when the latency is observed.

Figure 23 shows the average latency of the storing re-
quests as a function of the churn rate. Unlike the success
ratio and hop count metrics above, here the plots of the
storing requests are a bit different than the solving ones.
Starting at 20% of churn, the plots of the latency of Chord,

 0

 100

 200

 300

 400

 500

 600

 700

 800

 10  20  30  40  50  60

A
v
e
ra

g
e
 l
a
te

n
cy

 (
m

s)

Churn rate (%)

CLOAK
Chord

Kademlia
MSPastry

Figure 22. Comparison of the latency of the solving requests for various
DHT vs churn rate.

 0

 100

 200

 300

 400

 500

 600

 700

 800

 10  20  30  40  50  60

A
v
e
ra

g
e
 l
a
te

n
cy

 (
m

s)

Churn rate (%)

CLOAK
Chord

Kademlia
MSPastry

Figure 23. Comparison of the latency of the storing requests for various
DHT vs churn rate.

MSPastry and CLOAK begin to separate. CLOAK has the
lowest latency values, followed by MSPastry and Chord.
However the gaps between these three plots are quite small,
typically no more than 25 ms. As above for the solving
latency, Kademlia has a storing latency which is typically
100 ms to 170 ms higher than the others depending on the
churn rate.

All these comparative results show that CLOAK performs
as well as (and sometimes a little bit better than) Chord,
MSPastry and Kademlia which are the three popular DHT
schemes that we have compared CLOAK to. These results
also confirm our analysis presented in Section V. The key
advantage of our solution is that peers can connect freely
to any other peers they want, while in other DHT schemes
such as Chord, peers must insert themselves in the DHT
by connecting to other predetermined peers depending on
their IP addresses. Another advantage is the cheap cost of
building our DHT on top of our addressing and routing
system. Using another DHT scheme would impose us to
use two different routing schemes with the associated costs.
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Our greedy hyperbolic routing scheme for the overlay and
a key based routing scheme for the DHT. The simulation
results encourage us to keep our own DHT scheme inside
the CLOAK overlay.

VII. RELATED WORK

A. Transport Layer Mobility

Virtual connections, as we define them, can be considered
as providing (among other benefits) transport layer connec-
tion mobility. Research on such transport layer connection
mobility has mainly remained experimental up to now. Con-
cerning the TCP connection management, several solutions
have been proposed. TCP-Migrate [17], [18] developed at
the Massachusetts Institute of Technology, provides a unified
framework to support address changes and connectivity
interruptions. TCP-Migrate provides mobile-aware applica-
tions with a set of system primitives for connectivity re-
instantiation. TCP-Migrate enables applications to reduce
their resource consumption during periods of disconnection
and resume sessions upon reconnection. Rocks [19] devel-
oped at the University of Wisconsin, protects socket-based
applications from network failures, such as link failures,
IP address changes and extended periods of disconnection.
Migratory TCP [20], developed at Rutgers University, is a
transport layer protocol for building highly-available net-
work services by means of transparent migration of the
server endpoint of a live connection between cooperating
servers that provide the same service. The origin and des-
tination servers cooperate by transferring the connection
state in order to accommodate the migrating connection.
Finally, the Fault-Tolerant TCP [21], [22] developed at the
University of Texas, ensures a faulty server to keep its TCP
connections open until it either recovers or it is failed over
to a backup. The failure and recovery of the server process
are completely transparent to client processes. However, all
these projects only deal with TCP re-connection. They do
not provide a total virtualization of the communication and
do not permit to switch both applications and/or devices
from any communicating user at will. Furthermore, they are
based on the domain name and IP address paradigm and
do not provide the separation of the naming and addressing
planes.

B. Name and Address Separation

Other solutions have been proposed with this separation in
mind. However, they are typically placed below the transport
layer and require modifications in the host or in the network
infrastructure. The Host Identity Protocol (HIP) [23] for
example, proposes a new namespace, the Host Identity
namespace, and a new protocol layer named HIP, between
the internetworking and transport layers. This solution re-
quires the modification of the host stack. Similarly, the Lo-
cator/Identifier Separation Protocol (LISP) [24] is a network-
based protocol that enables separation of IP addresses into

two new numbering spaces: Endpoint Identifiers (EIDs) and
Routing Locators (RLOCs). No changes are required to
either host protocol stacks or to the core of the Internet
infrastructure. However LISP requires software changes in
edge routers and cannot deal with host mobility. LISP can
be incrementally deployed and offers traffic engineering
and multi-homing benefits even when there are relatively
few LISP-capable sites. The Shim6 protocol [25] is a layer
3 shim for providing locator agility below the transport
protocols, so that multihoming can be provided for IPv6
with failover and load-sharing properties, without assuming
that a multihomed site will have a provider-independent IPv6
address prefix announced in the global IPv6 routing table.
Currently, this solution is restricted to the IPv6 network.
The Internet Indirection Infrastructure (i3) by Stoica et
al. [26] is an overlay-based indirection infrastructure that
offers a rendezvous-based communication abstraction thus
decoupling the act of sending from the act of receiving.
Instead of sending a packet to a destination, each packet
has an identifier which is used by the receiver to obtain the
packet. However, i3 must be defined as a general overlay
that everyone should use thus needing third party resources
(such as the DNS infrastructure). With CLOAK, we try
to enforce the principle that only the members of a given
overlay have to share their resources. The Host Identity
Indirection Infrastructure (Hi3) by Gurtov et al. [27] is a
networking architecture for mobile hosts, derived from i3
and HIP. Although Hi3 provides efficient support for secure
mobility and multihoming to Internet hosts, we do not adopt
this infrastructure in order to avoid the issues of IP stack
modifications (HIP) and third party resource requirements
(i3). Data-Oriented Network Architecture (DONA) by Ko-
ponen et al. [28] proposes the use of permanent flat names
coupled with name-based routing. Rather than use DNS
servers, DONA relies on a new class of network entities
called resolution handlers (RHs). As with i3, DONA needs
third party resources provided by the infrastructure of RHs.

C. Distributed Hash Table

Concerning the DHT part of our solution, our proposal
borrows some elements from well known DHTs. Our map-
ping mechanism for placing keys on the unit circle is similar
to the one defined by Chord [14]. However, unlike Chord we
do not place the peers themselves on this circle but inside
the unit disk by using complex coordinates. Similarly to
CAN [29], we use a multi-dimensional coordinate space,
but instead of using a d-dimensional cartesian multi-torus,
we use the 2-dimensional hyperbolic plane H2. Our greedy
routing scheme is based on a properly defined distance
metric as done in Kademlia [15]. But unlike Kademlia which
is based on the XOR metric, we use the hyperbolic distance
defined for the Poincaré disk model of the hyperbolic
plane. Another advantage of our greedy routing algorithm as
opposed to prefix routing algorithms such as those developed
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in Pastry [16], is that it does not rely on routing tables. Only
the coordinates of the neighbors of a peer are needed to
forward a message. This is highly scalable as the peers do
not need to build and maintain routing tables. The intuition
of using the hyperbolic plane as a virtual address space
for our overlay and DHT systems comes from the work of
Kleinberg [4]. However, we have defined a novel mapping
function, whereas Kleinberg has suggested using CAN for
implementing a DHT based on hyperbolic coordinates.

VIII. CONCLUSION AND FUTURE WORK

In this paper, we have presented a new architecture
called CLOAK designed for providing flexibility to Internet
communications by using virtual connections set upon an
overlay network. This architecture will be implemented as
two protocols running on top of the transport protocols of
the devices. The devices using the CLOAK middleware will
freely interconnect with each other and thus will form a
dynamic P2P overlay network. This overlay will enable
the applications to maintain their communications even if
some transport layer connections are subject to failures. The
middleware will transparently restore the transport connec-
tions without killing the connections of the applications.
The architecture, by giving identifiers to users and devices,
will provide flexibility, security and mobility to applications
despite the IP address changes suffered by the devices.

We have also shown that given an appropriate mapping
function, it is easy to setup and maintain a consistent DHT
structure upon such an overlay. Our theoretical analysis has
shown that our DHT proposal is scalable with performances
similar to other existing DHTs. We have implemented the
overlay addressing and routing part as well as the DHT
part of our middleware in our discrete event nem simulator
as well as in the PeerSim simulator and the results are
encouraging. Our simulation results have demonstrated that
the success rate of the routing procedure, as well as the
success rate of the storing and solving requests are typical
of such systems. Measurements of path lengths and latencies
also confirm the proper behavior of our solution compared
to prior ones.

Our future work will be aimed at defining the CLOAK
API, implementing the middleware as a library, modifying a
relevant test application (such as a chat or video streaming
application) and testing it on a virtualized platform for
studying the impact of transport layer connection pipelining
created by the P2P overlay network.
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Abstract—Hash functions are cryptographic tools, which are
notably involved in integrity checking and password storage.
They are of primary importance to improve the security of
exchanges through the Internet. However, as security flaws have
been recently identified in the current standard in this domain,
new ways to hash digital data must be investigated. In this
document an original keyed hash function is evaluated. It is
based on asynchronous iterations leading to functions that have
been proven to be chaotic. It thus possesses various topological
properties as uniformity and sensibility to its initial condition.
These properties make our hash function satisfies established
security requirements in this field. This claim is qualitatively
proven and experimentally verified in this research work, among
other things by realizing a large number of simulations.

Keywords-Keyed Hash Function; Internet Security; Mathemat-
ical Theory of Chaos; Topology.

I. INTRODUCTION

The security and the privacy of data exchanged through the
Internet are guaranteed by protocols that make an adequate use
of a few cryptographic tools as secure pseudorandom number
generators or hash functions. Hash functions are applications
that map words of any lengths to words of fixed lengths (often
256 or 512 bits). These hash functions allow, for instance, to
store passwords in a secure manner or to check whether a
download has occurred without any error. They be designed
to depend from a given parameter, called a key. According to
their field of application, the requirements an hash function
has to satisfy can change. They need at least to be very fast,
so that the diffusion of the digest into the set of hash values
occurs (whatever the bias into the inputted message), and so
that a link between a message and its digest is impossible
to establish in practice (confusion). The possibility to use
a key or to distribute the computation on numerous threads
must often be offered in several applications. Finally, in the
computer security field, stringent complexity properties have
to be proven, namely the collision, preimage, and second-
preimage resistances, the unpredictability, and the pseudo-
randomness properties. Each of the latter one have a rigorous
formulation in terms of polynomial indistinguishability.

Several hash functions have been proposed as candidates to
be standards in computer science. Such standards are designed
by the scientific community and selected, after peer studies,
by administrations as the NIST one (National Institute for
Standards and Technologies of the US government). SHA-1
is probably the most widely used hash function. It is present
in a large panel of security applications and protocols through
the Internet.

However, in 2004, MD5 and SHA-0 have been broken. An
attack over SHA-1 has been achieved with only 269 operations
(CRYPTO-2005), that is, 2, 000 times faster than a brute force

attack (that requires 280 operations). Even if 269 operations still
remain impossible to realize on common computers, such a re-
sult, based on a previous attack on SHA-0, is a very important
one: as the SHA-2 variants are algorithmically close to SHA-1
and eventually produce message digests on principles similar
to the MD4 and MD5 message digest algorithms, a new hash
standard based on original approaches is then eagerly awaited.
This is why a SHA-3 contest has been launched these last few
years, to find a new, more secure standard for hash functions.
So new original hash functions, or improvements for existing
ones, must be found.

In this context, we have proposed a new hash function in [1],
[2]. Being designed by using discrete dynamical systems, and
taking benefits from various established topological properties,
this new family of hash functions is thus based on a completely
different approach. Among other things, in our proposal, an
ingredient of chaos is added to existing hash functions, in order
to reinforce their properties. Introducing chaos into the design
of hash functions has been already addressed in [3], [4], [5],
[6]. These methods usually transform the initial message into
its padded fixed length version and then translate it into a
real number. Next, with a chosen chaotic map (some chaotic
functions of real variables like logistic, tent, or Arnold’s cat
maps, for instance [7]), methods set the initial algorithm
parameters according to the secret key and start iterations.
Methods are then left to extract some bits from the iterations
results and to juxtapose them to get the hash value. It is then
supposed that the final hash function preserves the properties
of chaos. However, the idea of chaotic hash functions has been
controversially discussed in the community [8], [9]. Moreover,
even if these algorithms are themselves proven to be chaotic,
their implementations on finite machines can result into the
loss of chaos property. Among other things, the main reason
is that chaotic functions (embedded in these researches) only
manipulate real numbers, which do not exist in a computer.
In [2], the hash function we have proposed does not simply
integrate chaotic maps into algorithms hoping that the result
remains chaotic; we have conceived an algorithm and have
mathematically proven that it is chaotic. To do both, our theory
and our implementation are based on finite integer domains
and finite states iterations, where only one randomly chosen
element is modified at each step. This iteration mode is further
referred to as asynchronous mode.

These studies lead to the conclusion that the chaos of
asynchronous iterations is very intense [10]. As this mode
only manipulates binary digits or integers, we have shown
that truly chaotic computer programs can be produced. They
can thus be applied to pseudorandom number generators [11]
and to a complete class of information hiding schemes [12],
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for instance. In this paper, the complete chaotic behavior of
asynchronous iterations is capitalized to produce a truly chaotic
keyed hash function.

This research work is an improvement of a previous article
accepted at the Third International Conference on Evolving
Internet, INTERNET11 (June 19-24, 2011, Luxembourg) [1].
Compared to this research work, the proposed hash function
(Section III) has been completely rethought. It appears now
more as a post-treatment on existing hash functions, to improve
their security (Sections III, IV), than as a hash function de-
signed from scratch. Moreover, the second-preimage resistance
has been proven in Section IV-B and the strict avalanche
criterion has been statistically studied (Section V-C). All these
improvements lead to obviously better scores for the proposed
hash functions, when experimentally evaluating its security.

The remainder of this research work is organized in the
following way. In Section II, basic notions concerning asyn-
chronous iterations and Devaney’s chaos are recalled. Our
keyed hash function is presented in Section III. Performance
analyses are presented in the next two sections: in the first one
a qualitative evaluation of this function is outlined, whereas in
the second one it is evaluated experimentally. This research
work ends by a conclusion section, in which our contribution
is summarized and intended future work is mentioned.

II. BACKGROUND SECTION

In this section, we first give definitions of Secure Keyed
One-Way Hash Functions and of the Strict Avalanche Criterion
(SAC), which is a property that such a function has to verify.
Next we give some recalls on Boolean discrete dynamical
systems and link them with topological chaos. Finally, we
establish relations between the algorithm properties inherited
from topological results and the requirements of Secure Keyed
One-Way Hash Function.

A. Secure Keyed One-Way Hash Function

Definition 1 (Secure Keyed One-Way Hash Function [13])
Let Γ and Σ be two alphabets, let k ∈ K be a key in a given
key space, let l be a natural number, which is the length of
the output message, and let h : K × Γ+ → Σl be a function
that associates a message in Σl for each pair of key, word in
K × Γ+. The set of all functions h is partitioned into classes
of functions {hk : k ∈ K} indexed by a key k and such
that hk : Γ+ → Σl is defined by hk(m) = h(k,m), i.e., hk
generates a message digest of length l.

A class {hk : k ∈ K} is a Secure Keyed One-Way Hash
Function if it satisfies the following properties:

1) the function hk is keyed one-way. That is,
a) Given k and m, it is easy to compute hk(m).
b) Without the full knowledge of k, it is
• difficult to find m when hk(m) is given; this

property is referred to as preimage resistance;
• difficult to find hk(m) when only m is given.

2) The function hk is the keyed collision resistant, that is,
without the knowledge of k it is difficult to find two
distinct messages m and m′ s.t. hk(m) = hk(m′). A
weaker version of this property is the second preimage
resistance, which is established if for a given m it is
difficult to find another message m′, m 6= m′, such that
hk(m) = hk(m′).

3) Images of function hk have to be uniformly distributed
in Σl in order to counter statistical attacks.

4) Length l of the produced image has to be larger than
128 bits in order to counter birthday attacks [14].

5) Key space size has to be sufficiently large in order to
counter exhaustive key search.

Finally, hash functions have to verify the strict avalanche
criterion defined as follows:

Definition 2 (Strict Avalanche Criterion [15]) Let x and
xi, two n-bit, binary vectors, such that x and xi differ only in
bit i, 1 6 i 6 n. Let f be the cryptographic transformation
(hash function applied on vector of bits for instance). Let ⊕
be the exclusive or operator. The f function meets the strict
avalanche criterion if and only if the following property is
established;

∀n. ∀i, j. 1 6 i 6 n ∧ 1 6 j 6 m⇒
P
((
f(x)⊕ f(xi)

)
j

= 1
)

= 1/2

This means that for any length message, each bit of the digest
is independent of modifying one bit in the original message. In
other words, a difference of one bit between two given medias
has to lead to completely different digests.

B. Boolean Discrete Dynamical Systems

Let us first discuss the domain of iterated functions. As far as
we know, no result rules that the chaotic behavior of a function
that has been theoretically proven on R remains valid on the
floating-point numbers, which is the implementation domain.
Thus, to avoid the loss of chaos this research work presents
an alternative, namely to iterate Boolean maps: results that
are theoretically obtained in that domain are preserved during
implementations. This section recalls facts concerning Boolean
discrete-time dynamical Systems (BS) that are sufficient to
understand the background of our approach.

Let us denote by Ja; bK the interval of integers: {a, a +
1, . . . , b}, where a 6 b. Let n be a positive integer. A Boolean
discrete-time system is a discrete dynamical system defined
from a Boolean map f : Bn → Bn s.t.

x = (x1, . . . , xn) 7→ f(x) = (f1(x), . . . , fn(x)),

and an iteration scheme: parallel, asynchronous. . . With the
parallel iteration scheme, the dynamics of the system are
described by xt+1 = f(xt) where x0 ∈ Bn. Let thus
Ff : J1;nK×Bn to Bn be defined by

Ff (i, x) = (x1, . . . , xi−1, fi(x), xi+1, . . . , xn),

with the asynchronous scheme, the dynamics of the system
are described by xt+1 = Ff (st, xt) where x0 ∈ Bn and s is
a strategy, i.e., a sequence in J1;nKN. Notice that this scheme
only modifies one element at each iteration.

Let Gf be the map from X = J1;nKN ×Bn to itself s.t.

Gf (s, x) = (σ(s), Ff (s0, x)),

where σ(s)t = st+1 for all t in N. Notice that the parallel
iteration of Gf from an initial point X0 = (s, x0) describes the
“same dynamics” as the asynchronous iteration of f induced
by the initial point x0 and the strategy s.
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The state-vector xt = (xt1, . . . , x
t
n) ∈ Bn of the system at

discrete time t (also said at iteration t) is further denoted as
the configuration of the system at time t.

In what follows, the dynamics of the system is particularized
with the negation function ¬ : Bn → Bn such that ¬(x) =
(xi, . . . , xn) where xi is the negation of xi. We thus have the
function F¬ that is defined by:

F¬ : J1;nK×Bn → Bn

F¬(s, x)j =

{
xj if j = s
xj otherwise.

With such a notation, configurations are defined for times t =
0, 1, 2, . . . by: {

x0 ∈ Bn and
xt+1 = F¬(St, xt) .

(1)

In the space X = J1;nKN × Bn we define the distance
between two points X = (S,E), Y = (Š, Ě) ∈ X by

d(X,Y ) = de(E, Ě) + ds(S, Š), where

de(E, Ě) =

n∑
k=1

δ(Ek, Ěk), and

ds(S, Š) =
9

n

∞∑
k=1

|Sk − Šk|
10k

.

If the floor value bd(X,Y )c is equal to j, then the systems
E, Ě differ in j cells. In addition, d(X,Y ) − bd(X,Y )c is a
measure of the differences between strategies S and Š. More
precisely, this floating part is less than 10−k if and only if the
first k terms of the two strategies are equal. Moreover, if the
kth digit is nonzero, then the kth terms of the two strategies
are different.

In his PhD thesis [10], Guyeux has already proven that:
• The function Gf is continuous on the metric space (X , d).
• The parallel iterations of G¬ are regular: periodic points

of G¬ are dense in X .
• The function G¬ is topologically transitive: for all
X,Y ∈ X , and for all open balls BX and BY centered
in X and Y respectively, there exist X ′ ∈ BX and t ∈ N
such that Gt

¬(X ′) ∈ BY .
• The function G¬ has sensitive dependence on initial

conditions: there exists δ > 0 such that for any X ∈ X
and any open ball BX , there exist X ′ ∈ BX and t ∈ N
such that d(Gt

¬(X), Gt
¬(X ′)) > δ.

To put it differently, a system is sensitive to initial conditions
if any point contains, in any neighborhood, another point with
a completely different future trajectory. Topological transitivity
is established when, for any element, any neighborhood of its
future evolution eventually overlaps with any other open set.
On the contrary, a dense set of periodic points is an element
of regularity that a chaotic dynamical system has to exhibit.

We have previously established that the three conditions
for Devaney’s chaos hold for asynchronous iterations. They
thus behave chaotically, as it is defined in the mathematical
theory of chaos [16], [17]. In other words, quoting Devaney
in [16], a chaotic dynamical system “is unpredictable because
of the sensitive dependence on initial conditions. It cannot be
broken down or simplified into two subsystems, which do not
interact because of topological transitivity. And in the midst
of this random behavior, we nevertheless have an element of
regularity”.

Intuitively, the topologically transitivity and the sensitivity
on initial conditions respectively address the preimage resis-
tance and the avalanche criteria. Section IV formalizes this
intuition.

The next section presents our hash function that is based on
asynchronous iterations.

III. CHAOS-BASED KEYED HASH FUNCTION ALGORITHM

The hash value is obtained as the last configuration resulting
from iterations of G¬. We then have to define the pair X0 =
((St)t∈N, x0), i.e., the strategy S and the initial configuration
x0.

A. Computing x0

The first step of the algorithm is to transform the message in
a normalized n = 256 bits sequence x0. Notice that this size
n of the digest can be changed, mutatis mutandis, if needed.
Here, this first step is close to the pre-treatment of the SHA-
1 hash function, but it can easily be replaced by any other
compression method.

To illustrate this step, we take an example, our original text
is: “The original text”.

Each character of this string is replaced by its ASCII code
(on 7 bits). Following the SHA-1 algorithm, first we append
the character “1” to this string, which is then

10101001 10100011 00101010 00001101 11111100
10110100 11100111 11010011 10111011 00001110
11000100 00011101 00110010 11111000 11101001.

Next we append the block 1111000, which is the binary
value of this string length (120) and let R be the result. Finally
another “1” is appended to R if and only if the resulting length
is an even number.

10101001 10100011 00101010 00001101 11111100
10110100 11100111 11010011 10111011 00001110
11000100 00011101 00110010 11111000 11101001
1111000.

The whole string is copied, but in the opposite direction:

10101001 10100011 00101010 00001101 11111100
10110100 11100111 11010011 10111011 00001110
11000100 00011101 00110010 11111000 11101001
11110000 00111110 01011100 01111101 00110010
11100000 10001101 11000011 01110111 00101111
10011100 10110100 11111110 11000001 01010011
00010110 010101.

The string whose length is a multiple of 512 is obtained, by
duplicating the string obtained above a sufficient number of
times and truncating it at the next multiple of 512. This string
is further denoted by D. Finally, we split our obtained string
into two blocks of 256 bits and apply to them the exclusive-or
(further denoted as XOR) function, from the first two blocks
to the last one. It results a 256 bits sequence, that is in our
example:

00001111 00101111 10000010 00111010 00001110
01100111 01111000 10011101 01010111 00110101
11010100 01101001 11111001 00011011 01001110
00110000 11000111 00101101 10001001 11111001
01100010 10111010 11001110 10101011 10010001
11101110 01100111 00000101 11000100 00011111
01001111 00001100.

The configuration x0 is the result of this pre-treatment and
is a sequence of n = 256 bits. Notice that many distinct
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texts lead to the same string x0. The algorithm detailed in [1]
always appends “1” to the string R. However such an approach
suffered from generating the same x0 when R’s length is 128.
In that case the size of its reverse is again 128 bits leading
a message of length 256. When we duplicate the message,
we obtain a message of length 512 composed of two equal
messages. The resulting XOR function is thus 0 and this
improvement consequently allows us to avoid this drawback.

Let us build now the strategy (St)t∈N that depends on the
original message and on a given key.

B. Computing (St)t∈N

To obtain the strategy S, the chaotic proven pseudorandom
number generator detailed in [18] is used. The seed of this
PRNG is computed as follows: first the ASCII code (on 7
bits again) of the key is duplicated enough and truncated to
the length of D. A XOR between D and this chain gives the
seed of the PRNG, that is left to generate a finite sequence of
natural numbers St in J1, nK whose length is 2n.

C. Computing the digest

To design the digest, asynchronous iterations of G¬ are
realized with initial state X0 = ((St)t∈N, x0) as defined
above. The result of these iterations is a n = 256 bits vector.
Its components are taken 4 per 4 bits and translated into
hexadecimal numbers, to obtain the hash value:

AF71542C90F450F6AE3F649A0784E6B1
6B788258E87654B4D6353A2172838032.

As a comparison if we replace “The original text” by “the
original text”, the hash function returns:

BAD8789AD6924B6460F8E7686A24A422
8486DC8FDCAE15F1F681B91311426056.

We then investigate the qualitative properties of this algo-
rithm.

IV. QUALITY ANALYSIS

We show in this section that, as a consequence of recalled
theoretical results, this hash function tends to verify desired
informal properties of a secure keyed one-way hash function.

A. The Strict Avalanche Criterion

In our opinion, this criterion is implied by the topological
properties of sensitive dependence to the initial conditions, ex-
pansivity, and Lyapunov exponent. These notions are recalled
below.

First, a function f has a constant of expansivity equal to ε
if an arbitrarily small error on any initial condition is always
magnified till ε. In our iteration context and more formally,
the function G¬ verifies the expansivity property if there exists
some constant ε > 0 such that for any X and Y in X , X 6= Y ,
we can find a k ∈ N s.t. d(Gk

¬(X), Gk
¬(Y )) > ε. We have

proven in [19] that, (X , G¬) is an expansive chaotic system.
Its constant of expansivity is equal to 1.

Next, some dynamical systems are highly sensitive to small
fluctuations into their initial conditions. The constants of
sensibility and expansivity have been historically defined to
illustrate this fact. However, in some cases, these variations
can become enormous, can grow in an exponential manner in

a few iterations, and neither sensitivity nor expansivity are able
to measure such a situation. This is why Alexander Lyapunov
has proposed a new notion able to evaluate the amplification
speed of these fluctuations we now recall:

Definition 3 (Lyapunov Exponent) Let be given an iterative
system x0 ∈ X and xt+1 = f(xt). Its Lyapunov exponent is
defined by:

lim
t→+∞

1

t

t∑
i=1

ln
∣∣ f ′ (xi−1)∣∣

By using a topological semi-conjugation between X and R,
we have proven in [10] that, for almost all X0, the Lyapunov
exponent of asynchronous iterations G¬ with X0 as initial
condition is equal to ln(n).

We can now justify why, in our opinion, the topological
properties of the proposed hash function lead to the avalanche
effect. Indeed, due to the sensitive dependence to the initial
condition, two close media can possibly lead to significantly
different digests. The expansivity property implies that these
similar medias mostly lead to very different hash values.
Finally, a Lyapunov exponent greater than 1 leads to the fact
that these two close media will always end up by having very
different digests.

B. Preimage Resistance

1) Topological Justifications: Let us now discuss about the
preimage resistance of our keyed hash function denoted by h.
As recalled previously, an adversary given a target image D
should not be able to find a preimage M such that h(M) = D.
One reason (among many) why this property is important is
that, on most computer systems, users passwords are stored
as the cryptographic hash of the password instead of just the
plain-text password. Thus an attacker who gains access to the
password file cannot use it to then gain access to the system,
unless it is able to invert target message digest of the hash
function.

We now explain why, topologically speaking, our hash
function is resistant to preimage attacks. Let m be the message
to hash, (S, x0) its normalized version (i.e., the initial state of
our iteration scheme), and M = h(m) the digest of m by using
our method. So iterations with initial condition (S,M) and
iterate function G¬ have x0 as final state. Thus it is impossible
to invert the hash process with a view to obtain the normalized
message by using the digest. Such an attempt is equivalent to
try to forecast the future evolution of asynchronous iterations
of the ¬ function by only using a partial knowledge of its initial
condition. Indeed, as M is known but not S, the attacker has
an uncertainty on the initial condition. He/she only knows that
this value is into an open ball of radius 1 centered at the point
M , and the number of terms of such a ball is infinite.

With such an incertainty on the initial condition, and due to
the numerous chaos properties possessed by our algorithm (as
stated in the previous Section), this prediction is impossible.
Furthermore, due to the transitivity property, it is possible to
reach all of the normalized medias, when starting to iterate
into this open ball. These qualitative explanations can be
formulated more rigorously, by the proofs given in the next
section.
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2) Proofs of the Second-Preimage Resistance: We will fo-
cus now on a rigorous proof of the second-preimage resistance:
an adversary given a message m should not be able to find
another message m′ such that m 6= m′ and h(m) = h(m′).

More precisely, we will show that a more general instance
of the proposed post-treatment described below preserves this
character for a given hash function.

Let
• k1,k2,n, all in N∗, where k1 is the size of the key, k2 is

the size of the seed, and n is the size of the hash value,
• h : (k,m) ∈ Bk1 × B∗ 7−→ h(k,m) ∈ Bn a keyed hash

function,
• S : k ∈ Bk2 7−→ S(k) ∈ J1, nK a cryptographically

secure pseudorandom number generator,
• K = Bk1 ×Bk2 ×N called the key space,
• and f : Bn −→ Bn a bijective map.
We define the keyed hash function H : K×B∗ −→ Bn by

the following procedure

Inputs: K = (K1,K2, N) ∈ K
m ∈ B∗

Runs: X = h(K1,m)
for i = 1, . . . , N :

X = Gf (Si(K2), X)
return X

where K1 is the key of the inputted hash function, K2 the seed
of the strategy used in the post-treatment iterations, where N
is for the size of this strategy. We have the following result.

Theorem 1 If h satisfies the second-preimage resistance prop-
erty, then it is the case for H too.

To achieve the proof, we introduce the two following
lemmas.

Lemma 1 If f : Bn −→ Bn is bijective, then for any S ∈
J1, nK, the map Gf,S : x ∈ Bn → Gf ([S, 1, . . . , 1], x)2 ∈ Bn

is bijective too where Gf (_, _)2 is the second term of the pair
Gf (_, _).

Proof: Since Bn is a finite set, it is sufficient to prove that
Gf,S is surjective. Let y = (y1, . . . , yn) ∈ Bn and S ∈ J1, nK.
Thus Gf,S

(
(y1, . . . , yS−1, f

−1(yS), yS+1, . . . , yn)
)
2

=

Gf

(
[S, 1, . . . , 1], (y1, . . . , yS−1, f

−1(yS), yS+1, . . . , yn)
)
2

=
([1, . . . , 1], (y1, . . . , yS−1, yS , yS+1, . . . , yn))2 =
(y1, . . . , yS−1, yS , yS+1, . . . , yn) = y. So Gf,S is a surjective
map between two finite sets and thus bijective.

Lemma 2 Let S ∈ J1, nKN and N ∈ N∗. If f is bijective,
then Gf,S,N : x ∈ Bn 7−→ GN

f (S, x)2 ∈ Bn is bijective too.

Proof: Indeed, Gs,f,n = Gf,Sn ◦ . . . ◦ Gf,S0 is bijective
as a composition of bijective maps (as stated in Lemma 1).

We are now able to prove theorem 1.
Proof: Let m, k ∈ B∗ × K. If a message m′ ∈ B∗ can

be found such that H(k,m) = H(k,m′), then, according to
Lemma 2, h(k1,m) = h(k1,m

′): a second-preimage for h has
thus been found.

C. Algorithm Complexity

In this section the complexity of the above hash function is
evaluated for a size l of the media (in bits).

Theorem 2 Let l be the size of the message to hash and n be
the size of its hash value. The algorithm detailed along these

lines requires O(l)+O(n2) elementary operations to produce
the hash value.

Proof: In the x0 computation stage only linear operations
over binary tables are achieved. More precisely it first executes
one ASCII translation yielding a message of length 7l, a length
computation that increases the message length of log2(7l). One
bit is possibly added. Thus a reversed copy that leads to a
message of length l′ that is 14l+ 2 + 2 log2(7l). The number
of duplication steps to get a message whose length is greater
than a multiple of 2n is formally given by

min
k>1
{k | ∃p . p > 1 ∧ k × l′ > 2np} (2)

This number is bounded by

k′ = max{1, n}.

If 14l + 2 + 2 log2(7l) is greater than 2n it is suf-
ficient to duplicate the message once. Otherwise, b1 +

2n

14l + 2 + 2 log2(7l)
c is greater than

2n

14l + 2 + 2 log2(7l)
and

thus l′ × 2n

14l + 2 + 2 log2(7l)
is greater than 2n and there

exists a p (p = 1) such that k×l′ > 2np. Thus the minimum of

the set given in Eq.(2) is less than b1+
2n

14l + 2 + 2 log2(7l)
c,

which is less than n.
To sum up, the initialization of x0 requires at most k′ + l′

elementary operations.
Let us now detail the S computation step. The number

of elementary operations to provide the seed is bounded
by k′ + l′. Next, the embedded PRNG [18], that combines
the XORShift, xor128, and XORWow PRNGs requires 35
elementary operations (17 XOR, 13 rotations, and 5 arithmetic

operations) for generating a 32 bits number and thus 35
2n

32
to

get a number on 2n bits. Furthermore, since the strategy length

is 2n, the computation of S requires at most k′+l′+2n×35
2n

32
,

which is less than k′ + l′ + 5n2.
At least, since each iteration modifies only one bit, iterations

require 2n elementary operations.
Finally, we have at most 2k′ + 2l′ + 5n2 + 2n elementary

operations to provide a hash value of size n. This bound is in
O(l + n2).

V. EXPERIMENTAL EVALUATIONS

Let us now give some examples of hash values before
statistically studying the quality of hash outputs.

A. Examples of Hash Values

Let us consider the proposed hash function with n = 256.
We consider the key to be equal to “my key”. To illustrate the
confusion and diffusion properties [20], we use this function
to generate hash values in the following cases:

Case 1. The original text message is the poem Ulalume
(E.A.Poe), which is made of 104 lines, 667 words,
and 3, 754 characters.

Case 2. We change serious by nervous in the verse “Our
talk had been serious and sober”

Case 3. We replace the last point ‘.’ with a coma ‘,’.
Case 4. In “The skies they were ashen and sober”, skies

becomes Skies.
Case 5. The new original text is the binary value of Figure 1.
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Figure 1: The original plain-image.

Case 6. We add 1 to the gray value of the pixel located in
position (123,27).

Case 7. We subtract 1 to the gray value of the pixel located
in position (23,127).

The corresponding hash values in hexadecimal format are:
Case 1. 0B4730459FBB5E54A18A9CCD676C8396

365B0104407D98C866FDAA51A07F0E45,
Case 2. 752E28088150B98166D870BC24177342

23A59463D44B83E9808383B30F8B8409,
Case 3. C10EED0A9D44856847F533E5647D0CCD

2C58A08643E4D3E5D8FEA0DA0E856760,
Case 4. 52BF23429EC3AD16A0C9DE03DF51C420

4466285448D6D73DDFB42E7A839BEE80,
Case 5. 5C639A55E2B26861EB9D8EADDF92F935

5B6214ADC01197510586745D47C888B8,
Case 6. E48989D48209143BAE306AC0563FFE31

EAB02E5E557B49E3442A840996BECFC1,
Case 7. EC850438A2D8EA95E691C746D487A755

12BEE63F4DDB4466C11CD859671DFBEB,
These simulation results are coherent with the topological

properties of sensitive dependence to the initial condition,
expansivity, and Lyapunov exponent: any alteration in the
message causes a substantial difference in the final hash value.

B. Statistical Evaluation of the Algorithm

We focus now on statistical studies of diffusion and confu-
sion properties. Let us recall that confusion refers to the desire
to make the relationship between the key and the digest as
complex and involved as possible, whereas diffusion means
that the redundancy in the statistics of the plain-text must
be "dissipated" in the statistics of the cipher-text. Indeed, the
avalanche criterion is a modern form of the diffusion, as this
term means that the output bits should depend on the input
bits in a very complex way.

1) Uniform repartition for hash values: To show the diffu-
sion and confusion properties verified by our scheme, we first
give an illustration of the difference of characters repartition
between a plain-text and its hash value, when the original
message is again the Ulalume poem. In Figure 2a, (resp.
in Figure 2b) the X-axis represents ASCII numbers (resp.
hexadecimal numbers) whereas the Y-axis gives for each X-
value its position in the original text (resp. in the digest).
For instance, in Figure 2b, the point (1, 17) means that the
character 1 is present in the digest at position 17 (see Case
1, Section. V-A). We can see that ASCII codes are localized
within a small area (e.g., the ASCII “space” code and the
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Figure 2: Values repartition of Ulalume poem

lowercase characters), whereas in Figure 2b the hexadecimal
numbers of the hash value are uniformly distributed.

A similar experiment has been realized with a message
having the same size, but which is only constituted by the
character “0”. The contrasts between the plain-text message
and its digest are respectively presented in Figures 3a and 3b.
Even under this very extreme condition, the distribution of the
digest still remains uniform. To conclude, these simulations
tend to indicate that no information concerning the original
message can be found into its hash value, as it is recommended
by the Shannon’s diffusion and confusion requirements.

2) Behavior through small random changes: We now con-
sider the following experiment. A first message of 1000 bits
is randomly generated, and its hash value of size n = 256
bits is computed. Then one bit is randomly toggled into this
message and the digest of the new message is obtained. These
two hash values are compared by using the hamming distance,
to compute the number Bi of changed bits. This test is
reproduced t = 10, 000 times. The corresponding distribution
of Bi is presented in Figure 4.

As desired, Figure 4 shows that the distribution is centered
around 128, which reinforces the confidence put into the good
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capabilities of diffusion and confusion of the proposed hash
algorithm. To analyse these results, the following common
statistics are used.
• Mean changed bit number

B =
1

t

t∑
i=1

Bi.

Bmin Bmax B P (%) ∆B ∆P (%)

n = 256 87 167 127.95 49.98 8.00 3.13

n = 512 213 306 255.82 49.97 11.29 2.21

n = 1024 446 571 511.54 49.96 15.97 1.56

Table I: Statistical performances of the proposed hash function

• Mean changed probability

P =
B

n
.

• ∆B =

√
1

t

∑t
i=1(Bi −B)2.

• ∆P =

√
1

t

∑t
i=1(Bi

n − P )2.

The obtained statistics are listed in Table I where n belongs
to {256; 512; 1, 024}. In that study, starting from a message of
length 1, 000 and its digest, all the messages that have one bit
of difference are further generated and the digest of the new
message is obtained. Obviously, both the mean changed bit
number B and the mean changed probability P are close to the
ideal values (n2 bits and 50%, respectively), which illustrates
the diffusion and confusion capability of our algorithm. Lastly,
as ∆B and ∆P are very small, these capabilities are very
stable.

C. Strict Avalanche Criterion Evaluation

This section focuses on checking whether the developed
hash function verifies the strict avalanche criterion, as given
in Definition 2. Quoting remarks of [15], “Unless n is small,
it would be an immense task to follow this procedure for all
possible vector pairs x and xi”. The authors propose thus the
alternative method of computing a dependence matrix J of
size m × n between the j-th, 1 6 j 6 m, element of the
digest and i-th, 1 6 i 6 n, element of the original message.
A simulation consists in first randomly choosing the size n of
the message to hash (100 values in J1, 1000K for us). Next, a
set of large size r (r = 1, 000 in our case) of messages x is
randomly computed. For each of them, the set {x1, . . . , xn}
is formed such that x and xi only differ in bit i. The set of
m-bit vectors

{f(x)⊕ f(x1), . . . , f(x)⊕ f(xn)}

is thus computed where f is the hash function applied on
vector of bits. The value of bit i (either a 1 or a 0) in

(
f(x)⊕

f(xi)
)
j

is added to Jij . Finally each element of J is divided
by r. If every Jij are close to one half, the strict avalanche
criterion is established. For all these experiments, the average
value of Jij is 0.5002, the minimal value is 0.418, the maximal
value is 0.585, and the standard deviation is 0.016.

VI. CONCLUSION

In this research work, the hash function proposed in the
Third International Conference on Evolving Internet, INTER-
NET11 (June 19-24, 2011, Luxembourg) [1] has been com-
pletely rethought. The second-preimage resistance has been
proven, leading to better experimental results for the proposed
hash function. Moreover, we have shown that this function has
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a complexity that can be expressed as a polynomial function
of the message length and of the digest size. Finally, we have
statistically established that our function verifies the SAC.

If we now consider our approach as an asynchronous itera-
tions post-treatment of an existing hash function. The security
of this hash function is reinforced by the unpredictability
of the behavior of the proposed post-treatment. Thus, the
resulting hash function, a combination between an existing
hash function and asynchronous iterations, satisfies important
properties of topological chaos such as sensitivity to initial
conditions, uniform repartition (as a result of the transitivity),
unpredictability, and expansivity. Moreover, its Lyapunov ex-
ponent can be as great as needed. The results expected in our
study have been experimentally checked. The choices made
in this first study are simple: initial conditions designed by
using the same ingredients as in the SHA-1, negation function
for the iteration function, etc. But these simple choices have
led to desired results, justifying that such a post-treatment can
possibly improve the security of the inputted hash function.
And, thus, such an approach should be investigated more
largely.

This is why, in future work, we will test other choices of
iteration functions and strategies. We will try to characterize
topologically the diffusion and confusion capabilities. Other
properties induced by topological chaos will be explored and
their interest for the realization of hash functions will be
deepened. Furthermore, other security properties of resistance
and pseudo-randomness will be proven. We will thus compare
the results of this post-treatment on several hash functions,
among other things with the SHA-3 finalists [21].
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Abstract—In recent years, the number of collaborations be-
tween IT service providers beyond national borders has been
increasing tremendously. From the organizational point of view,
all participants of such collaboration are independent domains.
The participation of organizations in such collaborations is
motivated by different factors. These factors include, but are
not limited to, specialization on different technical domains, cost-
optimization through usage of shared infrastructure and services,
and regulation policies imposed by national laws. The IT service
provisioning is always fostered by IT service management. In
order to enable the collaborative service provisioning, the IT ser-
vice management should be able to operate across organizational
borders, including coordination of intra-domain activities. The
capability to provide a holistic view of service infrastructures is
one of the key factors that contribute to the success of an inter-
domain collaboration. As a consequence, relevant information
and events should be shared among the involved domains. In
this paper, we present the use case driven tool I-SHARe as well
as the theoretical framework inter-organizational (io) CMDB,
both focused on the information sharing among collaborating
organizations. The results of the I-SHARe pilot deployment in
the pan-European collaboration Géant proves the necessity of
such tools. Meanwhile, the evaluation of I-SHARe against re-
quirements elaborated in the ioCMDB reference model identifies
the tool’s significant optimization and improvement potential.

Keywords - IT Management, IT Service Provider Collabora-
tions, CMDB, e-Infrastructures

I. INTRODUCTION

In our previously published work [1] we discussed the
necessity of developing an inter-organizational information
exchange system using the Géant project as an example.
Géant is a pan-European collaboration of over 30 national
grade network providers, also known as National Research
and Educational Networks (NRENs). Under this collaboration,
NRENs provide the network infrastructures for international
research projects such as the world’s largest particle physics
project, the Large Hadron Collider (LHC), located at CERN,
or Grid collaborations such as Enabling Grids for E-sciencE
(EGEE). The Géant collaboration offers networking services
ranging from conventional IP connectivity with the best-effort
connection quality up to dedicated optical End-to-End Links
(E2E Links), which are provisioned to deal with data deluge
that needs to be transported over networks.

Establishment of dedicated E2E Links per user requests
often involves activities including planning, procurement, in-
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Fig. 1. Organizational scope of e-Infrastructure projects

stallation and configuration of the required network devices. In
order to avoid deadlocks in such a rather complex process and
guarantee the compatibility of involved devices, a tool support
for the information sharing becomes a crucial influencing
factor for a successful provisioning process. I-SHARe (Infor-
mation Sharing across Heterogeneous Administrative Regions)
is specifically designed and implemented to fulfill this purpose.

As a successor to our previous work, in this paper we not
only present the in-depth knowledge about I-SHARe, we also
intend to provide a retrospective view and empirical experi-
ences gained after its pilot operation. Most importantly, we
systematically identify improvement potentials of the current
version of I-SHARe for the future development. These could
be regarded as improvements that are complementary to the
user requests we received. The applied analytical methodology
is based on the well-established design science [2]. Aligned
with this method we introduce our problem field based on
the actual observations of the tool aspects in the Géant
case, for which I-SHARe is designed and implemented for
a better support of IT service management. Although our
discussion is conducted based on the Géant scenario, our
findings are not restricted to this special use case. We see
the possibility to reuse our results in other tools aiming to
support inter-organizational IT service management (ioITSM)
in collaborations. Potential application examples for further
e-Infrastructure related projects are illustrated in Figure 1.

As shown in the figure, the institutional scope of the listed
projects is divided into regional, national and international
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levels. The arrows indicate dependencies both within (e.g.,
NREN to NREN) and between the layers (e.g., Géant to
DFN to LRZ). The Leibniz Supercomputing Centre (LRZ)
for example is involved in e-Infrastructure projects on every
level, like the Munich Hybrid Cloud environment on the local
level with participation of the Munich universities (LMU,
TUM), Grid projects (D-Grid) on the national or the Géant
and PRACE project on the international level (see also [3][4]).
In other countries similar institutional setups can be found.
These listed projects have been previously strictly focused
on operational aspects. With ever-increasing number of user
base and scope, ioITSM issues become more compelling.
Thus, a professionally operated IT service management with
appropriate tool support is needed more than ever.

The rest of this paper is organized as follows: after giving a
rather detailed discussion on a case study based on the Géant
project in Section II, we outline our tool concept to assist
ioITSM in Section III. This concept is mainly based on the
results described in [5] and can be used as a reference model
to either build a new tool from scratch or to evaluate existing
tools according to their possible usage as an ioCMDB. We then
discuss the latter aspect in Section IV. Our discussion mainly
concentrates on a systematic analysis of an inter-organizational
management approach developed in the Géant project. A brief
survey on the related work is provided in Section V. We
conclude this paper with a perspective for the future work
in Section VI.

II. CASE STUDY: I-SHARE IN GÉANT

In this section we first outline the challenges by establishing
and operating Géant network service E2E Links. Then we
present an information sharing tool called I-SHARe, which
is developed in the Géant project to support and coordi-
nate manual handling processes of multi-domain E2E Links.
We conclude this section with a discussion of experiences
gained during the pilot operation with I-SHARe and our
further development plan. The discussion provides the basis
for the understanding of the challenges faced by the inter-
organizational information sharing tools.

A. Géant Service E2E Links

The purpose of Géant is to interconnect NRENs and
therefore to foster international research projects, in which
participating organizations are connected through different
NRENs. The portfolio of Géant includes various services
among others conventional IP connections. However, such
services cannot always fulfill all the challenging requirements
of modern research collaborations. One of the most prominent
examples of such a challenge is the Large Hadron Collider
(LHC) project, which produces over 15 petabytes of raw
experimental data per year [6] and related Worldwide LHC
Computing Grid (WLCG) [7] built with the purpose of data
processing and analyzing for the LHC experiment.

For a dependable and robust operation, such projects often
rely on network connections with rigorous quality assurance.
Realizing high-quality high-bandwidth connections in general

purpose IP networks is a challenging task, many reasons
can deteriorate network quality, for example communication
flows can interfere with each other and lead to an inferior
connection quality. In order to cope with user’s challenging
demands, a novel End-to-End (E2E) Link service has been
introduced in Géant. E2E Links are dedicated optical point-
to-point connections realized at ISO/OSI layers 1 and 2, with
connection segments provided by one or more NRENs [8].
An E2E Link across multiple domains differentiates from its
single domain counterpart in its quality requirements, variety
on the participating networking technologies and geographical
dimensions. E2E Links are multi-domain backbone connec-
tions, in which – in opposite to classical backbones – multiple
network providers are involved and heterogeneous network
technologies can be used. The E2E Link structure is presented
in Figure 2 in principle.

Domain 1

Domain 2

Domain 3

(native Ethernet)

(Ethernet 

over SDH)

(Ethernet over MPLS)

Segment 1: 
IEEE 802.1Q VLAN

Segment 2: 
SDH path (using GFP-F)

Segment 2: 
MPLS LSP

EndPoint A

EndPoint B

E2E Link A-B

Fig. 2. Typical E2E Link Structure [9]

A main feature of a multi-domain E2E Link service is that
a new connection can be requested and ordered independently
from the actual availability status of required infrastructures.
If a new infrastructure is needed to sustain the customer’s
request, it can be procured, installed, and configured according
to the corresponding requirements of the new E2E Link.
Consequently, all route planning procedures can only be done
manually and require intensive interactions and task trackings
between the involved NRENs.

Empirical experiences gained during the first years of the
E2E Link service has revealed that exchanging and main-
taining connectivity information determine the time efficiency
of planning and installation of a particular E2E Link across
domains. Information exchange via e-mail and planning via
Excel sheets has proven to be error prone with a high proba-
bility of information losses or missing events, e.g., the delivery
of the procured infrastructure by neighboring NRENs. This
causes a high fluctuation on the time needed to plan and install
new links. In order to improve this situation, a tool supporting
the information exchange among participating NRENs was
introduced for the E2E Links service.

B. Sharing Information with I-SHARe

The design and development of the I-SHARe tool has been
performed by an international team of researchers working for
different NRENs. I-SHARe covers information exchange for
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a complete life cycle of an E2E Link service instance, from
its planning up to the decommissioning of the link.

Handling of single-domain and multi-domain information is
clearly distinguished in I-SHARe at system architecture level
(see Figure 3). Information such as operational groups and
group members, their responsibility areas and contact data
are handled in the domain part or in a NREN’s domestic
management tool. In both cases the single-domain information
is propagated to I-SHARe via the I-SHARe Domain Interface.
I-SHARe Central Server stores the copy of the provided
information, so that it can be incorporated in the supported
processes.

Fig. 3. System architecture of I-SHARe [10]

Multi-domain information like the route of an E2E Link
through NRENs, interfaces of the adjacent connection parts
provided by neighboring NRENs, and states of various oper-
ations are stored directly in the I-SHARe Central Server. This
information can be accessed and edited via a web-based GUI.

All information stored in I-SHARe Central Server can be
accessed from other applications through the I-SHARe Multi-
Domain Management Interface. This interface is designated
to facilitate the integration of I-SHARe with other tools, e.g.,
with other workflow management systems or analysis tools, so
that relevant information regarding network connectivity can
be reused and shared among different tools.

I-SHARe is designed to support the multi-domain manual
management processes for a whole life cycle of E2E Links.
According to specifications of the E2E Links service, one has
to distinguish between four phases: (i) Ordering of a new E2E
Link, (ii) Setting up of the ordered E2E Link, (iii) Operation
of E2E Links in-service, and (iv) Decommissioning of no
longer needed E2E Links. E2E Links in different phases can
be accessed through different views (see top-level tabs in the
GUI in Figure 4) of the I-SHARe Central Server.

Views on different phases of an E2E Link must be dis-
tinguished as the tasks in the corresponding phases require
different knowledge, skills and competences, which are gener-
ally provided by different teams. Furthermore, the information

Fig. 4. I-SHARe’s list of ordered links [11]

Fig. 5. Install and configure the network infrastructure [11]

needed in various phases are logically arranged in a sequential
manner and overlap only partially. Therefore every view
contains the list of E2E Links in the particular phase as well
as set of status check boxes specific for the particular phase.

In the detailed view of a single E2E Link, only actions that
are specific for the particular phase can be performed. For
instance, during the ordering phase the E2E Link route through
NRENs as well as interconnection points between NRENs (so
called Demarcation Points, DPs) can be specified. During the
installation phase this information can be refined with further
details. For example the progress on – or difficulties of –
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installation can be specified for every single interface (see
Figure 5).

One of the most important advantages of I-SHARe is
the possibility to coordinate efforts between NRENs. As all
NRENs are independent organizations and often use hardware
from different vendors and/or prefer different network tech-
nology, the compatibility of interconnected interfaces becomes
one of the most critical factors.

Even if I-SHARe is designed as an information exchange
rather than a workflow tool, however, some operation logic
restrictions are already integrated. For instance, the button
for declaring an E2E Link operational becomes enabled only
after checkboxes of all involved interfaces are set to the state
indicating that the setup is completed.

C. I-SHARe: Empirical Experiences and Future Plans

A detailed description of I-SHARe version 1.0 can be found
in [1][10]. After the initial release in 2010, a user survery has
been conducted among seleted NRENs during the pilot phase
of operation. Feedbacks obtained from participating NRENs
show a high acceptance of I-SHARe for its functionalities and
usabilities. However, the survey also reveals several deficien-
cies that the users wish to be improved in the next version
[12].

Improvements
not needed

Workflow
support

Tool Integration Other
improvements

0% 

50% 

75% 75% 

Fig. 6. Survey result on user requested improvements [12]

Among the requested I-SHARe improvements workflow
support and tool integration are weighted as the most important
feature (see Figure 6). As I-SHARe is a supporting tool, it
should be flexible enough to sustain established workflows in
the project. It also implies that the tool should be adaptive to
changing workflows, which is a common case as shown by
empirical experiences. For instance, during the time elapsed
from the requirements analysis until the deployment of the tool
in its pilot phase, the role model used in manual workflows
has been changed. This change has introduced the necessity
to change the role model implemented in I-SHARe.

Tool integration is a further critical issue that requires
careful consideration. As I-SHARe supports manual processes,
it should prevent users from the daunting tasks of re-entering
same data in different tools. A technical solution for this prob-
lem is an extended communication interface. This interface
should allow external tools to communicate with I-SHARe

V2.0 in order to access existing or publish new data. For
instance, it is planned that the E2E Link monitoring software
E2Emon [13] will access the information about physical links
from I-SHARe. In contrast, in the future it should be also
possible to propagate the information about planned E2E
Link segment maintenance from NREN-internal tools to the
I-SHARe so that this information can be seen and considered
in the multi-domain planning.

The pilot survey has also disclosed the necessity for sev-
eral new features that were not identified during the initial
requirements analysis process. For instance, in I-SHARe V2.0
a further communication capability should be implemented,
so that stakeholders of a particular links can be automatically
informed about the current status via e-mail notification in
cases of network anomalies. This feature allowss I-SHARe to
provide assistance to the manual management processes even
if the network operators are not necessarily logged into the
tool.

III. IOCMDB REFERENCE MODEL

Motivated by the aformentioned use case, there is a com-
pelling need for a tool support of ioITSM. I-SHARe is
designed and developed to address such needs. In order
to systematically identify and formally derive improvement
potentials of I-SHARe, in this section we apply a reference
model of ioCMDB based on the concept discussed in [5].
This concept is fully in alignment to de-facto standards of
ITSM, such as IT Infrastructure Library (ITIL, see: [14] and
Section V). As suggested by ITIL, a Configuration Man-
agement Database (CMDB) acts as an information nexus to
provide relevant management information to all disciplines of
ITSM. The entities stored in a CMDB are Configuration Items
(CI), which represent information about software, hardware,
services, related documents and their corresponding interrela-
tions. A readily available information repository as such will
greatly improve the efficiency of IT management. Incident
management, for example, uses specifications of CI priorities
for the controlling of waiting queues, Change management is
able to anticipate the impact of planed changes on potentially
affected CI by having an overview of the CI relationships, and
Availability management is able to identify the occurrence of
single points of failures [15].

Whereas the conventional CMDB concept is well-studied
and mature for IT services in a single organization, a compar-
ative approach need to be elaborated and advised to take inter-
organizational aspect into consideration. Our efforts toward
this kind of approach is called inter-organizational CMDB
(ioCMDB).

The applied research method is based on the principles
of design science [2], which is a formal approach to build
artifacts. Our claim is to create a reference model of an
ioCMDB. As a reference model possesses both descriptive as
well as prescriptive characteristics, the requirements identified
within the design process in [5] will be used as a basis
for the evaluation of I-SHARe. This evaluation will show
whether I-SHARe is an appropriate tool to serve the purpose of
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information-sharing across the organizational boundaries. The
more elaborated discussion is presented in Section IV. Note
that, besides its critical role in building a new system complete
from scratch, a reference model also prevails in evaluating an
existing framework [16]. The initial step in our methodology
is to define a frame of reference, in which a relationship
between ioITSM and ITSM is intended to be established.
Figure 7 illustrates a view on the fields of investigation and
observation. As shown there, our investigation comprises all
elements relevant for the designing goal of ioCMDB. The
field of observation contains all related topics, which influence
our investigation. Those include, e.g., relationships to other
tools, ITSM processes, business processes, organizational set
up, etc. The fundamental need for an ioCMDB is not limited
to the problems as we demonstrated in the Géant case, we
also observe the same problem area in similar structured IT
service provider collaborations [3][17]. For an ioCMDB, a
comprehensive list of requirements has been elaborated in
[5]. All these requirements are structured according to the
management architecture domains defined in [18] into infor-
mation, organization, communication and functional model
related requirements. In this way, all derived requirements are
structured into manageable building blocks. A crucial input of
this analysis is a set of ioITSM processes observed from var-
ious case studies and investigations, e.g., inter-organizational
Fault or Change management [19][20].

In Section IV we demonstrate the usage of our ioCMDB
reference model as a basis for evaluating the I-SHARe tool.

IV. MAPPING BETWEEN IOCMDB REQUIREMENTS AND
I-SHARE

In our current work, we apply the elaborated ioCMDB
requirements on the actual I-SHARe implementation. We
summarize the results of the evaluation in a table form. For
conciseness, we show here merely the evaluation results for
a selected subset of the requirements. The results of the
evaluation are presented on the right side of the column named
"I-SHARe." Every evaluation entry consists of two ratings:
on the left side of an arrow, the evaluation of the current
implementation is presented; on the right side, the rating of I-

SHARe after implementing planned changes is presented (see
Section II-C for the description of planned changes). Thus, the
rating scheme in the last column of the tables can be read as

[actual rating] → [improved rating].

This comparison will also show, that not all potential aspects
of optimization have been identified within the internal Géant
evaluation itself. Therefore, the remaining gaps identified in
this paper can then be used by the Géant project management
as a foundation for the definition of a new I-SHARe develop-
ment road map.

A. Information model related requirements

An essential prerequisite of IT service management is to
have an overview of the entities being managed as well as their
dependencies. Such information is necessary for assessing,
e.g., the effects of future changes. These aspects are covered
within an information model (IM). The IM enables a logical
view on the IT infrastructure, even if this infrastructure is
stretched over multiple domains. In Table I the results of
the evaluation with respect to an IM of an ioCMDB are
listed. A description of the foundation of our information
modeling concept, which is based on established standards
in the Business-to-Business (B2B) environment is outlined in
[17].

Label Requirement I-SHARe
IM-1 Ability to model CIs 0 → +
IM-2 Ability to model Interrelationships 0 → +
IM-3 Ability to model dynamic information 0 → +
IM-4 Ability to model meta data + → +
IM-5 Ability of unique identification 0 → 0
++ : fully covered, +: partly covered, 0: not covered at all
-: irrelevant for this Scenario

TABLE I
REQUIREMENTS CONCERNING INFORMATION MODEL

1) Evaluation of information model requirements: An im-
portant requirement an ioCMDB has to meet is its capability
to model different classes of CIs and different types of inter-
relationships between these CIs. The IM for planning E2E
network connection with quality assurance is shown in [21], in
which specific CIs and their inter-relationships are described,
e.g., Domain, LinkProperties or CompoundLink. In
the current I-SHARe implementation such kind of entity in-
formation is predefined and hard coded. Thus, a corresponding
Configuration Manager is not capable of defining new or alter
existent CI types. Consequently if new types are requested the
programmers have to extend them accordingly, build a new
release of I-SHARe and make a roll out of this release in all
participating organizations.

Another requirement concerning IM is the possibility to
apply meta data, i.e., the data about the data. These can be
distinguished according to [22] in the following functional
areas:

• administrative, like data about the source information;
in our case it would be the service access point of the
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connected domain specific CMDB or rather any other
Management Data Repository (MDR),

• descriptive, e.g., annotations by users,
• preservation, like data refreshing cycles,
• technical, as for example data related to how a system

functions like it’s software documentation,
• use, metadata related to the level and type of use of

information resources, like log files.
In the actual I-SHARe release, meta data used for further
description of extrinsic or intrinsic features of CIs like owner
or status lifecycle are hard coded and thus, evaluated to ’partly
applicable’ in Table I.

2) Identified improvements in information modeling: The
need for being flexible in defining dedicated CI classes has
been identified as an action item to be implemented in the
next release of I-SHARe. However, in contrast to our ioCMDB
requirement for having an explicit role model, i.e., for the role
of an inter-organizational Configuration Manager, any person
is allowed to create CI types. As it is assumed presently that
the tool is operated in a environment of dedicated services, cur-
rently such CI types are only representing the type interface.
Thus, the evaluation remains on ’partly applicable’. According
to our concept, a more dynamic modeling means must be im-
plemented in I-SHARe to support various cross-organizational
scenarios and services. In the actual improvement plan, the
need for having meta data in place to improve the I-SHARe’s
operational capabilities is not recognized. This is the reason,
for which the rating will remain the same for the next planned
release cycle.

B. Organizational model related requirements

While IM addresses the modeling aspects of CIs and their
relations, the focus of an organizational model (OM) lays
on the governance structure. This is especially important
for our intended use cases of cross-organizational provider
collaborations. Thus, OM aspects have to be reflected in an
ioCMDB. The requirements for a mapping of this structure as
well as the adequate mapping of the user’s roles are met to a
high degree by the actual implementation of I-SHARe as can
be seen in Table II.

Label Requirement I-SHARe
OM-1 Mapping of the governance structure + → +
OM-2 Mapping of roles/users + → +
++: fully covered, +: partly covered, 0: not covered at all
-: irrelevant for this scenario

TABLE II
REQUIREMENTS CONCERNING ORGANIZATIONAL MODEL

1) Evaluation of organizational model requirements: The
governance structure within the actual I-SHARe release allows
mapping users to groups and groups to roles. These roles are
hard coded. Thus, this fact is rated as ’partly covered’. Due to
organizational changes in such environments the correspond-
ing governance structure might change as well. This aspect
has not yet been addressed within the project.

2) Identified improvements in organizational model: The
need for having roles in place for enabling a dedicated man-
agement of controlling issues has been identified also within
the project itself. The actual release planning in the I-SHARe
project is discussing the implementation of a transaction based
role model. This will allow a transaction and role based
logging, which again permits analyzing of log files. But here
again, the role model itself will remain hard coded, and
won’t be changeable on a flexible base as suggested by our
requirement catalogue.

C. Communication model related requirements

The mechanism, how management information are ex-
changed between the ioCMDB and related local CMDBs are
subject of the communication model. In Table III the require-
ments concerning communication mechanism are shown.

1) Evaluation of communication model requirements: One
important issue is the channels the exchanged messages of
management information are taking. It is a requirement, that
such channels can be specified according to the corresponding
need. We will further describe the interaction characteristic in
more detail in future work. At the moment, this requirement
is not fulfilled completely by the actual I-SHARe release.
This leads to the fact, that I-SHARe cannot support ioITSM
processes efficiently. At present the requirement KM-2 for
having web based communication means is fully covered by
using e-mail and web services. Although, there is no way
to define the communication characteristics as requested by
requirement KM-4. Having a registry mechanism in place,
where new or changed members or roles can be registered
is of minor relevance for this scenario, since we are facing a
stable organizational structure and its changes is the matter of
long term planning.

Label Requirement I-SHARe
KM-1 registry -
KM-2 web based communication ++
KM-3 define direction of communication 0 → ++
KM-4 define communication mechanism 0 → +
++: fully covered, +: partly covered, 0: not covered at all
-: irrelevant for this scenario

TABLE III
REQUIREMENTS CONCERNING COMMUNICATION MODEL

2) Identified improvements in communication modeling:
According to the actual I-SHARe release planning, it is
intended to send messages containing information about, e.g.,
state changes of inter-organizational relevant CI like the status
of an E2E Link within the order process via e-mail to all
participating members within Géant. The disadvantage of such
a mechanism is a potential information flooding of all the
recipients instead of informing only the affected responsible
persons, resulting in rather ignoring such e-mails than reacting
consequently.

Due to the requirements identified in [5] it should be possi-
ble to define both the direction of the communication and the
mechanism, i.e., in case of state changes only the responsible
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roles should be informed via appropriate mechanism, which
can be for example alerts or warning e-mails. The need
for defining the communications directions, e.g., information
provided by a local partner, that is propagated to I-SHARe
and from there to relevant recipients in other organizations
has also been identified as an open issue in the project. Thus,
the introduction of roles should enable to support actions
of the I-SHARe Domain Part, where an interface allows for
the subscription of dedicated information with either push
or pull mechanism. The need for having such subscription
mechanism in place has also been recognized and is actually
under discussion.

D. Functional model related requirements

Table IV outlines functional requirements a tool has to
meet, if it is used as an ioCMDB. To assist ioITSM via an
appropriate tool, it has to cover the lifecycle issues both of
organizational as well as information related entities. Thus,
the manipulation of roles and CI, the support of state changes
of the cooperating partners, the possibility of adding, changing
or deleting CI are vital aspects. Further, the users of the tool
can have an easier insight at the management information, if
there is appropriate visualization means offered.

These functional requirements are evaluated below.

Label Requirement I-SHARe
FN-2-2 manipulation of roles 0 → 0
FN-2-3-0 manipulation of configuration items
FN-2-3-1 maintenance of configuration items 0 → ++
FN-2-5 visual representation of content ++
FN-2-6-1 data maintenance: transformation rules 0 → ++
FN-2-7 data maintenance: interfaces + → ++
++: fully covered, +: partly covered,
0: not covered at all -: irrelevant for this scenario

TABLE IV
REQUIREMENTS CONCERNING FUNCTIONAL MODEL

1) Evaluation of functional model requirements: The cur-
rent rating of the I-SHARe tool with respect to the functional
model necessities can be seen in the Table IV. Examples of the
I-SHARe information visualization are illustrated above (see
Figures 4 or 5). The maintenance of configuration items itself,
like adding new CI and their interrelations are implemented
as quite complex procedures at the moment. Maintenance
processes for filling in ioCMDB contents automatically are
important in complex environments, since manual changes are
leading to higher error rates and are raising the possibility of
having not synchronized data pools. To update the contents in
I-SHARe, no automatic updating mechanism between other
tools like CMDBs from the participating members exist.
Almost all data have to be maintained by hand. A CI that has
been associated with a dedicated type of relationship can’t be
changed, once it has been introduced. In case, there would
be automatic updating procedures in place, such procedures
need to have a transformation mechanism in place resulting
from autonomously defined data schemes of existent tools at
the members’ site. Such transformation rules are not covered

at all by the actual I-SHARe implementation. One additional
aspect is to identify the ownership of the data. This can be also
part of visualization aspects [23]. Other Interfaces, as the ones
for the e-mail based notification mechanisms, are currently not
in place.

2) Identified improvements in functional model: The further
release planning of the I-SHARe tool is addressing the need
for having transformation rules in place. Then, an information
model will be defined on a global level and all necessary
transformations have to be implemented at the level of the
member sites. This will change the future rating to ’fully
covered’. The need for having better interfaces in place has
been discovered. New releases will have interfaces, e.g., to
monitoring tools and thus, the rating will be raised to ’fully
covered’.

E. Nonfunctional requirements

Table V outlines an excerpt of non-functional requirements,
i.e., all requirements concerning the operation and usage of
the ioCMDB regarding the I-SHARe tool. A substantial need
is to have access control and audit mechanisms in place to
improve security issues, since the ioCMDB users are associ-
ated with the collaboration partners and acting in different
roles. We have proposed an access control solution based
on federated identity mechanism in [24]. Audit mechanism
facilitates inspections resulting from compliance or regulatory
requirements. By taking cultural considerations into account
as for example different language versions or other dedicated
cultural characteristics the user acceptance can be certainly
improved.

Label Requirement I-SHARe
NF-4-1 security: access control + → +
NF-4-2 security: audit mechanism + → ++
NF-7 cultural requirements 0 → 0
++: fully applicable, +: partly applicable,
0: nonexistent

TABLE V
NONFUNCTIONAL REQUIREMENTS

1) Evaluation of nonfunctional requirements: The actual
state of access control in I-SHARe only allows authentication.
Authorization means are missing and therefore, a rating to
’partly applicable’ is justified. Since there is no authorization,
audit mechanisms are used instead to be able to afterwards
reconstruct performed transaction. Although Géant is an in-
ternational project, no country specific characteristics, like
different language or currency codes, have been introduced.

2) Identified improvements in nonfunctional modeling:
In the near future access control mechanisms and cultural
requirements are not planned for I-SHARe. Thus, the eval-
uation will remain on the same level. Cultural topics are
considered of minor importance because all participants are
expected to understand the English version of I-SHARe. The
audit mechanisms have been undertaken an additional review
process and will be improved both in structure as well as
usability.
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F. Evaluation summary

In this section, we evaluated I-SHARe based on the re-
quirements established for an ioCMDB. Further, we have
considered the actual release planning of the I-SHARe. Despite
its success in the pilot operation phase, there is still room
for improvement observable for I-SHARe, as we showed and
discussed in great details in this section. Such improvements
will mainly affect scalability issues, as have been for exam-
ple identified within the information model needs of having
variable mechanisms of mapping new and changed types of
CIs and relationships. The lack of having such mechanisms
implemented leads to the fact that the actual I-SHARe is
supporting the management of only a single type of service at
the moment. Other ITSM related management processes have
to be implemented separately.

Our evaluation shows that even if there have already been
many desirable extensions identified in the Géant project,
there is still potential for further improvement. Such im-
provement potentials need to be discovered and approached
systematically. The actual usage spectrum of I-SHARe is
shown in Figure 8. I-SHARe has been designed to support
service and project specific purposes. Consequently, resulting
in poor means of portability to manage other services as
well and therefore, making it difficult to use it a) for other
services respectively IT service management processes within
the Géant project and b) for other similar structured projects,
which have the same requirements. Indeed, there can be no
synergy effects found to reuse this platform for ITSM related
purposed within other e-Infrastructure projects as have been
illustrated above.

If the concepts created in [5] will be used for further ex-
tension of the I-SHARe tool, a tremendously better portability
can be established as can be seen in Figure 9. Consequently,
this platform can be used to support cross-organizational IT
Service management within other projects as well.

V. RELATED WORK

Having introduced the reference model for the ioCMDB
above, in this section, we now review some key researches,
including existing frameworks, methods and models, which
are relevant to our work.

Well-established frameworks exist in the realm of ITSM,
one of the prominent examples is the IT Infrastructure Library
(ITIL) [14]. In ITIL the concept of the Configuration Manage-
ment Database (ITIL version 2) or Configuration Management
System (ITIL version 3) has been introduced as an information
platform supporting all other ITSM disciplines. Nevertheless,
although there are some marginal descriptions concerning
outsourcing relationships, ITIL itself does not consider the
cross-institutional case in terms of collaborations between
IT service providers. Furthermore, even if a CMDB should
possess additional interfaces for tools from external suppliers,
no available proposal concerning the design of such interfaces
is currently known to us.

Other configuration management researches verify neces-
sities of a new concept for an ioCMDB. The suggested
information models for building up an intra-organizational
CMDB are however not suitable for direct applications in real-
world usages. CMDB tools currently applied in large scale
intra-organizational environments do have – in the most cases
– a focus on the visualization of monitoring aspects. Issues
regarding global writing access to distribute data sources in a
federated environment have not yet been fully covered [25].
Network specific CMDB tools that are capable to integrate
data from different sources [26] are not directly applicable to
our use cases, due to its lacking of considerations on the inter-
organizational information models and functional requirements
as we have identified.

A concept of CMDB federation (CMDBf) is proposed
in [27]. The main focus of the suggested approach is on
the integration of tools of different vendors (Management
Data Repositories, MDR) into a single CMDB. To serve
that purpose, a set of web-services are specified to facilitate
data communication within a single organization. Concerning
our requirements on the communication model, the suggested
approach provides an useful reference and can be extended as a
viable building block for the inter-organizational scenario. The
extension should concentrate on implementing the CMDBf
interface for all connected tools. According to the analysis in
[28] the CMDBf will become a standard for heterogeneous
CMDB integration and federation by the year 2013. But
as it has been stated in [29] this standard only covers the
data exchange aspect without specifying data types and their
corresponding information models.

According to [30] the CMDBf is based on having a central
management CMDB in place, it does not cover use-cases in
cross-domain environments, e.g., in Cloud computing. Due to
the fact that an universal access to any CMDB cannot be pre-
sumed in real-world IT operations, the authors propose a cross-
organizational CMDB concept, in which a domain can expose
individual CI information as RESTful web services. These
resources can then be referred to and read by other domains
in the context of service management processes. Nevertheless,
this concept concentrates solely on communication related
issues. Aspects of inter-organizational information modeling
and a concept of authentication or authorization have not been
considered.
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In [31][32] concepts of federated or distributed databases
are introduced. However, the design goal of ioCMDB is to
assist the inter-organizational ITSM (ioITSM) processes and
workflows. Despite its crucial role in ioCMDB, a distributed
or rather federated database cannot be directly applied as one
might expect it. Even if they share some similar characteristics
such as distributed locations, autonomy and heterogeneity,
however the access at database level to every connected
CMDB or MDR still cannot be always presumed. Contrary
to their approaches, dedicated interfaces between ioCMDB
and CMDB or MDR must be implemented in our proposed
solution. Instead of manipulating the contents of ioCMDB
at databases level, our approach suggests to perform such
alternations through specified functional areas, as we outline
in Section IV-D. In this way, an alignment between ioCMDB
contents and specifications of information models can be
ensured.

Finally, data warehouse technique [33] has been applied
as a viable approach to support complex analytical processes.
Even though some commonalities can be identified between
data warehouse and our use cases, e.g., analysis in incident or
change management, however, data warehouse is optimized
for read-only access. Modifying data at the global level and
propagating such modifications to all connected participating
CMDBs, as required by our scenario, are not well-supported
by data warehouse.

VI. CONCLUSION

Recent proliferation of large scale IT-collaborations at a
global level require highly efficient processes to cope with
intricate tasks of infrastructure management. Whereas best-
practice recommendations such as ITIL provide guidelines
for designing management processes within a single organi-
zational unit, more elaborations and research are needed to
investigate issues regarding the management across multiple
organizations. They not only differ in their geographical lo-
cations, they are also administratively independent entities,
which exaggerate the difficulty to design and deploy efficient
management processes. In fact, the management of infras-
tructures across organizational boundaries has not yet been
fully understood and thoroughly investigated. To address this
research issue, in this paper we discuss one of the fundamental
elements that is designed to facilitate as well as to provide tool
support for inter-organizational ITSM processes - ioCMDB.

Our discussion is motivated by an inter-organizational IT
management scenario in the Géant project, which is a pan-
European collaboration on high-performance networks as the
e-Infrastructure to support international research cooperation
in areas such as high-energy physics. To provide sufficient
capacity for communication of data deluge generated by
scientific experiments, dedicated E2E Links have to be provi-
sioned across different organizations in order to transport huge
amount of research data in a timely manner.

In this paper, we show the challenges of managing complete
life cycle of such E2E Links across various management
domains. To tackle such challenges, a management tool called

I-SHARe is designed and developed for Géant specifically.
The goal of I-SHARe is to provide a centralized repository of
management information of links throughout their life-cycle.
Any changes of a link, such as changes of routes, should
be reflected accordingly and information must be updated in
a timely manner. In our previous work, a holistic reference
model is derived with the intention to generate new artifacts
or evaluate an existing artifact. In this paper, however, we
concentrate on the evaluation of the I-SHARe in accordance to
the ioCMDB reference model. The ultimate goal of this work
are manifold: on one hand, the ioCMDB generated reference
model are applied as an auxiliary mean to identify the potential
improvement opportunities to make I-SHARe a better tool
for inter-organizational management; on the other hand, the
practical aspect of an ioCMDB approach is put under tests in
a real-world situation.

Through a careful evaluation and optimization, improve-
ment opportunities for the current version of I-SHARe are
identified consequently. As our future work, these achieved re-
sults will be reflected in the next version and will furthermore
influence our future design of I-SHARe. With considerations
of the identified improvement potentials, I-SHARe will grad-
ually evolve into a tool that could serve generic inter-domain
e-Infrastructure management purposes rather than being spe-
cially tailored for a set of rather limited use cases.
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Abstract—Multimedia contents delivered over residential
and mobile IP networks are among the main driving forces of
the Internet. The pervasiveness of connected devices capable
of receiving and decoding multimedia streams has induced
a change in the market of set-top boxes from dedicated
proprietary appliances to software modules running on top
of off-the-shelf devices. In spite of the large number of devices
we use every day, smartphones are the favorite answer to our
communication needs because of their availability, of their user
friendliness, and of the great opportunities of personalization
offered by user-generated mobile applications. The last gen-
eration of smartphones and tablet PCs, capable of handling
HD multimedia streams while also retaining the distinguishing
features of mobile devices, enables the convergence between
personal communication devices and home entertainment ap-
pliances. This paper introduces openBOXware for Android, an
application suite which makes it possible to use any Android
device as a set-top box, allowing end-users to take advantage
of the tailored run-time environment of their personal mobile
devices while watching television in the comfort of their
living rooms. OpenBOXware exploits technology convergence
for usability, in the attempt of enhancing the accessibility of
the Internet by providing a TV-like usage experience. The
paper presents the key features of openBOXware, outlines the
implementation on top of the Android application framework,
and shows representative use cases.

Keywords-Set-top box, Tablet PC, openBOXware, Android,
Streaming

I. INTRODUCTION

The analog switch-off and the advent of digital video
broadcasting (DVB) have enabled the technological conver-
gence of client-side equipment required to take advantage of
broadcast TV channels, IPTV services, and Internet multi-
media streams. Nowadays, all new television sets come with
embedded decoders, and most of them are Internet enabled.
In this scenario, software components running on top of off-
the-shelf connected devices are replacing proprietary set-top
boxes (STBs), while traditional IPTV models are undergoing
deep changes in order to face the pressure of over-the-top
(OTT) multimedia contents streamed across global content
delivery networks (CDNs).

At the same time, the widespread diffusion of smart-
phones and Internet enabled mobile devices, together with

the growing coverage of broadband wireless networks, have
induced operators to move from triple-play offers (i.e.,
Internet access, VoIP, and IPTV) to quadruple-play offers
(which include mobility) [2], accelerating the convergence
between mobile and residential broadband markets and
creating the conditions for delivering mobile TV services
[3]. IP traffic trends and forecasts [4], [5] indicate that
multimedia contents delivered over residential and mobile
IP networks are among the main driving forces of next
generation networks.

In spite of the wide diversity of connected devices which
might work as multimedia boxes (including connected TV
sets, media centers, DVB decoders, video game consoles,
and personal computers), end-users spend most of their
connected time using personal smartphones (or similar hand-
held devices) which have several competitive advantages:
they are available everywhere and at any time, they offer
intuitive user interfaces, they provide suitable answers to
any communication need, and they provide unprecedented
opportunities of personalization thanks to the thriving market
of user-generated contents and applications [6].

Exploiting add-ins and configuration options to create a
perfectly tailored run time environment on a smart phone is
an intriguing pastime that engages the vast majority of end-
users. As a result, both the quality of experience offered by
smartphones and the effort devoted to personalize them keep
end-users from using (or at least from personalizing) other
devices.

Although a new generation of STBs has recently sprouted
which allow end-users to create their own applications and
to easily install third-party addins [7], [8], they are far away
from gaining the popularity of their mobile counterparts and
the gap is hard to be closed in the near future. In fact, mobile
devices are always at users’ disposal and they will maintain
their dominant role of personal communication equipment.
Moreover, STBs are typically installed in a living room
where they are mainly expected to provide a lean-back usage
experience, which is very well suited for media consumption
and is in contrast with the lean-forward attitude typical of
smart phone users, which has sustained the market of mobile
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applications [9], [10].
On the other hand, personal handheld devices have never

threatened the market of media centers and STBs because
of their tight design constraints imposed by portability
requirements, which made them unsuitable to sustain the
workload of high definition multimedia streams. The gap
between personal mobile devices and multimedia boxes has
been closed, however, by the last generation of smartphones
and tablet PCs, which support HD video streams and are
equipped with HDMI interfaces, and by the advent of IP
boxes providing the same application framework of the most
popular mobile devices [11].

In a preliminary version of this paper [1], the authors
investigated the possibility of making an Android tablet PC
work as a STB in order to allow end-users to take advantage
of their personal runtime environment in the comfort of
their living room. This paper moves a step forward by
outlining the key features and the implementation details of
openBOXware (OBW) for Android, a modular application
suite which makes it possible for Android devices, including
smartphones, to switch from a lean-forward to a lean-back
usage mode in order to provide a TV-like experience of
Internet contents. The main purpose of openBOXware is to
exploit this convergence, making both the advanced features
of Android and the unlimited contents available on the
Internet directly accessible to television viewers, presenting
contents in a familiar way: as linear TV channels, possibly
controlled with a simple remote control.

The rest of the paper is organized as follows: Section II
presents the concept and the main features of openBOX-
ware, Section III outlines the software architecture and the
implementation details, Section IV shows representative use
cases, and Section V draws conclusions.

II. OPENBOXWARE FEATURES

OpenBOXware is an open-source framework built on top
of Android to provide a TV-like experience of multimedia
contents taken from heterogeneous sources (in terms of
format, protocol and access mode), while also allowing
the end-user to enjoy all the applications installed on the
underlying Android device. To this purpose openBOXware
sports a custom user interface conceived to offer a lean-
back usage experience by means of three home screens,
granting access to: the media library (Figure 1), the list of
openBOXware applications (Figure 2), and the list of all
other Android applications installed on the device.

The media library is the default home screen, which
allows the end-user to find media channels and to select the
one to watch. Multimedia contents are made available by
special add-ins, called media sources. A media source is a
tree of nested multimedia nodes. Leaf nodes are playable, in
that they can be forwarded to the media player for playback,
while all other nodes are explorable, in that they allow
the media library to navigate their content and display the

Figure 1. Media library home screen.

list of children nodes. Examples of media sources include
IPTV channels, Internet TV channels, UPnP/DLNA clients
granting access to the multimedia contents made available by
the UPNP/DLNA servers discovered in the LAN, collections
of media elements stored in the local file system, and
collections of online multimedia contents.

Media source nodes may contain metadata, including
title, duration, and an icon, that can be displayed by the
media library to provide a richer and more vivid browsing
experience and to help the end-user to decide which content
to pick.

Figure 2. OpenBOXware applications home screen.

Figure 1 shows the media library home screen, with the
icons of all the media sources installed in the device. When
a media source is selected, the media library shows the icons
of its children nodes. The three small icons on the top of the
screen can be used to switch among the three homes, while
the ones on the left represent filters that can be applied to
the media sources based on the location of the contents they
link to: local file system, LAN, Internet.

Playable media source nodes provide a TV-like watching
experience by offering both linear channels or contents on
demand. A content on demand is a media source node
associated with a single resource which is played back
whenever the media source node is selected by the user. The
node’s content do not change and depend exclusively on the
user’s choice. A linear channel, on the contrary, can be either
a link to a continuous stream provided by a live streaming
server, or a (possibly unlimited) list of disjoint multimedia

45

International Journal on Advances in Internet Technology, vol 5 no 1 & 2, year 2012, http://www.iariajournals.org/internet_technology/

2012, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



Figure 3. OpenBOXware media player with visible control bar.

elements which are glued together by the node and played
back as a continuous stream. In this case, contents may
depend on the moment in time the user decides to tune in.

Figure 4. Sidebar displayed over the media player.

OpenBOXware applications are special Android applica-
tions which make use of additional features provided by the
openBOXware library included in the Software Development
Kit (SDK). Applications can be executed in fullscreen (if
they take over the whole screen area, covering up other
applications), in background (in case of services that do not
require any graphic user interface), or in sidebar (the case of
widgets that can be displayed on a small part of the screen
letting the top-level fullscreen application shine through).
An example of sidebar applications displayed on top of the
media player is provided in Figure 4.

Figure 5. Background application management dialog box raised from the
control bar.

To support a lean-back usage experience, openBOXware
provides an overlay interface element, called control bar,
that is displayed at the bottom of the screen with minimum
interference with the foreground activity. User controls are
organized in sections which differ in type and scope. Each
section takes the entire area of the control bar, so that the
control sections are displayed one at the time. This is due to
two main reasons: first, to limit the area of the screen taken
by the control bar, second, to make it easier for the end-user
to issue commands which are limited in scope. In particular,
both the switching among the sections and the controls
contained in each one can be operated by means of the four
arrows and the “OK” button available in any remote control.
Control bar sections include: playback (Figure 3), containing
a seek bar together with pause, skip, and stop buttons;
volume, which controls the volume settings of the device;
home, which provides short cuts to the three home screens;
sidebar, which controls the configuration of the sidebar and
the widgets displayed in it; and background, which provides
a scrollable list of services running in background and allows
the end-user to pick one in order to check its status, change
its configuration, or stop it (Figure 5).

Figure 6. Overlay digits providing feedback of the zapping command
issued while watching a movie.

To further improve usability, any playable media element
can be associated with a unique 3-digit number to be used
as a short cut to directly zap to that channel from the media
player (or from any home screen) without going through the
media library and browsing media sources. Figure 6 shows
the three digits which appear in overlay whenever the end-
user presses a numeric key in the remote control to exploit
the zapping functionality.

OpenBOXware also supports the so called configurable
media sources: essentially standard media sources bundled
with companion openBOXware applications that can be used
to configure them. In what ways and to what extent a
media source can be customized depends on the structure
of the multimedia provider for which the media source is
developed, but the auxiliary application typically provides
a user interface to change settings and preferences, to set
search criteria, or to apply filters. Examples of configurable
media sources include a UPnP client with an auxiliary
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application to be used to associate a channel to a specific
directory or to a specific file made available by some
UPnP server in the LAN, or a YouTube media source with
an auxiliary application allowing the end-user to create a
channel associated with a specific query and search options.
In both cases, the channels created by the end-user through
the companion applications appear as new children of the
corresponding media sources and they can be used as any
other playable node and possibly associated with numeric
shortcuts for quick zapping.

This advanced feature grants to openBOXware the flexi-
bility required to provide a TV-like experience of any online
contents (even if they are not natively organized in linear
channels) making them available to a broader audience. For
instance, people not accustomed to browse the Internet can
take advantage of thematic channels preinstalled or created
by other expert users. In addition, parent can create channels
of contents expressly selected and filtered for their children.

III. OPENBOXWARE IMPLEMENTATION

OpenBOXware is built on top of Android which is,
in its turn, built on top of Linux kernel. The Android
architecture consists of three main layers: i) the Android
runtime, based on the Dalvik virtual machine (VM) with
additional support libraries, ii) the application framework,
and iii) the applications which run on it [11]. For portability
and compatibility reasons, openBOXware has been fully
developed at the application level.

Figure 7. Software architecture of openBOXware.

An Android application can be made of several compo-
nents. For our purposes, the most important types of com-
ponents are activities, which represent screens with specific
user interfaces, and services, which run in background. Each
application runs in a separate VM instance for security and
protection. Communication among applications is guaran-
teed by an asynchronous message passing mechanism which

allows a component to issue an intent message which is
handled by another component, possibly belonging to a
different application. Each intent contains action and data
specifications which are used by the application framework
to dispatch the intent and trigger one of the components
registered for performing the requested action on the specific
type of data. The main graphic user interface is provided by
a launcher, which is a special activity registered to react to
a particular intent issued by the operating system at start
up. The launcher allows the end-user to browse and launch
activities which publish the MAIN intent filter. In addition,
the launcher can also act as a widget host to allow end-users
to customize the main page by embedding their preferred
miniature application views.

The openBOXware core is implemented as a package
containing a launcher and several additional components,
including background services and other activities, which
handle multimedia functionalities, notifications, and sidebar
widgets. As mentioned in Section II, the user interface of
openBOXware discriminates between normal Android ap-
plications and special openBOXware applications (identified
by the intents they are registered to handle, as detailed be-
low). An openBOXware application is nothing more than a
standard Android application, mainly composed of activities
and services, which additionally relies on the APIs exposed
by the openBOXware SDK and links to the openBOXware
library. Those APIs, written on top of the features provided
by the vanilla Android platform, enable the application to be
integrated inside the openBOXware environment and give
access to advanced multimedia features through high level
programming interfaces.

A schematic representation of the software architecture
is provided in Figure 7, where the openBOXware platform
rests on the Android application framework. Media sources
and openBOXware applications are represented as boxes
partially overlapping the openBOXware core to denote the
fact that they make use of the extended features provided
by the Software Development Kit, while all other Android
applications (activities and services) do not.

A. Home application

The core package, once installed onto an Android device,
works as a launcher which provides the three home screens
from which media sources can be explored and any other
application is launched.

It is worth noticing that multiple launchers can be installed
on the same device, but only one at the time can be set as
default and run in foreground. Hence, the device must be
setup to allow the user to select the launcher in order to
switch from a lean-forward to a lean-back use of his/her
own device. This can be achieved either by changing the
default launcher, or by avoiding to specify a default one (in
this case the choice is made every time the end-user taps
the home button, through an Android dialog box – shown
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Figure 8. Launcher selection dialog box.

in Figure 8 for a Samsung smartphone – which allows the
user to pick the desired launcher).

Once the openBOXware launcher is launched, it becomes
the main graphical user interface of the system, acting as
an application launcher and displaying additional messages
through the system bar and a custom control bar. As men-
tioned in the previous section, the launcher provides three
separate home screens: the media library, the openBOXware
application list, and the Android application list.

B. Media source

A media source is implemented as an Android service, re-
acting to the openboxware.media.source.ACCESS
intent. The media library (and in fact any other Android
application) can search for media sources by querying
for that specific intent and getting a list of the installed
services. Media sources may use an additional category
(namely openboxware.media.source.LOCAL, LAN,
or INTERNET) to specify the location of the data the media
source points to. These are known as content-type flags. The
Android package manager can filter out specific kinds of
media sources based on the location specified in the intent
query. From a user-interface perspective, filters are activated
by the three clicking on the three icons available on the left-
hand side of the media library home screen (see Figure 1).

Media sources implement a set of remote procedure calls
(RPCs) using the Android AIDL interface. The openBOX-
ware library provided by the SDK includes a collection of
interfaces and higher level classes (contained in the Tahweed
APIs) that make implementing such a RPC interface much

easier and more structured. The developer can simply im-
plement a small set of classes and connect the exploration
actions (i.e., their RPCs) to the corresponding back-end code
needed to access the specific media content.

Each node of a media source is an instance of the
MediaSourceNode class, which provides a set of abstract
methods that need to be overridden in order to be used by
the client to fetch children nodes and multimedia resources.

Playable media source nodes provide an enumerable
sequence of content items, which will be played one after
the other by the media player. Each item of this stream is
an instance of the MediaElement class and can link to
any remote or local multimedia resource (including images,
audio files, and videos) through its URI.

Since every playable node includes a – possibly unlimited
– stream of multimedia elements, as mentioned in Section II
they can be used to create a linearized channel. An example
thereof can be a virtual TV channel built from multiple
separate videos, possibly encoded in different formats and
taken from different sources. Media source nodes can also
transform any feed of data into a linearized stream of
media. For instance, any feed containing links to images
(an RSS feed, possibly) can be represented as a stream of
pictures, which is then played back by the media player as
a slideshow.

C. Media library

The media library is the default home screen of the
openBOXware launcher, which represents the main user
interface to the platform’s multimedia exploring and stream-
ing capabilities: its primary function is to list all media
sources installed and available to the user, allowing him/her
to explore media sources’ contents, discover media channels,
and select the ones to watch.

Media sources are displayed in a grid in alphabetical
order, as shown in Figure 1. When the user decides to
select one particular media source, the openBOXware library
opens an AIDL connection to the respective service and starts
communicating with the service implementing the media
source (through the RPC interface described before). Media
source’s nodes are explored hierarchically: the history of the
exploration is kept in a stack and displayed on the left-hand
side of the media library grid, enabling the user to easily
understand his/her position in the media source’s structure
and to navigate back either by using the back button or by
clicking on the stacked ancestral nodes.

When the user clicks on the icon of an explorable node
the media library pushes it into the stack and displays its
children nodes. When he/she clicks on a playable node it
is passed on to the integrated media player, which attempts
to play back the contents of the node starting from the first
multimedia element.

Finally, the media library includes a link to the Android
marketplace with a shortcut that quickly filters out installable
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media sources: the user can explore applications which are
available to download, install them, and get back to the
media library to make use of the new media sources and
of the multimedia resources they provide access to.

D. Media player

The media player (Figure 3) is the openBOXware com-
ponent that handles all multimedia playback requests by the
media library (and by other openBOXware applications): it
is implemented as a single activity sporting a simple user
interface and capable of playing back a variety of linearized
contents as described by media source nodes (instances
of MediaSourceNode) exposed by the media sources
installed on the device.

The player activity reacts to the
openboxware.mediaplayer.PLAY intent, which
signals the request for playback issued by another
application. The intent structure contains all the data
required by the media player to initiate the playback. In
case of media source nodes containing a single media
element, the intent contains directly the MediaElement
instance to be played back. In case of playable media
source nodes containing more elements, the intent contains
a so-called media source node identifier, which will be used
by the media player to open a connection to the original
media source, make a request for the node to playback via
RPC, and then start enumerating the multimedia resources
provided by the node. Each single media element returned
by the node is reproduced as part of a continuous linear
stream.

The media player determines the type of each media
element to play back. Videos and audio files are played back
using the default Android MediaPlayer component, while
pictures are displayed by a custom slideshow component.
Media identification relies on the metadata provided by
the developer of the media source, which include a MIME
type specification (i.e., a string formatted according to the
Multipurpose Internet Mail Extensions standard, which gives
a textual description of the content type of a file, such as
“text/html” or “video/x-h264”). If absent, the media player
will attempt to guess the nature of the media element (e.g.,
by checking the file extension in the element’s URI or by
other heuristics). When an unsupported (or unknown) media
element is passed to the media player, playback fails and the
media player attempts to skip it and go to the next element
of the media source node.

The media player activity does not display any additional
user interface elements, nor any buttons that enable the
user to control media playback. Instead, the player emits
a sequence of intents to the system notifying its current
status, time of playback, and other additional data (like
the name of the current media element which is being
played back). These data intents can be intercepted by
any other component of the system to keep track of the

player’s actions. Most notably these intents are used by the
control bar which, when shown, displays playback progress,
common playback controls, and other data directly to the
user (as shown in Figure 3).

On the other hand, the media player can also be controlled
by generating special intents which represent commands to
pause, resume, skip, or stop playback. By default, these
intents are sent by the control bar when the user clicks on
the corresponding control buttons, but they can also be used
by other applications and services that might need to interact
with the media player.

E. Sidebar

The sidebar (shown in Figure 4) is implemented as a
single instance activity which is displayed as a transparent
dialog, covering only a small side of the screen. Because of
limitations of the Android window manager, dialog activities
which do not cover the whole screen take the entire input
focus of the user. Thus, interaction with the underlying
fullscreen activity is either impossible or unreliable because
of its dependence on device-specific implementation choices.
This problem is partially mitigated by the fact that the most
common fullscreen activity, i.e., the media player, does not
provide any touch interface and all interactions usually pass
through either the remote control (via intents) or the control
bar (which is never displayed together with the sidebar).

The sidebar activity acts as a so-called widget host,
which can accommodate any number of external widgets
implemented by other applications installed on the system.
Widgets commonly used on Android devices include simple
front-ends to communication applications (e-mail readers,
contacts lists, incoming text message viewer, feed read-
ers, ...) and social networking clients (Twitter, Facebook,
LinkedIn, ...).

Widgets added to the sidebar are identified by a unique
appWidgetId that is used to grant persistence to the list of
hosted widgets, to store their display order as decided by the
end-user, and to handle removal. Widgets are automatically
updated by the Android system.

The sidebar provides simple control buttons that can be
used to add, move, or remove widgets either through the
touch screen or from a remote control.

F. OpenBOXware applications

Different classes of applications can be developed to target
the openBOXware environment, in order to make use of the
features of the framework or to integrate with the media
library. In particular, openBOXware supports four ways of
integrating third party add-ins.

Interactive applications (namely, fullscreen openBOX-
Ware applications) can be implemented as activities that will
run taking the whole device screen over and delivering an
immersive usage experience to the user. As mentioned in
Section II, these applications run one at a time, demand
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exclusive focus from the user and can also rely on the media
capabilities of openBOXware to explore media resources or
demand media playback. Applications of this class will be
listed separately in the openBOXware applications list by
the launcher (they will be hidden from the standard Android
applications list of the openBOXware launcher and of other
Android launchers, by default).

Background applications, which usually play the ancillary
role of helper services to a fullscreen activity in order
either to periodically fetch updated data or to poll for some
resource, can be implemented as Android services. These
applications will also appear in the openBOXware appli-
cations list and can be explicitly launched in background
by the user. The control bar will also provide a graphical
interface that allows the user to interact with such back-
ground services, updating their configuration and eventually
terminating them. A background application can interact
with the openBOXware framework, explore media resources,
and invoke other fullscreen activities when needed.

Other applications that do not request the full focus of the
user and allow to glance at information without interrupting
the main usage experience can be implemented as standard
Android widgets. Widgets have limitations on how often
their code runs and how their interface is displayed, but they
can be included in so-called host applications. Creating a
widget allows the application to be hosted by the openBOX-
ware sidebar, enabling the user to display the application
while interacting with another fullscreen application (for
instance, the media player). Every widget can be hosted by
any widget host, for instance other Android launchers that
provide this functionality.

Finally, it is worth mentioning that media sources are
application as well. In particular, they are implemented like
standard Android services, but they implement a specific
interface that enables the media library (and in fact any other
application written using the openBOXware SDK) to access
the service and fetch informations about the available media
resources from the media source’s hierarchical resource tree.

Being implemented as standard Android activities and
services, openBOXware applications are able to react to
common Android intents. It is up to the developer to
include the default Android intents in their applications to
enable them to be launched through any Android launcher
instead of relying only on the openBOXware front-end. It is
worth noticing, however, that in this case the openBOXware
services might not be available.

In order to be listed and launched as open-
BOXware applications, activities must handle the
openboxware.gui.FULLSCREEN intent and should
extend the FullscreenActivity class included in
the SDK. This allows the application to easily access
all openBOXware features (e.g., raising the control bar,
displaying the sidebar, issuing commands to the media
player, or raising notifications, as described in Section

III-H3). Fullscreen activities also automatically handle their
own theme when launched, in order to match the look
of the platform and the size of the screen without any
additional effort for the developer.

Similarly, background services must handle the
openboxware.gui.BACKGROUND intent in order
to be listed among the openBOXware applications, and they
have to extend the BackgroundActivity class to gain
access to openBOXware features. In particular, this allows
them to be launched, monitored, configured, and stopped
by the openBOXware control bar.

As already mentioned, media sources handle the
openboxware.media.source.ACCESS intent and ex-
tend the MediaSource class, which implements the basic
AIDL which allows media source clients (like the media
library) to discover multimedia content through RPC calls
to the service. Media sources can also rely on the high-
level Tahweed multimedia API, which provides a structured
object-oriented wrapper around the imperative RPC con-
structs on which the Android inter-process communication
system is based.

While all Android applications have access to plat-
form’s context in order to query base services and man-
agers, openBOXware applications can also access their
OBWApplicationContext, which enables them to inte-
grate with the features of the platform and provides a mean
to easily share status and information between different
activities/services which are part of the same application.
In particular, this allows the developer to implement an
openBOXware application that supports all execution modes
(i.e., fullscreen, background, sidebar) and switches among
them without losing data and settings.

G. Control event injection

The control bar is implemented as a standard Activity
and communicates with the openBOXware back-end through
intents (e.g., as already mentioned, the media player signals
its state continuously using intents and can be controlled
by broadcasting other specific intents representing user’s
commands). The current implementation of the control bar
allows the user to interact with the openBOXware envi-
ronment both in a lean-forward stance, by using the touch
interface of the device, and in a lean-back stance, by using
a remote control to issue commands. Any Bluetooth remote
that is able to connect to the Android device can be used to
this purpose.

In order to maintain full compatibility with existing
Android devices, the decision was made not to implement
a custom Android build with system-wide changes. This
hinders the capability of openBOXware to provide deep
integration with a remote control promoted to a full-fledged
interaction device capable of injecting interface events to
Android applications other than the openBOXware launcher.
On the other hand, this kind of customization could be
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provided in device-specific openBOXware distributions tar-
geting Android IP boxes.

H. Advanced features

1) Configurable media sources: Configurable media
sources are standard media sources that include a companion
openBOXware application. The media source and the con-
figuration application share the same Android application
package and thus also share a common space of isolated
storage on the device. This storage area is used to store
structured information (usually a SQLite database, a shared
preference structure, or simple files in any parsable format)
that can be altered by the application and read by the media
source in order to display custom contents based on queries
and preferences specified by the end-user.

A representative example of a configurable media source
is shown in Section IV.

2) Zapping: Any playable media source node can be
marked as pinnable in order to enable the zapping func-
tionality. In practice, this means that the media library is
allowed to store a reference to that particular node, i.e., to
pin it and associate it to a number. OpenBOXware lets the
end-user create a numbered set of preferred channels, which
he/she can play back quickly and easily by zapping to the
corresponding numbers. On the other hand, a pinnable node
requires the ancestral media source to be able to regenerate
that node and its complete state (which could require a
complex interaction with the back-end content provider).
This is done by generating an identifying code for the pinned
node (i.e., an arbitrarily complex string constructed by the
media source and containing all relevant information) that
can be parsed at any time (even on a different instance of
the same media source or after a full device reboot) in order
to regenerate the original media source node.

In practice, the launcher makes use of the zapping func-
tion by allowing the user to pin nodes when they are declared
as pinnable by the media source developer. When the user
executes a long-press on a pinnable node displayed in the
media library (holding the node for a couple of seconds), the
library displays an overlay that enables the user to select
a channel number for that particular node. Once the user
confirms the input, the node is pinned and associated with
that number.

Subsequently, whenever the end-user picks the channel
number using either the device or the numeric keys of the
remote control, the media library attempts to retrieve the
corresponding pinned node and use its identifying code to
restore the desired MediaSourceNode instance. The node
is then forwarded to the media player and directly played
back.

3) Notifications: Standard Android notifications can be
sent to the Android notification bar by any application
by instantiating a new notification and sending it to the
NotificationManager, which is part of the standard Android

Figure 9. Example of an openBOXware notification.

programming interface. The notification is then displayed in
the notification bar until it is dismissed by the user.

Since the Android notification bar is covered by the
openBOXware launcher by default, these notifications are
hidden to the user and cannot be easily accessed. While any
application can still make use of the default notifications
system, raised notifications will only be displayed once the
openBOXware launcher is terminated. If, on one hand, this
behavior is intentional in that it avoids notifications, which
usually interrupt the normal usage experience by prompting
for user’s attention, to detract from the lean-back usage
experience typical of openBOXware, on the other hand,
a less-obtrusive form of notifications are needed, to be
possibly consumed while watching multimedia contents.

OpenBOXware notifications can be displayed by
applications using the openBOXware APIs included
both in the FullscreenActivity and in the
BackgroundActivity base classes, instead of relying
on the default Android notification manager.

The notification request is taken over by the openBOX-
ware environment, which will display it by using a simple
notification overlay on one edge of the screen (see Figure 9),
while also forwarding the same notification to the underlying
default NotificationManager to ensure that the notification
can be read and acknowledged later, even if ignored while
on screen.

When the user reacts to an openBOXware notification
(by clicking or touching the overlay icon while displayed),
the system hides both the overlay notification and the
corresponding entry in the standard Android notification bar.
At the same time the notification raises a custom intent that
can be handled by the application.

IV. RELEASE

A. Public demonstration

A pre-alpha version of the openBOXware framework was
tested and publicly demonstrated on November 11, 2011 in
Urbino (Italy), using a living room setting installed in a
conference hall at the University of Urbino.

A HD TV set was connected to a Samsung Galaxy SII
smartphone running openBOXware, providing a replica of

51

International Journal on Advances in Internet Technology, vol 5 no 1 & 2, year 2012, http://www.iariajournals.org/internet_technology/

2012, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



Figure 10. The openBOXware test bed, including a TV set driven by an
Android smartphone controlled by a Bluetooth remote and several other
Android devices connected to the same WLAN.

the screen user interface (in its original display resolution)
through the HDMI port. The smartphone was placed close to
the TV and far away from the sofa in order to force the end-
user to rely on a remote control to issue commands (namely,
a Bluetooth Logitech diNovo Mini wireless keyboard that can
work both as a remote and as a wireless keyboard/mouse
input device). The smartphone was connected to the Internet
through a Wi-Fi router. Other Android devices (smartphones,
tablet PCs, and IP boxes) running openBOXware were
connected to the same WLAN for testing purposes. One
of the smartphones was also running an UPnP server in
the background. All devices were able to access Internet
resources, files shared by the UPnP server, and resources
stored on a HTTP server installed on a local computer
playing the role of a proxy of video contents from RAI
Radiotelevisione Italiana.

A schematic representation of the setting is provided in
Figure 10. The setup was used to demonstrate the usability
of openBOXware in a pure lean-back setting, to test the
multimedia playback capabilities of the devices involved,
and to show the key features of the platform by means of
representative use cases. A video log of a demo is available
at: http://youtube.com/watch?v=7RzdIiz1EQs.

Demonstrated features include: home screen navigation
(see video log at 2:49s), media source exploration of repre-
sentative media sources such as a Youtube channel, a UPnP
client, and a HTTP proxy of RAI streaming contents (at
4:18s), playback of a full HD video, control bar (at 5:28s,
with event injection from both the touch screen and the
remote control), sidebar (5:57s), channel shortcut assignment
and zapping (6:55s), multiple launch modes (8:10s) shown
on a simple Google News client supporting both full screen
and background execution modes, and configurable media
source samples, such as UPnP and Youtube clients (10:20s).

The experiments conducted on configurable media sources
are worth to be described in detail. Both the YouTube and the
UPnP media sources developed for testing purposes had their
own companion applications to be used to customize them

outside the media library (which in fact provides only an
interface for content consumption). The UPnP configuration
application (called “My UPnP”) showed the list of all
available UPnP servers on the current network and allowed
the user to pick a device (or a specific shared folder on
that device) to be made available within the UPnP media
source. Upon configuration, a node was added to the media
source tree which directly connected to that folder allowing
its contents to be played back by the media player.

Similarly, the Youtube configuration application (called
“My YouTube”) allowed the user to generate a set of custom
channels, each based on a custom search query. A “snow-
boarding” channel (with contents sorted by publication date)
was created and used during the demo.

Since both the configurable media sources used for testing
purposes supported pinnable media source nodes, numeric
shortcuts were added to the custom nodes in order to make
them look as linear channels.

As a final remark, both UPnP and YouTube channels were
dynamic in nature, in that the contents they granted access
to changed over time. In particular the UPnP channel, when
selected from the media library, connected to the UPnP
server to obtain the list of resources available at that partic-
ular time in the device/folder specified by the configuration
application. Similarly, the search criteria associated with the
custom YouTube channel were applied whenever the channel
was invoked. In both cases, the multimedia contents were
organized at runtime in a list of media elements and passed
to the media player for continuous playback.

This inherent update capability of the custom channels
was demonstrated during the demo by showing on the TV
screen the most recent snowboarding video on YouTube, and
the slideshow of the pictures taken during the presentation
with a smart phone running a UPnP server service.

B. Beta release

The openBOXware framework has been released on
March 1st, 2012 and can be installed on any Android de-
vice: https://play.google.com/store/apps/details?id=it.uniurb.
openboxware.launcher. The Google Play marketplace has
been populated with the core environment and some default
add-ins (sample media sources and applications) that can
be installed and integrated with the launcher. Stubs of
representative use cases will be also published to provide
a base for the development of other resources.

The current release is compatible with Android version
2.2.1 and superior (compatibility with Android ICS 4.0
has not been assessed yet) and it has been tested on a
variety of devices, including: Motorola Atrix smartphone,
based on nVidia Tegra 2 SoC (Dual ARM Cortex-A9, at
1 GHz), with 1 GB RAM, 4.0’ screen (540×960), running
Android 2.2; Asus Transformer TF101 tablet/notepad, based
on nVidia Tegra 2 SoC (Dual ARM Cortex-A9 at 1 GHz),
with 1 GB RAM, 10.1’ screen (1280×800), running Android
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3.2; Samsung Galaxy SII smartphone, based on Exynos
SoC (Dual ARM Cortex-A9 at 1.228 GHz), with 1 GB
RAM, 4.3’ screen (480×800), running Android 2.3; and an
Android IP-box (http://www.artwaytech.com/goodpro.php?
id=266) based on Samsung PV210 SoC (Cortex A8 CPU
at 1 GHz), with 512 MB RAM, 2GB Flash memory, HDMI
video & Audio output, running Android 2.2.

V. CONCLUSIONS

The advent of digital broadcast television, the diffusion
of mobile broadband networks, the computational power of
smartphones, and the success of open application frame-
works have enabled the de facto convergence between mo-
bile devices and set-top boxes and between broadcast televi-
sion and online multimedia contents. Such a convergence has
been exploited so far to create a thriving market of connected
devices (including the so-called IP-boxes and smart-TVs)
and to enhance the usage experience of television viewers
(by making available additional IPTV and Internet TV
channels, and by granting Internet browsing capabilities to
any television set). Taking a different perspective, however,
the same enabling conditions could be exploited to enhance
usability and to reduce device diversity.

This is the starting point of this paper, further supported
by two observations: first, watching television is a much
more inclusive experience than browsing the Internet; sec-
ond, in spite of the proliferation of any sort of connected
devices, smartphones are the preferred ones with clear
competitive advantages which prevent them to be outstripped
in the near future.

This paper has introduced openBOXware for Android, an
application suite that can be easily installed in any Android
device (including a smartphone) to make it work as a set-top
box while also maintaining compatibility with all the appli-
cations installed in it. The openBOXware core encompasses
a launcher, designed to provide a lean-back usage experience
in order to take advantage of the personalized runtime
environment of the smartphone while watching television
in the comfort of a living room, and a SDK that can be
exploited to develop media sources and Android applications
compatible with a TV-like usage mode.

The paper has outlined the key features of openBOXware,
discussed the implementation choices, and presented repre-
sentative use cases. In particular, it has been shown that
openBOXware provides the opportunity of creating custom
TV channels made of linearized contents possibly taken from
heterogeneous sources (including local file systems, UPnP
servers, streaming servers, and HTTP servers). Custom chan-
nels can be associated with numeric short cuts in order to
make it possible to directly zap into them using a standard
remote control. This makes it possible for elders and kids
who are not used to browse the Internet to gain access to
online contents organized in personalized linear TV channels
by their family members.

OpenBOXware will be available on the Android market
since March 1, 2012.
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Abstract—The goal of this paper is to propose a solution in 
order to enhance the quality of services support inside the 
Internet Protocol-based packet switched domain of an 
Universal Mobile Telecommunications System architecture. 
The originality of this approach lies in the perspective of an 
integrated functionality defined at the conjunction of the 
service requests with the network capabilities. Objective 
quality of services and quality of experience analysis will 
highlight the benefits of the autonomic resource management 
in terms of average end-to-end delay, jitter and mean opinion 
score. 

Keywords-UMTS; QoS support; QoE perception; autonomic 
management. 

I.  INTRODUCTION 
The success of the Internet Protocol (IP) technology, as 

evidenced by the variety of many types of applications and 
network architectures, has proven its centrality through the 
way it has influenced, and often determined the daily life.  

Continuous user demands for traffic capacity determined 
the operators and infrastructure providers to identify and to 
offer end-to-end solutions including carefully-managed 
connections and high-quality user services and experience. In 
this context, Internet’s ubiquity has revealed a number of 
shortcomings that the current architecture cannot solve.  

Hence a multitude of solutions have been developed to 
approach problems such as addressing, routing, congestion, 
resource management or traffic precedence. 

In a sustained effort to improve resource management for 
mobile network environments, our previous work was 
focused on the benefits offered by an integrated Quality of 
Services (QoS) support inside the Universal Mobile 
Telecommunications System (UMTS) IP packet switched 
(PS) part of the Core Network (CN) domain [1]. Introducing 
a realistic radio access network modeling, the work 
presented in this paper completes over the quality of 
delivered services.  

In this way, we demonstrate the need for a correlation 
between the application request and the network context as 

the basic background of an integrated autonomic resource 
management.  

A similar solution that considers the needs for built in 
quality control functions needed by many applications, 
addresses the resource management issue by combining a 
routing procedure and an information model for the 
representation of connection properties [2]. 

Two major trends can be distinguished in the way the 
scientific community understood solving this set of 
problems, namely: the complete remodeling of the Internet 
architecture (i.e., 4WARD [3], AUTOI [4], 4D [5], GENI 
[6]), and the gradual improvement of functionalities in the 
existing architecture [7] (i.e., Self-NET [8]). 

The complete remodeling of the Internet architecture 
offers a purist approach, a clean slate kind of modeling the 
new architectural elements. On the other hand, the gradual 
development of network architecture, ruled by a pluralistic 
approach, considers that the leap towards a new Internet 
architecture is impossible independently of the existing 
technologies. 

Promoting the functionality promised by a clean slate 
approach (flexibility, reliability, fault-tolerance, autonomy 
and manageability), the authors of this paper believe 
however that passing to an architecture that will integrate all 
these features is progressive, at least for two reasons: the 
perspective of operators and Internet service providers on 
radical changes in the network and the difficulty in testing, 
evaluating and validating the proposed new architectural 
elements.  

Beyond the need for new legislative and normative 
agreements between Internet service providers and network 
operators, agreements required by fundamental architectural 
changes. Therefore, a major issue in the revolutionary 
innovation of the Internet architecture is the difficulty of 
assessing the new concepts in real experimental scenarios.  

In [9], Peterson disputes the promotion of new 
architectural ideas, calling the scientific community to test 
the proposed solutions in the experimental “M-Lab” test-bed 
site [10], a validation site completely different from what 
means the evaluation by simulation or emulation.  
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Although the reality of testing on an experimental 
platform is undeniable, the risk is to focus the proposed 
solutions on an single extremely narrow issue.  

Therefore, the authors of this paper believe that prior to a 
live testing phase there are several steps that must be 
completed by simulation and emulation, namely: monitoring 
and highlighting critical situations to identify network 
problems, testing the effect of local parametric adjustments 
on the whole system, development and gradual integration of 
scalable features in a new architecture. Therefore, stepping 
towards a revolutionary architecture is a matter of time; the 
new capabilities added to the existing architectural elements 
represent the prerequisites for success in this matter. Because 
of this, we believe that it is impossible to jump towards an 
architecture, which is independent of the existing 
technologies, the argument of this statement being found in 
the evolutionary pluralist concept.  

Starting from these premises, which combine the 
requirements of a clean slate paradigm with current 
technological reality, the paper aims to investigate and test 
the benefits of integrating autonomic resource management 
capabilities into the UMTS CN architectural domain to 
enhance the QoS support.  

In addition to analyzing QoS parameters such as average 
end-to-end delay, throughput or average jitter experienced by 
time-critical applications in the UMTS radio access network 
domain (UMTS RAN) [11], this paper enhances and extends 
the QoS / Quality of Experience (QoE) support even to the 
UMTS IP PS domain by integrating an autonomic resource 
management through network virtualization.  

As the native UMTS QoS support is based only on 
service level classification in the Radio Access Network 
(RAN) domain, by describing, transmitting and correlating 
particular requirements of the source application with the 
context of IP PS domain, an optimal end-to-end performance 
could be offered through network virtualization in the CN.  

In the context of this paper, by a native UMTS QoS 
support we consider a UMTS system offering QoS traffic 
differentiation by default. It is worth mentioning that the 
UMTS traffic classification covers only a certain part of the 
system and is closer to the physical connection (the RAN 
part), and therefore always has more stringent requirements 
in terms of QoS parameters. 

Section II of the paper describes the radio access 
techniques, the architectural elements and the capabilities of 
the UMTS network domains that support various QoS traffic 
classes.  

A holistic view of the quality of delivered services 
through the UMTS QoS support is completed by a QoE 
perspective. The QoE concept, the evaluation models and the 
parameters involved in the QoS objective analysis are 
presented in Section III.  

Section IV presents the system model calibration for 
UMTS RAN in terms of Cumulative Distribution Function 
(CDF) of the Signal-to-Noise Interference level (SINR) for 
users in one cell that maximize the performances of the 
UMTS air interface. The UMTS RAN system model 
parameters that guarantee an optimal dimensioning of the 
network (transmission power, accepted co-channel 

interference levels, radio range and cell capacity) are 
determined. Then, the performances of QoS/QoE support 
traffic classes for applications that have stringent 
requirements concerning the time component are evaluated. 

The UMTS RAN dimensioning is performed by using 
Matlab, while the end-to-end system performance evaluation 
is performed by using QualNet 5.1 network simulator [12]. 

In Section V, the premises for an autonomic resource 
management that ensures a higher quality support in the 
UMTS CN are investigated in terms of QoS/QoE support.  

This fact is accomplished by the ability of the application 
to select an alternative route between UMTS CN entities, the 
Serving GPRS Support Node (SGSN) and the Gateway 
GPRS Support Node (GGSN), based on its knowledge of the 
source requirements.  

Finally, Section IV presents the conclusions of the 
conducted study by showing the perspective of an autonomic 
management of network resources that is based on the 
conjunction of application requirements and network 
context. 

II. AN OVERVIEW OF THE UMTS CELLULAR SYSTEM 
We will present the radio access techniques, the 

architectural elements and capabilities of the UMTS network 
domains that support various QoS traffic classes. 

A. UMTS Radio Access Techniques 
The Universal Mobile Telecommunications System is 

one of the third generation (3G) cellular system technologies. 
It uses Wideband Code Division Multiple Access 
(WCDMA), a direct-sequence spread spectrum access 
technology developed by NTT DoCoMo [13].  

NTT DoCoMo submitted WCDMA specification to the 
International Telecommunication Union (ITU) as a proposal 
for the air interfaces of the ITU IMT-2000 family of 3G 
Standards. Therefore WCDMA was selected as an air 
interface for UMTS system, the 3G successor to Global 
System  for Mobile Communications (GSM). 

Since it is GSM down-compatible, some of the UTMS 
key features include the two basic multiplexing modes, Time 
Division Duplexing (TDD) and Frequency Division 
Duplexing (FDD). The advantages offered by the use of 
WCDMA, a time-frequency space multiplexing technique 
were reflected in extended network coverage and increased 
cell capacity. This is a direct consequence of the accepted 
cell interference vs. number of mobile users in the system 
compromise. The benefits of using WCDMA over other 
multiple access techniques also reflect on adaptive power 
control, variable transmission rates and inherent QoS 
support.  

B. UMTS Network Architecture 
The UMTS network architecture consists of three 

interacting parts: the User Equipment (UE) or Mobile 
Equipment (ME), the UMTS Terrestrial Radio Access 
Network (UTRAN) and the Core Network (CN). Due to its 
various radio access supported methods, the UMTS UE is 
capable of working in three modes: Circuit Switching (CS), 
Packet Switching (PS) and hybrid CS/PS mode [14].  
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The RAN part consists of the Base Stations (BSs) or 
Node Bs and Radio Network Controllers (RNCs). The main 
functions of the BS are air interface transmission / reception, 
signal modulation / demodulation, while major functions of 
the RNC are power control, admission control, channel 
allocation, radio resource control / management, data 
multiplexing / demultiplexing.  

The CN part provides data switching, routing and handles 
the user traffic. It also contains the network user registries or 
databases and the network management functions. Offering 
both CS and PS, the CN is divided in two domains: CS 
domain and PS domain. The CS domain network elements 
are the Mobile Services Switching Centre (MSC), Visitor 
Location Register (VLR) and Gateway MSC (GMSC). The 
PS elements are the SGSN and the GGSN. Network 
operational and maintenace elements like HLR, VLR, 
Equipament Identifier (EIR) and Authentificantion Center 
(AuC) are shared by both domains.  

Concluding, we have to note that the UMTS CN part is 
based on the GSM network architecture with General Packet 
Radio Service (GPRS) support. 

In order to achieve a certain QoS support, UMTS 
network has defined a so-called “Bearer Service”. A bearer 
service includes all aspects needed to enable the provision of 
a contracted QoS, including the control signaling, user plane 
transport and QoS management functionality.  

C. UMTS QoS Support 
Various types of bearer service were established between 

different parts of UMTS network. In addition, each bearer 
service on a specific layer offers its individual services using 
services provided by the layers below.  

It is worth mentioning that bearers that cover only a 
certain part of a system and are closer to the physical 
connection always have more stringent QoS requirements.  

In order to solve the QoS problem, UMTS defines four 
types of traffic classes: Conversational (CO) Class, 
Streaming (ST) Class, Interactive (IN) Class and 
Background (BK) Class [15]. The main difference between 
these QoS classes is the transfer delay value. Conversational 
QoS Class includes real-time applications that require 
stringent limits for delay value, while Background QoS Class 
is the most delay insensitive traffic class.  

Table I shows the main characteristics of the above- 
mentioned QoS classes and examples of corresponding 
applications. 

TABLE I.  MAIN CHARACTERISTICS OF UMTS QOS CLASSES 

Traffic classes Characteristics Application 

Conversational (CO) 
Class 

low delay, low jitter, 
symmetric traffic, no 
buffering 

speech, voice over 
IP (VoIP), video, 
video gaming 

Streaming (ST) 
Class 

moderate delay, 
moderate jitter, 
asymmetric traffic, 
buffering allowed 

multimedia, video 
streaming, audio 
streaming, video 
on demand 

Interactive (IN) 
Class 

moderate jitter, 
asymmetric traffic, 
buffering allowed, 
request response pattern 

web browsing, 
network gaming, 
databases access 
 

Background (BK) 
Class 

destination doesn’t 
expect data within a 
certain time, preserve 
payload content, 
asymmetric traffic, 
buffering allowed 

email, file 
downloading, fax, 
short message 
services (SMS) 
 

In order to define the traffic characteristics, the UMTS 
network architecture introduces a set of QoS attributes. It 
must be mentioned that a particular type of traffic class is 
itself a QoS attribute.  

There are attributes specific to all classes (i.e., maximum 
bit rate, delivery order, maximum SDU (Service Data Unit) 
size) and some attributes that are applied only to a specific 
class (i.e., transfer delay is applied only to conversational 
and streaming classes; traffic handling priority is applied 
only to interactive class). 

III. QUALITY OF EXPERIENCE 
QoE is defined by the ITU-T as “the overall acceptability 

of an application or service, as perceived subjectively by the 
end-user” [16], thus it measures the performance 
expectations of the user. It is also stated that QoE includes 
“the complete end-to-end system effects”, meaning that the 
source quality, the effects of the network, protocols, source 
codecs, terminals equipments etc. are reflected in the quality 
perception at the end-user. 

Although it may seem that it overlaps with the QoS 
notion, QoE is not limited to the performances of the 
network. The end-user perception is also influenced by non-
technical aspects such as environmental, sociological, and 
psychological factors, and thus it would be more accurate to 
say that QoE augments QoS by linking the performance of 
the system and the user’s expectations. 

As expected, due to the fact that it reflects the user’s 
opinion regarding the quality of the transmission, QoE 
cannot be easily evaluated. However, two types of evaluation 
methods are usually approached: the subjective and the 
objective one. 

In order to evaluate the quality of a transmission from a 
subjective perspective, different tests and experiments have 
to be conducted using human subjects. This tests directly ask 
the participants to rate their experience regarding a certain 
service. Although this method is the only way of assessing 
the psychological and sociological impacts on QoE, it is 
expensive and time consuming [17]. Consequently, the 
second evaluation method is used in order to implement 
several models that associate the network performance with 
the user's level of satisfaction. 

As described in [18], in the process of developing such a 
model, three main steps have to be considered: (1) analyze 
key QoS parameters that have an impact on the performance 
perceived by the user (e.g. delay, jitter or packet loss [19]) 
and identify the relationship between them and QoE, (2) 
measure the parameters considered in the first step and (3) 
use mapping metrics to rate the QoE based on the QoS 
measured parameters. 

A. Objective QoE Analysis: The E-model 
The most popular model used to predict the quality of a 

voice application is the E-model [20]. It is an objective 
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method used to compute the performances of an end-to-end 
voice transmission and thus anticipate the quality perceived 
by the end-user taking into account the network impairment 
parameters like packet loss and delay.  

The primary outcome of the E-model is the Rating Factor 
R as in (1) 

 

 AeffeIdIsIRR +−−−−= 0 , (1) 

 
where R0 is the Signal to Noise Ratio, Is represents the 
impairments that occur at the same time as the voice signal, 
Id represents the impairments caused by the delay, Ie-eff is the 
effective equipment impairment factor (caused by the low 
rate codecs), and A is the advantage factor, which may 
compensate for some of the impairment factors assuming 
that there are other advantages of access to the user [21]. 

By processing the R factor, an estimation of the user's 
opinion can be obtained. 

B. Mean Opinion Score 
The Mean Opinion Score (MOS) is the most used QoE 

metric and is defined in [16] as “the value on a predefined 
scale that a subject assigns to his opinion of the performance 
of the telephone transmission system used either for 
conversation or only for listening to spoken material”.  

Although this definition reffers to the telephone 
transmission system, the MOS is used in the evaluation of 
voice and video applications too. MOS is expressed as a 
number between 1 and 5, from the lowest to the highest 
perceived quality.  

Table II presents the correspondence between the 
absolute value of MOS, the perceived quality descriptor and 
the degradation of the transmission as perceived by the user. 

TABLE II.  MOS CORRESPONDENCE TABLE 

MOS Quality descriptor Degradation 
5 Excellent Imperceptible 
4 Good Perceptible 
3 Fair Slightly annoying 
2 Poor Annoying 
1 Bad Very annoying 

 
A correspondence between the value of the R factor and 

MOS [20] is given in (2): 
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C. QualNet 5.1 implementation of MOS 
In addition to describing the subjective opinion, MOS is 

also used for scores that originate from objective models, 
like the one implemented by Scalable Networks for QualNet 
5.1 simulator.  

QualNet Simulator provides several parameters 
describing the performances of the network in the simulated 
scenarios. Among the usual objective parameters, MOS is 
also computed, based on the ITU-T E-model presented 
earlier. 

The R factor is computed in a simplified manner as in (3) 
 

 efIdIR −−= 2.93 , (3) 

 
where Id represents the impairment factor due to the delay in 
the network expressed by (4) 
 

 )3.177()3.177(11.0024.0 −−+= dHdddI . (4) 

 
Parameter d is the one-way delay (including coding, 

network and de-jitter delay) and Ief (5) is the impairment 
caused by the low bit rate 

 

 )04.0()701ln(19)04.0()151ln(30 −++−+= eHeeHeefI , (5) 

 
where e is the error probability and H(x) = 0 for x < 0 and 
H(x) = 1 for x ≥ 0 [12]. The formulae for computing MOS 
by means of the R factor are presented in (2). 

IV. UMTS RAN SYSTEM MODEL AND NATIVE UMTS 
QOS SUPPORT EVALUATION 

In this section, the system model calibration for UMTS 
RAN in terms of CDF of the SINR level for users in one cell 
that maximize the performances of the UMTS air interface is 
determined. Then, the performances of QoS/QoE support 
traffic classes for applications that have stringent 
requirements concerning the time component are evaluated. 

A. Radio Access System Model Parameter Calibration 
The air interface calibration scenario considered in this 

paper consists of a 1.4 x 1.4km2 area, in which a UMTS 
RAN has been deployed.  

The UMTS RAN calibration system model considers 
seven Node Bs deployed, each of them having three-sector 
antennas. The Inter-Site Distance (ISD) is considered to be 
500m, as for a typical urban environment. Furthermore, the 
NodeBs transmit powers are set to 20W. 
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 The radio propagation model considered in the 
simulations consists of a log-distance path loss model with 
fixed and exponential coefficients taken from [21].  

The amplitude change caused by shadowing is modelled 
using a log-normal distribution with a standard deviation 
according to the log-distance model. The shadow fading 
maps were generated based on the method in [22] with the 
standard deviation parameters taken from [21]. The summary 
of the full range of parameters used in the simulations is 
presented in Table III. 

TABLE III.  UMTS RAN SIMULATION PARAMETERS 

Path loss Path-loss is modelled as 11.81+ 38.63 log10(d) for 
network users, where d is the distance from the base 
station in meters. 

Shadow 
fading 

Shadow fading is modelled as spatially correlated random 
process with log-normal distribution (6dB standard 
deviation), spatial correlation  r(x) = ex/20 for distance x. 

Receiver 
noise 
power 

The receiver noise power is modelled as 10 log10 (kT NF 
W) where the effective noise bandwidth is given as W = 
3.84 ×  106Hz, and kT = 1.3804 ×  10-23 ×  290W/Hz. 
The noise figure at the UE is NF[dB] = 7dB. 

Base 
station 

antenna 
gain 

The base station antenna gain is calculated as 
2

max

max

( ) min 12 , ,           with
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Radio system simulations were carried out in order to 

investigate the performances of the UMTS mobile network. 
The simulation parameters were taken from Table III, and if 
not otherwise mentioned they will be the same for all the 
simulations carried out in the paper. 

The received signal strength on the downlink direction is 
calculated as in (6) 

 

 antennaPshadowPlossPtxPRxP +++= , (6) 

 
where txP  is the transmit power of the base station; lossP  is 
the path loss component calculated according to Table III; 

shadowP  is the shadow fading component at the user location 
defined by the parameters in Table III; antennaP  is the 
antenna gain component specific for the three sector antenna 
used at the Node B transmitter. 

In order to have a general view of the system model, 
Figure 1 presents the level of the received signal strength 
throughout the environment. The levels for the received 
signal are calculated according to equation (6). For a better 
understanding and clarity of the figure, the values of the 
signal displayed in Figure 1 are calculated without 
considering any shadow fading. 

The values of the received signal strength are given in 
dBm, according to the colour bar on the right hand side of 
the figure. The resolution of the map is 2m.  

Figure 1 presents the general view of the system model, 
but in order to understand the performances of the network 
we need to analyse it cell-wise. In order to do this, we will 
further concentrate on one of the three hexagonal cells of the 
centre base station. 

 

 
 

Figure 1.  Received signal strength level for the considered environment 

The analyzed parameter in this case will be the signal to 
interference plus noise ratio (SINR), defined as in (7) 

 

 )int(max_ noisePerferencePRxPSINR +−= , (7) 

 
where max_RxP is the received signal strength from the best 
server; erferencePint is the sum of the contributions of all the 
other base stations; noiseP  is the receiver noise power 
defined according to Table III. 

Using (6), the SINR level will be calculated for all the 
positions in the environment with the same location 
resolution. Because the level of the noise power at the user 
location is -101.13dBm, as calculated from the relations in 
Table III, the receiver sensitivity considered in the scenario 
needs to be above this threshold.  

One factor, which has a great impact upon the obtained 
SINR value, is the shadow fading. This phenomenon occurs 
when an obstacle is situated between the transmitter and the 
receiver, in our case base station and mobile terminal, 
respectively. In order to better understand the influence of 
the shadow fading component upon the level of the obtained 
SINR, we will vary the value of the shadow fading standard 
deviation. The analysis we conducted led us to the results 
presented in Figure 3, which illustrates the CDF of the 
obtained SINR value for all the user positions in one of the 
hexagonal centre cells.  

The results are calculated for the instances when we 
have no shadow fading, shadow fading with standard 
deviation 4, 6, 8 and 10, respectively.  
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The analysis reveals that the shadow fading has a 
negative impact upon the obtained SINR value, directly 
proportional to the increase of the standard deviation. 
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Figure 2.  CDF of SINR for users in one cell 

Because in our scenario we consider a minimum 
threshold value of the SINR of -6.5dB, the worst case that 
fulfils this condition is that of using a standard deviation of 
6. The minimum value of -6.5dB for the SINR, corresponds 
to a user throughput of 500kbps. 

B. Performance Evaluation of UMTS QoS/QoE Support 
In order to evaluate the QoS support implicitly provided 

by a UMTS network, a scenario including a PLMN (Public 
Land Mobile Network) was simulated using QualNet 5.1 
network simulator, a widely used platform in the defense and 
telecommunication network design and evaluation [12].  

Global parameters configured at the physical UMTS 
RAN level of the simulation are given in Table IV.  

TABLE IV.  PHY LAYER CONFIGURATION PARAMETERS 

Parameter Value 
Terrain dimensions 1.4 x 1.4 km2 

Up-link channel frequency 1.95 GHz 
Down-link channel frequency 2.15 GHz 

Shadowing Mean 6 dB 
Node B transmission power 20 W 

Simulation time 200 s 
 

The system model parameters previously determined 
guarantee an optimal dimensioning of the network in terms 
of signal distribution vs. system capacity. It should be 
noticed that two different radio channels were used in order 
to access the network resources. The frequency values of 
these channels were chosen accordingly with European 3G 
bands for UMTS 2100 recommendations [23].  

The UMTS RAN network scenario includes eight UE 
nodes: four source nodes (UE nodes 6, 8, 10, and 12) and 
four destination nodes (UE nodes 7, 9, 11, and 13), as 
presented in Figure 3.  
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Figure 3.  UMTS evaluation scenario 

Between the source nodes (SN) and destination nodes 
(DN), four CBR (Constant Bit Rate) applications, each of 
them corresponding to one QoS class defined by the UMTS 
network, were considered. The characteristics of all 
applications are summarized in Table V. 

TABLE V.  CORRESPONDING QOS CLASS FOR EACH CBR 
APPLICATION USED IN THE EVALUATION SCENARIO 

Application 
Type SN DN 

Items 
to 

Send 

Item 
Size 

(bytes) 

Interval 
(s) 

QoS 
Class 

CBR 

6 7 

1000 40 0.1 

BK 
8 9 IN 
10 11 ST 
12 13 CO 

 
The results of the simulations concerning the average 

end-to-end delay, the average jitter and average MOS for 
each QoS supported class are presented in Figure 4, Figure 5 
and Figure 6 respectively.  

 

 

Figure 4.  Average end-to-end delay experienced by the test applications 
in each QoS support class 

In analyzing the obtained results, it can be noticed that 
application, which corresponds to the Conversational and 
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Streaming QoS class, is characterized by the lowest value of 
average end-to-end delay and jitter delay, as expected for the 
type of application corresponding to this class (speech, VoIP, 
video or audio streaming). 

 

 
 
Figure 5.  Average jitter experienced by the test applications in each QoS 

support class 

Summarizing, the network complies with the priority 
level imposed on the test applications that were modeled by 
CBR-type traffic sources, and this is reflected in the average 
values of the end-to-end transmission delays and in the jitter 
for each QoS priority class. 

Correlating end-to-end transmission delays with the 
transmission flow rate and with the time interval between 
transmitted packets one can notice the increased flow rate in 
the case of Background class, which is due to transmitting a 
reduced total number of packets in a very short transmission 
time interval. 

If MOS values are compared, it can be seen that the 
application from Conversational QoS class has the highest 
value of this parameter, which corresponds to the lowest 
value for the average end-to-end delay and the average jitter.  

 

 

Figure 6.  Average MOS experienced by the test applications in each QoS 
support class 

Note that the QualNet simulator offers the possibility to 
mark the traffic flows by setting the appropriate IP 

Precedence field. In this way, the applications are identified, 
classified and scheduled in the corresponding queues. 

V. PERSPECTIVES TOWARDS AN AUTONOMIC RESOURCE 
MANAGEMENT IN A UMTS NETWORK 

Developed within the 3rd Generation Partnership Project 
(3GPP), the 3G standard suggests an end-to-end QoS support 
based on a policy management system (Policy-Based 
Network Management) [15].  

The network architecture presented by the first 3GPP 
public versions has evolved to an architectural model System 
Architecture Evolution (SAE) [24], which ensures the 
convergence of different access network categories such as 
UMTS, 3GPP, Wireless Local Area Network (WLAN) or 
any other non-3GPP radio access technology. 

The latest public 3GPP version considers the IP 
Multimedia Subsystem (IMS) [23] network architecture to be 
completely separated from the access technology, having the 
specific access functions isolated from the core network. By 
eliminating the hierarchical dependence between the Serving 
RNC (SRNC) and the corresponding SGSN, a more efficient 
resource allocation was offered. 

In order to manage QoS resources, the SAE architecture 
integrates an informational QoS Information Function (QIF) 
function that interacts with all individual network models 
included within the IMS platform. This QoS resource 
management solution is an external part of the network, 
based on the use and interaction between a central entity and 
periferic elements. 

Although in the clean slate approach the resource 
management and the QoS support are considered an 
integrated part of communications networks, this fact is not 
reflected in the characteristics of current systems or by the 
UMTS network architecture.  

Therefore, the perspective of an autonomic resource 
management in a UMTS network proposed in this paper 
suggests the necessity of adding additional information at the 
level of the central UMTS network elements using 
virtualization technique. 

Network virtualization represents a high level abstraction 
process that overlaps the implementation and physical 
network configuration details. Allowing co-existence of 
multiple virtual architectures overlaid on a common substrate 
physically shared, network virtualization promises flexibility 
and security, promoting diversity and increased management 
capacity [24].  

In this way, UMTS core network nodes act 
autonomously, being able to sense the environment, to 
perceive the changes, to understand internal changes and to 
react in an intelligent manner by selecting the optimal path 
according to application requirements.  

To demonstrate this, native UMTS QoS support is 
analyzed in comparison to the potential of the autonomic 
management offered through network virtualization, using 
QualNet network simulator [12]. Thus, in the case of an 
autonomic management system, the proposed analysis 
scenarios highlight the ability of selecting the best route 
according to the source application constraints in terms of 
maximum acceptable end-to-end delay. 
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A. Scenario description 
According to [13], it is possible for an UMTS network to 

have multiple SGSNs and GGSNs entities, which can be co-
located or can be interconnected via an IP subnetwork in 
order to increase the geographical area served by an operator.  

Considering the second approach, an evaluation scenario 
was developed, in which the SGSN and the GGSN are 
interconnected via a simple IP sub-network that consists of 
seven generic routers denoted R1 to R7, as depicted in 
Figure 7. 

 

 
 

Figure 7.  The architecture of the evaluation scenario 

Obviously, a real-life UMTS IP sub-network would be 
more complex, the motivation for this topology was to better 
illustrate the problems that may arise and the proposed 
solution. 

In this evaluation scenario a CBR test application 
corresponding to Conversational QoS class (highest priority 
QoS class) was considered. The main parameters that 
describe the characteristics for the tested application are 
indicated in Table VI. 

TABLE VI.  CHARCTERISTICS OF THE MODELED APPLICATION 

 
Application 

Type 
SN DN 

Items 
to 

Send 

Item 
Size 

[bytes] 

Interval 
[s] 

QoS 
Class 

CBR 6 7 1000 40 0.1 CO 
 

As we have already mentioned, the motivation behind 
this evaluation is to highlight the benefits of the autonomic 
management offered through a network virtualization 
process. 

In our case, the virtualization process could be illustrated 
by controlling, through the configuration files, the parametric 
values that characterize network architectural elements.    

Knowing the values of these parameters, it is possible to 
indicate a dedicated virtual network that offers the best path 
from source to destination in terms of minimum average end-
to-end delay, maximum throughput, packet loss rate on 
selected route or other stringent requirements specific to a 
certain type of application.   

B. Performance Evaluation 
In order to emphasize the path selection mechanism 

between SGSN and GGSN, core nodes of UMTS IP sub-
network, two different cases were evaluated: a native UMTS 
QoS support selection compared to QoS network support 
provided by an autonomic network management selection, as 
a result of dedicated virtual network generation. 

When it defines the links between two intermediate 
generic routers in the UMTS IP sub-network, the simulator 
allows the association of specific transmission throughput 
and delay on each link, as presented in Figure 8. 
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Figure 8.  UMTS IP sub-network path selection 

Sending the test application scheduled in Conversational 
Class by the native UMTS QoS support in the RAN domain, 
the path from router R1 to router R7 in the IP PS sub-
network was selected via routers R3, R6 and R4, as 
illustrated in Figure 7. The path selection was based only on 
the use of OSPFv2 routing protocol. However, independently 
of the used routing protocol (e.g., Bellman Ford or RIP), 
simulation results indicates that there is no correlation 
between the application requirements and the network 
selected path. Therefore, the determined path remains the 
same in case of using default QoS support. 

An autonomic network management QoS support should 
consider and accommodate both differentiated application 
requirements and dynamic network context. This mandatory 
integrated capability of the Future Internet (FI) network 
elements is implemented by means of network virtualization.  

The objective of network virtualization process is to 
generate virtual networks and make each of these virtual 
networks appear to the user as a dedicated network 
infrastructure, with dedicated resources and services 
available for application requests. Therefore, the network 
virtualization process invokes a mode of selecting the virtual 
network that best integrates and satisfies the application 
requests at the physical network level.  

It must be mentioned that for the generated virtual 
network, in our case, only the values of average end-to-end 
delay and jitter (as a consecutive delay difference) are 
considered as critical parameters for the source application. 
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Results of the simulations validate a virtual path from the 
router R1 to router R7 via routers R4, R3, and R5, a 
corresponding physical network infrastructure that offers 
best performances in terms of requested average end-to end 
delay and jitter. 

Parametric results of the average end-to-end delay, the 
average jitter, and the average MOS, both for native UMTS 
QoS support and autonomic resource management QoS 
support in the IP PS domain, are summarized in Table VII.  

TABLE VII.  PARAMETRIC EVALUATION OF QOS/QOE SUPPORT 

Selected path 
between ingress-egress 

nodes in UMTS PS domain 

Average 
end-to-end 

delay (s) 

Average 
jitter 

(s) 

Average 
MOS 

(score) 
Native QoS support in the  

UMTS radio access network 
R1 → R3 →  

→ R6 → R4 → R7 0.109 0.022 3.186 

Autonomic resource management based on network virtualization in 
UMTS IP PS domain 

R1 → R4 →  
→ R3 → R5 → R7 0.045 0.022 3.264 

 
As illustrated in Figure 9 and Figure 10, the UMTS IP PS 

domain decisively influences the applications performances 
in terms of average end-to-end delay, jitter and MOS.  

 

 

Figure 9.  Comparative results of the average  end-to-end delay and 
average jitter based on different path selection between ingress-egress 

nodes in the UMTS IP PS domain 

 

Figure 10.  Comparative results of the aveage MOS based on different path 
selection between ingress-egress nodes in the UMTS IP PS domain 

If the application requests are expressed in terms of a 
maximum accepted delay [26], the results illustrated in 
Figure 11 show that the autonomic resource management 
could satisfy these requests by offering an optimal path 
inside the UMTS IP PS domain. 

 
Figure 11.  Delay variation over the simulation time based on different path 

selection between ingress-egress nodes in the UMTS IP PS domain 

The QoE objective analysis based on MOS evaluation 
presented in Figure 12 shows that the user perception of the 
quality of the delivered service is enhanced by the use of an 
autonomic resource management support in the UMTS IP PS 
domain.  

 
Figure 12.  MOS variation over the simulation time based on different path 

selection between ingress-egress nodes in the UMTS IP PS domain 

Therefore, simulation results support the perspective 
towards an autonomic resource management QoS support 
that makes the conjunction between the application's requests 
and the network context by choosing an alternate route in a 
virtualized environment.  

The potential of the autonomic resource management is 
reflected by the capacity to identify an optimal path between 
the source node and the destination node, according to the 
imposed QoS constraints (for example, maximum accepted 
delay, minimum accepted packet loss, maximum accepted 
jitter or minimum requested throughput).  
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Some critical conditions or cost constrains could limit the 
resource optimization while using the native QoS support on 
the UMTS radio access network. 

These situations request the adaptation of the source 
application parameters to the network available resources in 
order to still broadcast the information on the channel. 

An implemented and tested solution (i.e., virtualization 
algorithm, virtualized parameters, in-network message flow, 
and source adaptation) for the network virtualization concept 
is offered in [27]. The conjunction between the source 
application requests and the network context is achieved 
through the QoS profiles message exchange and it represents 
the process of network virtualization.  

As in [27], the paper assumes the network overflow by 
probing each UMTS IP PS network link. Nevertheless, the 
potential of the autonomic resource management is reflected 
by lower average end-to-end delay and lower jitter. 

In order to impose the selected network elements on the 
virtual path, we used the Multiprotocol Label Switching 
(MPLS). As the proposed QoS support uses MPLS for route 
maintenance, it can be applied only in the UMTS IP PS 
network domain. Therefore, it cannot offer an end-to-end 
QoS support because RAN domain of the UMTS network 
does not have implemented the IP protocol. 

VI. CONCLUSIONS AND FUTURE WORK 
Considering a realistic UMTS RAN domain modeling, 

the paper aims to investigate the potential benefits that could 
reside from the integration of the autonomic resource 
management based on the virtualization process in current 
UMTS IP PS network domain architecture. 

Based on an objective QoS/QoE performance analysis, 
the upper limit of native UMTS QoS support was analyzed, 
in a first stage, in terms of average end-to-end delay, average 
jitter and average MOS. The ability of the UMTS traffic 
classes to offer quality support for constant bit rate time 
critical applications was compared with the QoS support 
resulted from the usage of autonomic resource management.  

The obtained results suggest that, since it is closer to the 
application needs and considering the network context, such 
an autonomic resource management could improve the 
native UMTS QoS support. Thus, the enhanced QoS/QoE 
support would overcome the situations in which the existent 
QoS mechanism would not even accept the service itself. 

As a part of the further work, the authors intend to extend 
this solution also for the radio access part of the cellular 
networks. Moreover, future investigation will validate the 
simulation results through emulation on an experimental test-
bet. This investigation will use the EXata emulation server 
(running the QualNet scenarios) and two operational hosts 
corresponding to the source and to the destination nodes 
(transmitting real-time traffic). In this way, a realistic 
experience of handling live traffic flows will be offered. 
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