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Abstract— This paper presents the selected issues of Internet 

Access Service quality. A special attention was paid to the 

user’s point of view. According to the European documents, 

users have right to be informed of IT services offered by their 

providers. The providers are involved in service quality 

measurement, but they often put emphasis on the objective 

parameters, which are relatively easy to measure and to 

compare with other competitors’ offers. The issue is: how 

service quality is perceived by users and, finally, how to 

correlate these two different points of view. The author 

discusses the selected objective measures of the Internet Access 

Service and presents different factors that influence the 

Internet quality perceived by users. The author shows how the 

users assess Internet Access through the lens of services they 

use. An example of building the Quality of Experience model 

for the WWW service will be presented. 

Keywords-Internet access; quality assessment; QoS; QoE; 

WWW quality model. 

I.  INTRODUCTION 

The Internet is supposed to be used as a vital medium for 
conducting business, as well as aiding work, play and 
communication between users in the next years. I will also 
be the center of the future economy, which will be based on 
network-based knowledge. Therefore, it has a wide appeal 
with service providers and consumers, research and 
regulation authorities, etc. [1][2][3]. 

In March 2010, the European Commission has launched 
a strategy titled “Europe 2020”, which sets the objectives for 
smart, sustainable and inclusive growth of the European 
Union by 2020. The Digital Agenda forms one of the seven 
pillars of the strategy and defines the key enabling role that 
the use of Information and Communication Technologies 
(ICT) will have to play in Europe in future years. It is 
supposed to support a better quality of life, e.g., through 
better health care, safer and more efficient transport, a 
cleaner environment, new media opportunities and easier 
access to public services and cultural content. It is assumed 
that by 2020 all Europeans will have access to Internet 
speeds of above 30 Mbps and at least 50% of the households 
will subscribe to Internet connections above 100 Mbps. 

According to the European Commission, the digital 
sector grows seven times faster than other parts of industry. 
Thus, in September 2016, new Commission strategy 

documents on Connectivity for a European Gigabit Society 
were adopted [4]. They set a vision of Europe where 
“availability and take-up of very high capacity networks 
enable the widespread use of products, services and 
applications in the Single Digital Market”. A vision of 
“Broadband Europe” assumes the building of the Gigabit 
Society by 2025 and relies on three main strategic objectives: 

 Gigabit connectivity for all main of socio-economic 
drivers, 

 uninterrupted 5G coverage for all urban areas and 
major terrestrial transport paths, 

 access to connectivity offering at least 100 Mbps for 
all European households. 

Consumer research has revealed that price is still the 
most important attribute taken into account when choosing 
an Internet access service for 20% of users [5]. The second 
decision-making factor is the data cap, i.e., the monthly limit 
on the amount of data a user can use with an Internet 
connection. Moreover, what happens when a user hits their 
limit is a very important issue. Internet Service Providers 
then (ISPs) engage in different actions such as slowing down 
data speeds, charging extra fees, or preventing further usage. 

The next important factors, which may influence user 
attitude to an ISP offer, are service differentiation and traffic 
management such as prioritization, blocking or throttling. 
These practices aim to preserve the appropriate conditions 
for providing high-quality services. Nonetheless, in recent 
years these activities have raised questions about network 
neutrality, which assumes that all content and applications 
should receive equal treatment. Moreover, neutrality also 
means that providers neither impose nor discriminate in 
favor of using a particular type of technology [6][7]. 

Consumer awareness of network neutrality and traffic 
management is rather low. On one hand most people have 
very little knowledge about these terms and, on the other 
hand, they do not see the influence of these issues on their 
Internet usage. As is shown in [8], consumers care very little 
for all the technicalities connected with data transport and 
the role of ISPs. Users are not interested in net neutrality or 
traffic management practices and instead are tied to their 
experience of traffic management effects. 

The WIK-Consult study, which concentrates on contract-
based consulting services for public and private institutions, 
asked a series of questions about the way consumers would 
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respond to specific changes in the traffic management 
policies operated by their ISP, e.g., the introduction of 
throttling on video traffic, or of data caps. A significant 
majority of respondents said that they would even change the 
provider in response to some significant changes in the 
traffic management policies of their ISP [5]. 

The issues mentioned above show a much higher interest 
of users in their ISP traffic engineering operations when 
these activities touch the concrete services and influence the 
users’ experience. Nowadays, users not only trust the service 
level agreements of their providers, but also want to be able 
to check them. 

This paper, as an extended version of [1], is organized as 
follows. In Section II the author presents a general overview 
of IAS structure. Next, in Section III, the main parameters 
that may influence quality are discussed and the objective 
quality measurements of IAS, according to the present 
standards, are presented. Section IV describes the subjective 
service quality issues, i.e., perceived by users. The author 
underlines the difference between objective quality measures 
and the subjective users’ perception of different services 
used by them. He validates the need to build quality models 
for the most popular services and mentions WWW browsing 
as one of them. In Section V, the Quality of Experience 
(QoE) model for the WWW service is discussed. The author 
presents the laboratory test-bed, measurement results and 
method of the model derivation. The paper ends with a 
conclusion and the plans for future work. 

II. INTERNET ACCESS SERVICE 

One of the major factors influencing the decision of users 
when choosing an ISP is the Internet Access connection 
throughput offered by the provider. However, there are many 
misunderstandings regarding this term. Physically, it is a 
combination of different connections and services that are 
needed to establish a functioning Internet access. Each of 
them can be treated as a separate service. Most users, 
however, treat Internet access as an access to the end-to-end 
services available on the Internet. A purely physical access to 
the Internet has no practical meaning to them. Thus, Internet 
access is generally understood as a platform that provides 
access to Internet services. 

It should be noted that some e2e services, that require 
two-way communication, engage Internet accesses of each 
end-user taking part in the meeting (Fig. 1). 

 

 

ISP

Access
leg Interconnection leg
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Access
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Figure 1.  Illustration of the contributing elements of the e2e 

communication [28]. 
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Figure 2.  General overview of elements and network sections of IAS. 

From the technical point of view, however, the primary 
meaning of the term Internet access should be understood as 
a physical and logical access to the core of the network, 
including all functionalities needed to enable the user to 
establish a connection to further entities in the Internet and to 
run advanced services [9]. 

Providers often advertise the maximum values of the 
throughput, which is rarely accessible, due to variable traffic 
load and the still increasing demand for data transmission 
bandwidth in recent years. Many users often expect such 
throughputs for most of the day, irrespective of the time and 
network conditions. According to the CISCO forecast, 
presented in Visual Networking Index [10], global IP traffic 
will increase nearly threefold over the next 5 years and by 
2020 will reach 2.3 ZB per year. Moreover, traffic load 
varies significantly during the day. Busy-hour (the busiest 
60-minute period in a day) Internet traffic is growing more 
rapidly than average Internet traffic. It increased by 51 
percent in 2015, compared with a 29-percent growth in 
average traffic. It means that service providers will face even 
higher network load fluctuations and more serious traffic 
engineering problems than up to now. 

Users can be connected to the various ISPs via the access 
networks, using wired or wireless connections. 
Communication over the Internet requires data interchange 
over different National and International eXchange Points 
(NXPs and IXPs). Fig. 2 presents a generic overview of the 
elements, network sections and interfaces of the IAS 
according to [11]. 

A very important issue is the proper definition of the 
Internet Access Service (IAS). The answer to this question is 
not only crucial for the users, who are usually not familiar 
with the technical details, but also for the providers as well, 
because it determines the user-to-network and network-to-
network interfaces and also the responsibilities of the 
providers. 

Finally, it says how IAS quality should be measured and 
how the results can be interpreted and compared between 
different providers and their end-users. It is especially 
important in the light of European regulation [12] on the 
rights of users to be informed about the quality of their 
services. 

 

III. IAS MEASUREMENTS 

Identifying the parameters that may affect the quality of 
service, locating the points at which the measurements 
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should be performed and specifying the measurement 
scenarios is a sequence that should be done before the 

measurements. Simply speaking, one should specify “what, 

where and how” should be measured to provide ISPs and 

users with a thorough knowledge of the quality of service. 
The measurements fall into two groups: so called “In-

net” and “Over-The-Top” (OTT). The first case covers the 
ISP’s area - the area on which it acts. European Consumer 
Center (ECC) Report [11] specifies a list of technical quality 
parameters proposed to be measured during a technical 
evaluation of IAS. 

Many National Regulatory Authorities (NRAs) or other 
national institutions agree that the list is too long. They also 
consider it to be too complicated and incomprehensible to 
the average user. Thus, they propose the selection of a subset 
of parameters. After consulting an abundance of documents 
[9][11][13] and different points of view, the ECC has 
proposed a list of minimum technical parameters that take 
their influence on the most popular Internet applications into 
account. Table I, based on [11], illustrates popular services 
and the relevance of the network performance parameters to 
the performance or quality of those services. The relevance 

ranges from “−” (irrelevant) to “+++” (very relevant). 

The following quality metrics have been selected: data 
transmission rate, delay, delay variation, packet loss ratio, 
and packet error ratio. 

The data transmission rate is probably the most relevant 
parameter, nearly mentioned in every ISP’s offer. It is 
defined as the data transmission rate that is achieved 
separately for downloading and uploading specified test files 
between a remote website and a user’s terminal equipment 
[9]. The next parameter is delay, defined as half the time (in 
ms) that is needed for an ICMP packet to reach a valid IP 
address. This parameter also has a significant influence on 
many applications available over the Internet and is already 
being used by many NRAs, operators and web-based speed 
meters. There are also some applications that are very 
sensitive to delay variation and this parameter is therefore 
selected for measurements. The exact definition of delay 
variation can be found in [13][14]. 

IP packets can sometimes be dropped, e.g., due to a small 
buffer size of the network nodes or poor (radio) connection, 
even if the transmission rate, delay, and delay variation 
remain good enough. Such packet loss can significantly 
affect all data-based applications. 

TABLE I.  RELEVANCE OF NETWORK IMPAIRMENT PARAMETERS 
                                 TO VARIOUS APPLICATIONS 

Service Data transmission 

speed 

Delay Delay 

variation 

Packet 

loss 

Packet 

error 

Down Up 

Browse (text) ++ − ++ − +++ +++ 

Browse 
(media) 

+++ − ++ + +++ +++ 

Download file +++ − + − +++ +++ 

Transactions − − ++ − +++ +++ 

Streaming 
media 

+++ − + − + + 

VoIP + + +++ +++ + + 

Gaming + + +++ ++ +++ +++ 

Moreover, UDP-based applications, such as Voice over 
IP may also not work properly in such conditions. Packet 
loss ratio can be defined as the ratio of the total lost IP 
packet occurrences to the total number of packets in the 
population under examination [14]. The parameter that may 
have an influence on the quality of service is the packet error 
rate and was therefore also included in the basic set of 
measured parameters shown in Table 1. The IP packet error 
ratio is sometimes called the packet error ratio and is defined 
as the ratio of the total faulty IP packet occurrences to the 
total number of successful IP packet deliveries plus the 
faulty IP packet occurrences within a population of interest. 

Internet access is no longer provided by a single network 
or service provider, as was the case with traditional voice 
communication in Public Switched Telephone Networks 
(PSTNs). Nowadays, a user gains an indirect access to the 
public Internet, as shown in Fig 2. Therefore, the overall 
quality of services (or, in general, Internet access) is a 
combination of the performance of all the elements involved 
in the connection. 

Different approaches to QoS measurements are discussed 
in literature. One of the classifications points out the methods 
as follows: 

 carried out by the carefully selected users running 
the measurement tests from designated locations (or 
users’ homes) and using special purpose equipment 
[11][15][16], 

 large-scale user-driven tests, performed by software 
agents installed on PCs, tablets, smartphones, etc. 
[15]. 

 
On the other hand, the measurements can be performed 

by network or service providers, regulators or designated 
third-party institutions. Different solutions are used in 
different countries. Many providers do it individually but 
their results may be regarded by users as non-objective. 
Thus, external institutions are needed here. Such institutions 
are very often national regulators or the external companies 
hired by the regulators. The first solution is used, e.g., in 
Portugal [15], while the second approach, based on “QoS 
Memorandum” [17], is used in Poland. 
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Figure 3.  Internet Access Service quality assessment. 
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On the European level, the minimum set of QoS 
parameters and measurement methods for retail Internet 
Access Service has been described in [11]. According to this, 
the measuring points to be used during the IAS quality 
assessment may be specified (Fig. 3). 

Three evaluation methods (scenarios) are relevant to the 
measurements connected with IAS quality assessment. The 
methods encompass an examination of the access network, 
the ISP network and the network connections to NXP or 
IXP. 

Their names are listed below: 
– QoS evaluation within the ISP leg, 
– QoS evaluation between the Network Termination 

Point (NTP) and NXP(s), 
– QoS evaluation between the NTP and IXP(s). 
 

Depending on the scenario, the measurement server 
should be located in the right place (cf. Fig. 3). 

In order to test only the access network, the test server 
should be located as close as possible to the gateway (GW) 
between the access network and the ISP network. In the case 
of evaluating the entire ISP leg quality, the test server should 
be placed near the public Internet interface (PGW in Fig. 3). 
According to the definition, the ISP leg consists of the access 
network part and the ISP network part of the connection of 
the customer to the ISP [11]. Based on [9], a measurement 
set-up for the ISP leg quality evaluation is presented in 
Fig. 4. 

It should be possible to perform the tests both by the ISP 
and the user (assuming that the ISP provides a software 
client or a web based application for this purpose). 

The test server shall be connected to the edge of the ISP 
network (Fig. 5) [11]. 
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Figure 4.  Measurement set-up for the ISP leg quality evaluation. 
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Figure 5.  QoS evaluation of the ISP leg. 
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Figure 6.  QoS evaluation of access to a national IXP. 

Locating the test server in the National eXchange Point 
(NXP) allows the network performance parameters of 
different ISPs to be compared (Fig. 6).  

The comparability of the IASs of different ISPs can be 
reached in the best way, if all ISPs are connected on a similar 
way to the central measuring point. 

In the case of bigger countries it can be difficult to fulfill 
this condition. There may be few IXPs present and due to 
that, the ISPs are not connected on a similar way to the 
central measuring point. However, the impact of these 
circumstances may not be considered significant enough to 
make the values incomparable, because the bottleneck of the 
ISP’s network usually do not lie within the backbone of the 
ISP’s network but within the Access leg and/or 
Interconnection points [11]. 

The quality results achieved in this scenario seem to be 
far closer to the quality of Internet connection, as perceived 
by users, than the results in the “ISP leg” scenario. 

It is recommended to perform this kind of measurements 
by the measuring organization, which can be NRA, other 
relevant national institution or an independent organization. 
The measuring tools are not strictly specified by any 
standardization document. These can be dedicated hardware 
solution, software client or web based applications.  

It can be seen that the Internet Access Service quality 
assessment is therefore a very demanding issue, especially as 
users care about their own quality experience, which is 
commonly understood as unrestricted, high-quality and 
having a reliable access to the applications they use and the 
content they seek out online. This is the reason for 
performing the second type of measurements presented in 
Fig. 3. They were called “OTT measurements”, because they 
allow the performance parameters of specific applications 
run by the users to be tested and thus they, in general, better 
reflect the quality of service as perceived by the user. 

Nonetheless, these are measurements of the objective 
parameters and, in the next step, should be transformed into 
the quality measures as perceived by users. Mapping the 
measured QoS factors to the QoE ones is often quite a 
complicated process. The next paragraph presents an 
example of WWW service quality assessment as perceived 
by users. 
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IV. SERVICE QUALITY PERCEIVED BY USERS 

In this paragraph, the author presents an example of the 
service quality assessment procedure based on the WWW 
service. The WWW is one of the most popular services, if 
not the most important of all, used by Internet users. Many of 
them assess the Internet quality through the lens of web 
browsing and information searching on the Internet. The 
main parameter that influences the service quality, as 
perceived by the user, is web page opening (loading) time. In 
other words, the end-to-end (e2e) delay between the user’s 
request and the time when the page is open on the user’s 
display is the most important. The WWW service quality 
evaluation procedure will be treated as one of the factors that 
influence the user’s perception of the IAS. The WWW 
service evaluation in the real network may be performed as 
shown in Fig. 7. 

The objective QoS parameter that is measured here is 
delay between the times when user sends a request to open 
required web page and the time when the information 
appears on the display of his PC. 

Beside objective measuring of the web page opening 
times, the subjective user’s perception of the service should 
be determined. In another words, service quality perceived 
by the end-users, i.e., the relation between QoS and QoE, 
should be found. It means that the QoE model for the service 
should be determined. By presenting the WWW quality 
assessment, the author would like to underline that 
measuring and presenting only the objective network 
performance parameters to the customers, discussed in 
previous sections of the paper, may not be sufficient for 
determining the IAS quality as perceived by the users. There 
is a need to check the service quality experienced by them. 
Building such a model requires a big amount of tests to be 
conducted. The best way to determine the QoS-QoE relation 
is to perform the tests in a controlled environment. 

One of the important things is to prepare a proper 
measurement scenario, taking into account main factors 
influencing web-QoE. Many of these factors are known, but 
in literature they are sometimes grouped into different 
categories and not all of them are taken into account in every 
research. 

According to [18], the influence factors (IFs) may be 
grouped according to the following categories: 

– user influence factors (UIFs), 
– system influence factors (SIFs), 
– context influence factors (CIFs). 
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Figure 7.  WWW service quality assessment. 

A very similar, but a little bit different, categorization is 
presented in [19], where four categories are listed, as 
follows:  

– user, 
– technology, 
– content, 
– environment. 
Referring to the previous classification, it can be noted 

that the most significant UIFs seem to be user’s perception, 
interest, expectations, experience of application and/or 
network performance, etc. In today’s ICT environment, the 
users’ expectations, satisfaction and (perceived) quality of 
experience (QoE), are being recognized as crucial 
determinants for the success of the technology, even more 
important than technological performance and excellence 
[20]. 

The set of SIFs consists of: 
– server-related influence factors, 
– content-related influence factors, 
– delivery network influence factors, 
– client influence factors. 
 
To better understand the relations between SIFs, a typical 

Web-QoE delivery chain was shown in Fig. 8 [18]. 
According to the classification listed above, the most 

important SIFs are response time (determined by CPU, 
operating system, memory, software, etc.) and capacity of 
the links connecting the server to the Internet. However, the 
perceived response times may be lowered by the cashing 
elements in the delivery network. 

The next sub-set of SIFs constitute content-related 
influence factors. They are very crucial for web-QoE, 
especially because the Web content is typically constituted 
by a mix of different element types. It  consists of text, 
pictures, audio and video files. Additionally, the structure of 
the HTML pages (and the scripts) determines the actual 
loading behavior of the page according to the utilized objects 
(number, type, size, order, etc.) [21]. 

Another group of SIFs are client influence factors. These 
are: web-page loading procedure, processing power, browser 
implementation, operating system, TCP/IP stack, 
configuration etc. 

The last, but not least, factor which may have a critical 
influence on the user behavior and his QoE is the context in 
which a web page is accessed. The range of CIFs spans: 

– location: cafeteria, office, home, 
– interactivity: high/low level interactivity, 
– task type: business, entertainment, 
– task urgency: urgent vs. casual (without time 

constraints). 
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Figure 8.  Delivery chain for a typical web-page. 
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Figure 9.  User’s perspective of the perceptual events in a web page view 

cycle. 

As it was mentioned before, the time (delay) is one of the 
main factors that influence user perception of the service. 
When user requests a web page, the download of content 
from web server is initiated and progressively fetched and 
rendered by the browser. During this time the user 
encounters several events that indicate the progress of the 
page loading process. However, the objectively measureable 
times are a little bit different from the characteristic moments 
of web browsing process that are perceived by the user and 
decide on user’s appraisal of the service (see Fig. 9). For 
more details regarding the impact of these different points of 
view on the web-QoE assessment please see [22] and [18]. 

According to [18], the meaning of the times presented in 
Fig. 9 is as follows: 
 

tU0 the moment in time when the user requests a new web 
page (typically by clicking or pressing enter "Enter"), 

 

tU1 the moment in time when a change in the status bar 
happens, 

 

tU2 the moment in time when the previously viewed web 
page vanishes (the content of the requested page has not 
yet started to render), 

 

tU3 the moment in time when the first element of the 
requested page appears on the screen, 

 

tU4 the moment in time when, from the user’s point of view, 
the page is sufficiently rendered such that he can access 
the required information, 

 

tU5 the moment of time when the visible portion of the web 
page (as determined by screen or browser windows size) 
is fully rendered, 

 

tA1 the moment in time when the initial HTTP request is sent 
by the browser, 

 

tA2 the moment in time when the first HTML element is 
received, 

 

tA3 the moment in time when the HTML page is processed 
by the browser (observed at application level), 

 

tA4 the moment of time when all objects of the page are 
downloaded from the server at the browser's device, 

 

tA5 the moment of time when the page is completely 
rendered and displayed on the screen. 
 
It should be noted that the distance between the 

perceptual events in Fig. 9 is shown as being equal, but in 
real-world browser implementations they may be different. 

The influence factors listed above show that the Web-
QoE description is not a simple task. It requires a big effort 
and usually is time-consuming and expensive. The question 
arises: how to measure the users’ satisfaction of IP-based 
services as WWW? 

One of the methods of expressing the users’ satisfaction 
is an Application Performance Index (APDEX) [23]. It is an 
industry open standard that allows to measure the satisfaction 
with the response times of web applications and/or services 
and their conversion into one commonly understood factor 
(AI). 

The magnitude of this factor can be described as a value 
on a scale between 0 and 1. It can be calculated using (1) as 
follows: 

 AI = (SR + (TR / 2)) / NR (1) 

where: AI  an evaluation score according to the Apdex 

method; SR  satisfied requests (number of users’ requests 
when the service response times were satisfied for them); 

TR  tolerating requests (number of users’ requests when the 

service response times were tolerated by them); NR  the 
total number of users’ requests. 

The final result (AI) depends heavily on the threshold 
time T. It is the value of the delay which, in the user’s 
opinion, represents a negligible reduction of service quality 
(Fig. 10). Thus, it can be assumed that the web page load 
time of no longer than T guarantees high user satisfaction of 
WWW service. On the other hand, it was observed that 4T is 
the upper limit of delay tolerated by the user. In practice, this 
problem involves fixing the maximum value of T that will 
guarantee, in the user’s opinion, a very good quality of 
service. In other words, T should be the maximum time 
which does not distract the user’s attention from the service 
during waiting for an application response. For delays which 
are longer than T and do not exceed F = 4T, users notice a 
deterioration in the service quality, but they tolerate it. 

APDEX can also be treated as a simplified Service Level 
Agreement (SLA) solution that gives application owners 
better insight into how satisfied users are, in contrast to 
traditional metrics like average response time, which can be 
skewed by a few very long responses. 

Finding the QoS/QoE relation is often a starting point to 
the cost-effective service provision and quality management 
process. This often leads to finding of more sophisticated 
relationships between objectively measured parameters and 
subjective quality as perceived by the users. Such kind of 
investigation, including preparation of the a special 
laboratory test-bed and measurement scenario, and 
performing of the tests, was presented in the next section. 
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Figure 10.  Threshold values for the Apdex Method. 
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V. THE LABORATORY TEST-BED 

The laboratory test-bed used by the author is presented in 
Fig. 11. It consists of a WWW client with a dedicated 
measuring tool, a test server that hosts a set of special 
prepared WWW pages and the Network Emulator (NE). 

All the machines and software run under the MS 
Windows operating system. As a user client, the Mozilla 
Firefox browser was used while the measuring tool was the 
Wireshark protocol analyzer. The NE was capable of 
emulating the impairment parameters such as network delay, 
jitter and packet loss. This stage of the measurements only 
studied the impact of the delay on the service quality as 
perceived by the users. The delays were randomly generated 
by the NE on the interval from 0 to 20 s, while the users tried 
to open the web pages on the test server. Next, the packets 
were captured by the Wireshark and analyzed. The users did 
not know the strict values of the delays, but they did see the 
effects of the delay and tried to assess whether the web page 
opening time was acceptable or not. It was clear that these 
delays had a decisive influence on the WWW service quality 
as experienced by the users. It was expected that increase in 
end-to-end delay would lead to deterioration of users’ 
satisfaction of the service. Quality of Experience was 
expressed by the user’s evaluation grades according to the 
Mean Opinion Score (MOS) scale [24].  

During the experiment the subjects (testers) were asked 
to independently rate each sample and provide their opinions 
using a "rating scale". The purpose of the scale was to 
translate a subject's quality assessment into a numerical 
value that can be averaged across subjects and other 
experimental factors. The Absolute Category Rating (ACR) 
5-point scale (most common) was used, as follows: 

– Excellent 5, 
– Good 4, 
– Fair 3, 
– Poor 2, 
– Bad 1. 
The ACR scale is a discrete scale, meaning that the 

subject's response is limited to one of the five values listed 
above. However, the averaging process used to combine 
results from different subjects means that MOS values are 
not confined to integer values [25]. The first observations 
confirmed the expectations, that users’ grades should be 
inversely proportional to the e2e delays. It was also noticed 
that the subjective opinion of users depended highly on the 
page properties, i.e., their content, layout, construction 
(static, dynamic), etc. For subjective measurements the 
WWW reference page was needed. Static web pages were 
launched on the test server and the contents of these pages 
were different, but they were of the same style. In this 
experiment as a content a photo gallery was used. 
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Figure 11.  The laboratory test-bed for the WWW QoE assessment. 

The main goal was to build as simple web page as 
possible, but with interesting content.  

As a result, the obtained QoE model was similar to the 
presented in [22], where the test page was prepared 
according to the ETSI reference page requirements [26]. The 
relatively small differences require further study. Therefore, 
the next investigations will be devoted to carry out more 
detail QoE analysis, taking into account different contents of 
the web, i.a. based on the ETSI recommendations. It should 
also give the answer the question of the impact of the content 
on the experiment results. 

It should be also noted that the structure and preparation 
of the test groups can have the influence. The testers 
evaluating the quality of the WWW service, as described in 
[22], were divided into two categories: the first consisted of 
professionals, the second included non-professionals, i.e. 
people with little computer experience. Evaluation results 
presented by the two categories had similar trends, though 
the marks they awarded were inversely proportionate to the 
page opening delays. In long-period observations, however, 
a significant difference between these groups was observed: 
professionals tended to be more radical in their evaluations 
than non-professionals, who were relatively moderate. 

The current scenario assumed that every user, when 
evaluating web opening times (equivalents of end-to-end 
delays during normal web browser use), should give his 
grade after seeing several photos so that he would be better 
able to make a judgment. The test was performed on a user’s 
PC (WWW client with a measurement tool). Additionally, 
Wireshark software installed on the client’s PC (as a second 
tool) was used to capture IP packet streams and to register 
the end-to-end delay time. This was defined as the difference 
between the point in time at which the web page was 
requested and the point in time at which all data needed for 
the display of the web page were received. The end-to-end 
delay was varied throughout the course of the experiment 
using the NE. It was noticed that the web page opening times 
that were registered at the user site played a crucial role in 
the subjective evaluation of WWW service quality (QoE). 
There were groups of “professional” users (each group of 10) 
taking part in the experiment (70 users in total). They gave 
their subjective grades for WWW service quality in a range 
from 1 to 5 on the MOS scale. More than 1500 test 
measurements were conducted. In the next step the statistical 
analysis has been performed. 

VI. THE QOE MODEL 

The measurements show that the grades of users are 
inversely proportionate to the web page opening times. To 
speak in more detail, the people who took part in the 
evaluation test were quite critical with regards to the service 
under analysis: a rapid decrease in the quality can be 
observed for the web page opening times (T) covered in the 
first few seconds. It shows that users are very critical in their 
opinions and do not accept long delays. The longer the web 
opening times, the lower grades users give. For the delays 
exceeding 10 s, the grades of users tend to be significantly 
lower at a level of 2, which means that such long times are 
unacceptable for WWW users. 
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Figure 12.  Subjective evaluation of WWW page opening times in MOS 

scale. 

The analysis of the results leads to the conclusion that 
users had a considerable problem with evaluating web page 
opening times with very high fluctuations. The measurement 
results obtained by the author are consistent with those 
presented in literature [22]. It can be noticed that users are 
willing to award very high grades for the service (MOS = 5) 
when opening times are under 2 s, while the lower grades 
(MOS less than 2) are given when opening times are 8 s and 
more. In individual cases the evaluation grades may differ 
significantly from the majority of the scores and thorough 
statistical analysis should therefore should be carried out. As 
can be seen in Fig. 12, the mean values for the specific page 
opening times were not only determined, but min and max 
values and standard deviation as well. 

The correlation between the opening times and the user 
grades achieved here is at a level of 80 %. The standard 
deviation is indicated by the boxes in Fig. 12, while  
whiskers represent the distances between the minimal and 
maximal values of the captured page opening times. This 
shows a high level of user uncertainty during the evaluation 
process. 

As it is known from the former experiments [22][27], 
during long waiting times many users begin to consider 
whether waiting for the page to open makes sense, and many 
of them resign. To find a precise relation between the 
captured values of web opening times and the quality 
experienced by users, a regression model was used. 

This model derived by the author can be described by the 
following formula: 

 

Q = 5             for T < 1s,

Q = 4.84 – 2.63 log10T       for T 

(2)

' 

[1s; 1min], 
 

 

where: T is the web page opening time. 
 
The logarithmic line (Fig. 12) represents the Q value (in 

MOS scale) as a function of web opening times. The 

statistical analysis proved that the model fits the data very 
well, with the coefficient of determination (R2) above 0.9. It 
means that the obtained outcomes are replicated by the 
model in at least 90 % of the time. This model is valid for the 
page opening times T not exceeding 1 minute, which is even 
more than the longest times emulated in the experiments 
(20 s). Subjective evaluation however showed that web-page 
opening times longer than 10 s are not acceptable by the 
users, thus they may not be taken into account in further 
practical applications. 

A confirmation of the user’s QoE distribution, obtained 
in the paper, can be found in the analysis results presented by 
the above-mentioned ITU-T recommendation [22], where 
attention had also been drawn to the logarithmic nature of the 
relation between QoS and QoE in such a case. A possibility 
of determining the prospective MOS value by managing the 
opening times is very valuable and more convenient for the 
provider than performing the subjective evaluations, which 
are time consuming and more expensive. 

VII. CONCLUSION AND FUTURE WORK 

Internet Access Service is a key factor that influences a 
user’s perception of all the services provided on the Web. 
Thus, service providers have to do all their best to offer a 
good quality IAS. Moreover, they should monitor the 
network transmission parameters and be up to date with their 
values. Usage of the appropriate measurement methods is 
therefore very important. The methods can use different 
scenarios. In order to make the results credible and 
comparable with others, these scenarios should be clear and 
measurement interfaces and procedures have to be clearly 
defined. 

The paper shows the different measurement solutions that 
can be used. In the second part of the paper the author 
stressed the importance of subjective quality assessment 
methods, which are based on the experience of users and 
give more information about their perception. They assess 
the Internet Access quality through the quality of the services 
that they use. One of the most popular is the WWW service. 
Therefore, the author presented the example of a web 
browsing quality evaluation scenario, specified the key 
quality parameter and showed the results of measurements. 
At the end, the QoE model was proposed and discussed. The 
main conclusion is that the quality measurements should not 
only take into account the objective parameters, but 
subjective parameters as well. Obviously, the set of the 
parameters depends on the service. 

Future work will be devoted to WWW QoE model 
enhancement by specifying a wider set of parameters to be 
measured and to also build reference web pages that will be 
more representative for current Internet content. 
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Abstract—A central part of the Internet of Things are devices. 

By collecting data about themselves and their environment using 

sensors, they provide the raw resources for later analytics stages. 

Based on the results of these analytics they can also act back on 

their environment through actuators. Depending on their use 

case, these devices come in all shapes and sizes, are placed in 

various environments, and often have to operate under con-

straints such as limited access to energy or requirements for mo-

bility. All these factors have an impact on how they are supplied 

with energy, how they operate, and how they sense. In this pa-

per, we describe the resulting types of energy supplies, operating 

modes, and sensing techniques as Internet of Things Patterns 

based on existing terminology and known implementations. We 

show that these patterns are interconnected with others and that 

they form the beginning of an Internet of Things Pattern Lan-

guage, which allows readers to find and navigate through ab-

stract solutions for often reoccurring problems. 

Keywords—Internet of Things; Patterns; Devices; 

Constraints; Energy Supply; Operation Mode; Sensing. 

I. INTRODUCTION 

The development of the Internet of Things (IoT) is gain-
ing momentum. Companies and research institutes create new 
technologies, standards, platforms, applications, and devices 
in rapid succession. As a result, it becomes increasingly hard 
to keep track of these developments.  

We started creating IoT Patterns to help individuals work-
ing in this area. This work is an extension of our paper “In-
ternet of Things Patterns for Devices” we presented at the 
ninth International Conferences on Pervasive Patterns and 
Applications (PATTERNS) 2017 [1]. We also have published 
other patterns in several categories in [2][3]. By methodically 
collecting common problems and their solutions and abstract-
ing them into patterns, we are building up an IoT Pattern Lan-
guage. These patterns help others understand the core issues 
and solutions in the IoT space and provide them with the 
means to apply these solutions to their own problems. 

Devices are an important part of the IoT, as they are the 
point where sensors and actuators bridge the gap between the 
real world and its digital representation. To fulfill the vision 
of the IoT, a world where nearly everything works together 
to react and automatically adjusts to its environment, devices 
have to be ubiquitous. They come in all shapes and sizes and 
are located not only in controlled indoor environments but 
also outside and in harsh conditions. For example, some of 

them are required to be mobile, are located off the power grid, 
or are placed under water. 

Such requirements lead to constraints in cost, size, weight, 
or available power and hence influence the choice of power 
source. Different power sources also require different opera-
tion modes. For example, Bormann et al. describe different 
energy sources and operation modes in their terminology for 
constrained-node networks [4]. These choices and other fac-
tors then also have an impact on how devices are able to op-
erate and use their sensors. 

Based on the terminology by Bormann et al. [4] and addi-
tional sources describing the application of IoT devices in real 
world scenarios, we created eight patterns for IoT devices 
with different energy sources, operation modes, and sensing 
techniques. Devices can be ALWAYS-ON DEVICES, PERIOD 

ENERGY-LIMITED DEVICES, LIFETIME ENERGY-LIMITED 

DEVICES, or ENERGY-HARVESTING DEVICES, depending on 
the energy source they use. The energy source also influences 
a device’s operation mode, thus it can be an ALWAYS-ON 

DEVICE or a NORMALLY-SLEEPING DEVICE. Three of these 
patterns have been described in detail in [1], namely PERIOD 

ENERGY-LIMITED DEVICE, ENERGY-HARVESTING DEVICE, 
and NORMALLY-SLEEPING DEVICE. This paper expands on 
[1] by adding detailed descriptions of the other three patterns, 
which where only shortly summarized in [1]. Moreover, we 
present two new patterns for SCHEDULE-BASED SENSING and 
EVENT-BASED SENSING. 

The rest of this paper is structured as follows: Section II 
provides a short overview of previous work related to patterns 
in general and to our IoT Patterns. Section III briefly summa-
rizes our understanding of patterns, our pattern format, and 
our previously published IoT Patterns. Section IV introduces 
the eight IoT Patterns for devices in three categories: The four 
energy supply type patterns ALWAYS-ON DEVICE, PERIOD 

ENERGY-LIMITED DEVICE, LIFETIME ENERGY-LIMITED 

DEVICE, and ENERGY-HARVESTING DEVICE, the two opera-
tion mode patterns ALWAYS-ON DEVICE and NORMALLY-
SLEEPING DEVICE, and the two sensing patterns SCHEDULE-
BASED SENSING, and EVENT-BASED SENSING. We also show 
how they are connected among themselves and to the already 
presented IoT Patterns. Section V describes these eight pat-
terns in detail following the pattern format described in Sec-
tion III. Finally, Section VI provides a summary and an out-
look on our planned future work. 
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II. RELATED WORK 

The pattern concept was first introduced by Alexander et 
al. in the architecture domain [5]. Since then, the concept has 
been applied in other domains. Examples from IT include the 
Messaging Patterns by Hohpe et al. [6] or the Cloud Compu-
ting Patterns by Fehling et al. [7]. There has also been work 
on the pattern writing process itself [8][9][10][11]. Others are 
working on making abstract patterns more usable by linking 
them to technology specific patterns [12] or to solutions im-
plementations [13][14] and, thus, building solutions lan-
guages [15]. 

We presented our first five IoT Patterns, DEVICE 

GATEWAY, DEVICE SHADOW, RULES ENGINE, DEVICE 

WAKEUP TRIGGER, and REMOTE LOCK AND WIPE [2]. We 
later added more patterns in [3]. These patterns are not con-
cerned with IoT devices themselves but do already mention 
the terminology by Bormann et. al [4]. They present a termi-
nology for constrained nodes, constrained networks, and 
constrained-node networks. They describe some aspects of 
why and how different energy sources and operation modes 
occur, but not in the form of patterns. The pattern format used 
in this paper adds more to this description in form of the 
forces, the result section, and the benefits and drawbacks, as 
well as the interconnection with other patterns. 

Eloranta et. al published a pattern language for designing 
distributed control systems [16]. These patterns focus on 
larger machinery and are not concerned with small con-
strained devices and the implications of these constraints. 
Other patterns in the IoT space exist, which are not concerned 
with the devices themselves. Qanbari et. al present four pat-
terns for edge application provisioning, deployment, orches-
tration, and monitoring, which use existing technologies like 
Docker or Git that are not suited for constrained devices [17]. 
Another publication collected other existing patterns, many 
just blog posts without much substance, and categorized them 
into a pattern language [18]. Many of these patterns are just 
one or two sentences long and they all are lacking the inter-
connections between them. 

III. IOT PATTERNS OVERVIEW 

The IoT Patterns presented in this paper and our previous 
work follow the ideas of Alexander [5] and others 
[8][9][10][11]. As described in more detail in [2][3], we iden-
tified these patterns by collecting material from product 
pages, manuals, documentation, standards, whitepapers, and 
research papers. Once reoccurring descriptions became evi-
dent, we grouped them and extracted the core principles into 
the more abstract pattern format. The format is also described 
in more detail in [2][3], but, in short, is made up of the fol-
lowing elements: The Name, Icon, and Aliases help to iden-
tify the pattern. The icons are also intended as a visual sum-
mary of the core solution and should be usable in architecture 
diagrams to represent the patterns. A brief summary section 
gives an overview. The short Problem and Solution sections 
contain the core issue and steps to resolve it. The Context and 
Forces describe where the problem occurs and why it is hard 
to solve, while the Solution Details section gives more de-

tails on the solution. Other relevant patterns are listed as Re-
lated Patterns. Existing products, which implement the pat-
tern and are used as sources for the pattern writing process, 
are summarized under Known Uses. 

Table I provides an overview of our earlier patterns, in-
cluding a short summary of the problems (P) they are solving 
and a brief description of how they solve it (S). These and 
future patterns are available online in shortened versions at 
http://www.internetofthingspatterns.com. 

 
 

TABLE I. OVERVIEW OF OUR PREVIOUS IOT PATTERNS 

 

DEVICE GATEWAY [2] 
 

 

P.: You want to connect many different devices to 
an already existing network, but some of them 
might not support the networks communication 
technology or protocol. 
 
S.: Connect devices to an intermediary DEVICE 

GATEWAY that translates the communication tech-
nology supported by the device to the communica-
tion technology of the network and vice-versa. 

DEVICE SHADOW [2] 
 

 

P.: Some devices are only intermittently online to 
save energy or because of network outages. Other 
components want to interact with them but do not 
know when they will be reachable. 
 
S.: Store a persistent virtual representation of each 
device on some backend server. Include the latest 
received state from the device, as well as com-
mands not yet sent to the device. Do all communi-
cation from and to the device through this virtual 
representation. Synchronize the virtual representa-
tion with the actual device state when the device is 
online. 

RULES ENGINE [2] 
 

 

P.: Throughout its operation, a system receives a 
wide range of messages from devices and other 
components. You want to react in different ways to 
these messages. 
 
S.: Pass all messages received from devices to a 
RULES ENGINE. Allow users to define rules that 
evaluate the content of incoming messages or 
metadata about the message against a set of com-
parators. Also, allow external data sources to be in-
cluded in these comparisons. Let users associate a 
set of actions with these rules. Apply each rule on 
each message and trigger the associated actions if 
a rule matches. 

DEVICE WAKEUP 

TRIGGER [2] 
 

 

P.: Some devices might go into a sleep mode to 
conserve energy and only wake up from time to 
time to reconnect to the network. During sleep they 
are not reachable on their regular communication 
channels. In some instances, other components 
might have to contact sleeping devices immedi-
ately. 
 
S.: Implement a mechanism that allows the server 
to send a trigger message to the device via a low 
energy communication channel. Have the device 
listening for these triggering messages and imme-
diately establish communication with the server 
when it receives such a message. 
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REMOTE LOCK AND 

WIPE [2] 
 

 

P.: Some devices might be lost or stolen. You want 
to prevent attackers from misusing the functional-
ity of the device, or from gaining access to the data 
on the device or to the network through the device. 
 
S.: Make the device a managed device that can re-
ceive and execute management operations from the 
backend server. Allow authorized users to use the 
backend server to trigger functionality on the de-
vice that can delete files, folders, applications or 
memory areas, revoke or remove permissions, 
keys, and certificates, or enable additional security 
features. Execute triggered functions as soon as the 
device receives them and provide an 
acknowledgment to the backend. 

DELTA UPDATE [3] 
 

 

P.: You want to reduce the size of messages con-
taining sensor data without losing any information. 
 
S.: Store the last message send. Calculate the delta 
from the current data to this message. Also calcu-
late a hash of the current data. Send only the delta 
and the hash to the receiver. Let the receiver merge 
the delta with its current state and check if it 
matches the received hash. 

REMOTE DEVICE  

MANAGEMENT [3] 
 

 

P.: You want to manage a large number of devices 
remotely. 
 
S.: Set up a management server on the backend. In-
stall management clients on the device which you 
want to manage. Send management commands 
from the server to the client and let the client exe-
cute these commands locally on the device. 

VISIBLE LIGHT 

COMMUNICATION [3] 
 

 

P.: You need to use wireless communication in a 
crowded area, but you cannot use the crowded ra-
dio spectrum. 
 
S.: Use visible light for short distance wireless 
communication. Modulate messages into the light 
by turning the light on and off. Do it fast to not im-
pede normal light usage and to be invisible to the 
human eye. 

IV. IOT PATTERNS FOR DEVICES 

In this paper, we add eight IoT Patterns for devices. This 
section presents an overview of all of them in Table II, Table 
III, and Table IV. Related patterns are organized into three 
groups. The first group, Energy Supply Types, is summarized 
in Table II and describes patterns based on different forms of 
energy sources a device might use. Which one of these is ap-
plicable depends on the use case and its environment. If, for 
example, a device is required for a wearable use case, then a 
MAINS-POWERED DEVICE is not an option. However, the en-
vironment of the use case might also not provide sufficient 
ambient energy for an ENERGY-HARVESTING DEVICE. 

The second group, Operation Modes, is summarized in 
Table III and lists different patterns based on a device’s mode 
of operation. These often depend on the amount of energy 
available to the device. For example, if a device is an 
ENERGY-HARVESTING DEVICE, it will in many cases not have 
enough energy to be an ALWAYS-ON DEVICE and has to be a 
NORMALLY-SLEEPING DEVICE. 

 

TABLE II. OVERVIEW OF THE NEW IOT PATTERNS 
CONCERNED WITH DEVICE ENERGY SOURCES 

 

Energy Supply Types 

MAINS-POWERED 

DEVICE 
(Section V.A) 

 

 

P.: You need to power a stationary device, which 
requires a lot of energy. 
 
S.: Connect the device to mains power. Transform 
higher voltages to a low voltage, which you can 
use. Convert alternating current to direct current 
and filter it to get smooth voltage. 

PERIOD ENERGY-
LIMITED DEVICE 

(Section V.B) 
 

 

P.: You need to power a device, which requires a 
fair amount of power. The device is mobile or lo-
cated in a remote place. Moreover, mains power is 
not available. 
 
S.: Use a replaceable or rechargeable source of en-
ergy to power the device. Implement a notification 
mechanism that informs you when the power 
source is nearly empty. Replace or recharge the 
power source when needed. 

LIFETIME ENERGY-
LIMITED DEVICE 

(Section V.C) 
 

 

P.: You need to power a device, which requires a 
small amount of power. The device is mobile or lo-
cated in a remote place. You want to minimize 
maintenance. 
 
S.: Build an energy source into the device, which 
will last for the entire expected lifetime of the de-
vice. 

ENERGY-HARVESTING 

DEVICE 
(Section V.D) 

 

 

P.: You need to power a device with very little 
power needs. The device is mobile or located in a 
remote place. Its environment is stable and predict-
able. 
 
S.: Integrate an energy-harvesting component, 
such as a solar cell, into the device. Use it to turn 
the energy available in the device’s surroundings 
into power for the device. Use components and 
technologies optimized for low-power usage to 
make the most of the harvested energy. 

 
The third group, Sensing, shown in Table IV, contains 

patterns which describe different sensing techniques. These 
are influenced by the energy supply type and operation mode 
used, as well as by other forces, for example the preexisting 
knowledge about the domain. For example, EVENT-BASED 

SENSING is a good option for NORMALLY-SLEEPING DEVICES, 
but requires the events that should be observed to be known 
and understood beforehand. 

PERIOD ENERGY-LIMITED DEVICE, ENERGY-HARVESTING 

DEVICE, and NORMALLY-SLEEPING DEVICE have been pre-
sented in detail before in [1], while the other energy supply 
and operation mode patterns where only briefly summarized. 
This work adds detailed descriptions of these patterns as well 
as the new sensing patterns. 
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TABLE III. OVERVIEW OF THE NEW IOT PATTERNS 
CONCERNED WITH DEVICE OPERATION MODES 

 

Operation Modes 

ALWAYS-ON DEVICE 
(Section V.E) 

 

 

P.: You have a device with an unlimited energy 
supply and need to have it available and responsive 
at all times. 
 
S.: Leave the device turned on and connected at all 
times. 

NORMALLY-SLEEPING 
DEVICE 

(Section V.F)  
 

 

P.: You have a device with a limited energy supply. 
You want to minimize the power used by the de-
vice. 
 
S.: Program the device to disable its main compo-
nents when they are not needed. Leave a small cir-
cuit powered which reactivates the components af-
ter a predefined amount of time has passed or when 
an event occurs. 

 
TABLE IV. OVERVIEW OF THE NEW IOT PATTERNS 

CONCERNED WITH SENSING 

 

Sensing 

SCHEDULE-BASED 

SENSING 
(Section V.G) 

 

 

P.: You do not know what kinds of events you are 
looking for in your measurements or you need a 
general overview of the trend of the phenomenon 
that you are measuring. 
 
S.: Define a schedule for sensor reading which fits 
with your use case's requirements. Program the de-
vice to power up its sensors and read their values 
according to this schedule. Power down the sensors 
after reading. 

EVENT-BASED 
SENSING 

(Section V.H) 
 

 

P.: You have a use case where you are interested 
in irregularly occurring events that are represented 
in sensor values. Reading the sensor in regular in-
tervals is wasteful because those events occur 
rarely and the other values are of no interest to you. 
Besides, it is possible that you miss such an event 
if it falls between two sensor readings. 
 
S.: Define the events that are of interest to you in 
the form of sensor values. Use low-power sensors 
and power them continuously. Program low energy 
comparator circuits to read those sensors and watch 
for the events. Only propagate measurements to the 
device if a sensor value triggers such a comparator 
circuit. 

 
These patterns do not exist in a vacuum. They are con-

nected among themselves and to the patterns we previously 
presented [2][3]. Fig. 1 shows an overview of all the connec-
tions between the IoT Patterns. A black box in a row means 
that the pattern represented by this row relates to the pattern 
represented by the column in which the box is placed (the 
gray boxes show, where a pattern is compared with itself).  

 
 
 

 
 

Figure 1. Connections between IoT Patterns. 

 
For example, in row four, a black box in column six shows 

that the ENERGY-HARVESTING DEVICE pattern mentions the 
NORMALLY-SLEEPING DEVICE pattern. The nature of the con-
nection is not further elaborated in this figure but could be 
interesting for future research. 

As the applicability of the IoT Patterns for devices pre-
sented in this paper is heavily influenced by the particular use 
case, it seems reasonable to choose them as entry points into 
the IoT Pattern Language when designing an IoT system. 
Their selection then greatly influences the design of the re-
maining system by suggesting or forcing certain additional 
patterns. For example, if a use case requires a PERIOD 

ENERGY-LIMITED DEVICE, then also being a NORMALLY-
SLEEPING DEVICE will greatly enhance its energy efficiency. 
Adding a DEVICE SHADOW will make the overall system more 
robust and using a DEVICE WAKEUP TRIGGER will allow you 
to communicate with a NORMALLY-SLEEPING DEVICE in an 
instant if necessary. 

In turn, if new devices should be added to an existing IoT 
system, the design decisions elaborated in the architecture of 
the existing system will dictate which kinds of devices can be 
added without modifications, or what modifications have to 
be made to support a specific kind of device. 

V. DETAILED IOT PATTERNS FOR DEVICES 

In this section, we describe the IoT device patterns pre-
sented in this paper in more detail. We start with the Energy 
Supply Types category, followed by the Operation Modes, 
and then the Sensing category. 
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A. MAINS-POWERED DEVICE 

 

 
 

Some devices require a lot of power or are stationary. 
Power them by connecting them to mains power. 

 
Aliases: Mains-operated 

 
Context: You have a device that needs to be powered. It may 
be an ALWAYS-ON DEVICE that has to run continuously to 
fulfill its intended function. It may also be a device that does 
a lot of local processing which requires large amounts of en-
ergy. 
 

 
Forces:  

 Energy Requirements: The device needs a large 
amount of energy over its lifetime. Making it a 
LIFETIME ENERGY-LIMITED DEVICE is not an option 
because the device needs more energy over its life-
time than current batteries can provide in a reasona-
ble form factor without being replaced or recharged. 
Making it an ENERGY-HARVESTING DEVICE is not 
an option because ambient energy does not deliver 
the required power. 

 Environmental Constraints: The environment of 
the device may have some constraints, such as not 
having a suitable source of ambient energy, thus 
making it not possible to use an ENERGY-
HARVESTING DEVICE. 

 Maintenance: Making it a PERIOD ENERGY-
LIMITED DEVICE is not an option because replacing 
or recharging a battery in frequent intervals is too 
much effort. 

 Mobility: The device does not have to be mobile. 

 Infrastructure: Mains power is available in many 
places, but voltages and outlet designs vary depend-
ing on location. 

 

 
 
Solution Details: A MAINS-POWERED DEVICE requires a bit 
more than adding a cable to a power outlet. As many devices 
operate on lower voltages than provided by the power grid, a 
transformer, which converts high voltages to lower voltages, 
is required. Moreover, often alternating current (AC) has to 
be converted to direct current (DC) using a rectifier. 

 
 

Figure 2. Sketch of the MAINS-POWERED DEVICE pattern. 

 
It should also be filtered to provide a smooth voltage that does 
not damage components. Fig. 2 shows this process with an 
external power supply. Besides, a regulator might be neces-
sary to receive a constant voltage level. 

All these components have to be added to the device, ei-
ther externally or internally. Both options have different ben-
efits and drawbacks. An external power supply increases 
portability as the weight and size of the device can be kept 
small. The device can be used with different adapters to con-
nect it to different power sources and if an adapter fails, it can 
be easily replaced. Besides, heat and electrical noise produc-
tion is reduced and kept away from the device itself. In addi-
tion, production and inventory is simplified. The drawbacks 
of an external power supply are that it still uses some power 
if the device is not connected or powered, and possible con-
fusion and compatibility problems when looking for an ap-
propriate power supply for a device. An internal power sup-
ply reverses these benefits and drawbacks. These aspects 
should be taken into account when designing a MAINS-
POWERED DEVICE. 
 
Benefits: 

 Energy Requirements: The device has large 
amounts of energy at its disposal allowing it to per-
form energy intensive tasks. 

 Maintenance: There are no batteries that have to be 
recharged or replaced. 

 
Drawbacks: 

 Dependence: The device is dependent on the power 
grid. If there is a power outage, it will stop function-
ing. Additionally making the device a LIFETIME 

ENERGY-LIMITED DEVICE or PERIOD ENERGY-
LIMITED DEVICE provides it with some backup 
power in such cases. 

 Mobility: As the device is bound to the power grid, 
its mobility is severely limited. 

 Infrastructure: If power lines are not already avail-
able it might be expensive and a lot of effort to build 
the required infrastructure. 
 

Solution: Connect the device to mains power. Transform 
higher voltages to a lower voltage that you can use. Con-
vert alternating current to direct current and filter it to get 
smooth voltage. 

Problem: You need to power a stationary device, which 
requires a lot of energy over its lifetime. 
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Related Patterns: 

 LIFETIME ENERGY-LIMITED DEVICE: A built-in 
battery can be used as backup power in case of a 
power outage. 

 PERIOD ENERGY-LIMITED DEVICE: A rechargea-
ble or replaceable power source can be used to pro-
vide backup power in case of a power outage. The 
MAINS-POWERED DEVICE can recharge it once the 
power is up again. 

 NORMALLY-OFF: A MAINS-POWERED DEVICE 
might also be a NORMALLY-OFF DEVICE to reduce 
its energy consumption. 

 ALWAYS-ON: A MAINS-POWERED DEVICE can be 
an ALWAYS-ON DEVICE if it is required. 
 

Known Uses: Common examples for MAINS-POWERED 

DEVICES are those that offer functionality that requires larger 
amounts of energy or that is used very frequently. Examples 
are Philips Hue lights [19], the Xiaomi Mi Air Purifier 2 [20], 
the Airboxlab Foobot [21], or the many other home appli-
ances that are increasingly connected to the internet. DEVICE-
GATEWAYS are also often MAINS-POWERED DEVICES, like the 
WeR@Home Hub, which is powered with a power supply, but 
is also a PERIOD ENERGY-LIMITED DEVICE as it has a replace-
able battery as backup to make it resilient against power out-
ages [22]. Similarly, the Afero Hub is a MAINS-POWERED 

DEVICE but is also equipped with a port where a backup bat-
tery can be connected [23]. 

 

B. PERIOD ENERGY-LIMITED DEVICE 

 

 
 

Devices that are mobile or located in remote places cannot 
rely on fixed infrastructure. When they require a fair 
amount of power, use a replaceable or rechargeable  

energy source and renew it regularly. 
 
Aliases: Rechargeable 

 
Context: You have a device, which needs a fair amount of 
energy to work but does not necessarily require mains power, 
such as a device that takes regular sensor readings, communi-
cates, and powers actuators. Besides, your use case dictates a 
specific location for this device, which restricts available en-
ergy sources. For example, the device has to be mobile, wear-
able, or in a remote location. 
 

 
 

Forces:  

 Energy Needs: The device needs a fair amount of 
energy to work. A LIFETIME ENERGY-LIMITED 

DEVICE is not an option if it needs more in its life-
time than current batteries offer in a reasonable form 
factor. An ENERGY-HARVESTING DEVICE is not an 
option if the device needs more power for a cycle 
than the harvesting generates between cycles. 

 Environmental Constraints: Your use case en-
forces a specific location for the device. For exam-
ple, the device has to be mobile or wearable, or the 
device location is in an area where mains power is 
not available. Thus, being a MAINS-POWERED 

DEVICE is not an option. Besides, an ENERGY-
HARVESTING DEVICE is not an option if no suitable 
form of ambient energy source is available at the de-
vice's location. 

 Costs: Replacing or recharging the power source is 
an option but has a cost associated with it, especially 
if the device is located in a remote or inaccessible 
location. For your use case, it makes economically 
and physically sense to do this in the time frame that 
allows the device to sustain its functionality. 

 Uptime: You want to minimize the periods where 
the device is not operating because of power source 
renewal. 

 

 
 
Solution Details: Using a replaceable or rechargeable power 
source is a common occurrence in today's devices. Increas-
ingly energy efficient electronic components now allow man-
ufacturers to build devices that run on one charge for weeks 
to months, if not years. For the rest of this text, we equate a 
PERIOD ENERGY-LIMITED DEVICE with using batteries, as 
they are common in the domain of IoT. But, for example, fuel 
for a generator is another valid form of a power source for a 
PERIOD ENERGY-LIMITED DEVICE. 
Fig. 3 shows the lifecycle of a PERIOD ENERGY-LIMITED 

DEVICE. It can be roughly divided into three phases: Most of 
the time, the device operates normally and, thus, discharges 
the power source, as shown at the bottom. Once a certain 
threshold is reached, the device starts to notify, as shown at 
the top left. Then, the depleted power source is renewed, as 
shown at the top right, before the cycle begins again. 

Batteries come in different forms and sizes and are renew-
able in two ways. The first way to renew power for a PERIOD 

ENERGY-LIMITED DEVICE is to replace depleted batteries with 
full ones. The replacement battery is either a new non-re-
chargeable battery or a recharged battery. In this case, it 
makes no difference to the device if the battery is rechargea-
ble or not. If you recharge the battery, it happens outside of 
the device through a separate charger. Integrating this re-

Solution: Use a replaceable or rechargeable source of en-
ergy to power the device. Implement a notification mech-
anism that informs you when the power source is nearly 
empty. Replace or recharge the power source when 
needed. 

Problem: You need to power a device that requires a fair 
amount of power. The device is mobile or located in a re-
mote place. Moreover, mains-power is not available. 
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placement mechanism into a device is straightforward. It re-
quires a connector to which you attach the battery. An op-
tional compartment housing this connector offers protection 
for the battery and the device internals from the outside. 

The second way to renew the battery is to allow it to be 
recharged inside the device. This requires integrating a charg-
ing circuit into the device. When the battery is empty, you 
connect another energy source to the device to recharge the 
battery, for example, a power bank. Alternatively, you bring 
the device near to mains power and plug in a power supply. 

The complexity of the charging circuit varies depending 
on the type of battery and the desired recharge time. A slow 
charge circuit is simple because it cannot damage the battery 
and thus requires no end-of-charge detection. A fast charge 
circuit has to detect end-of-charge through voltage or temper-
ature to prevent overcharging the battery. In this case, the bat-
tery has to be rechargeable but not replaceable. If it is re-
chargeable and not replaceable, replacing the battery when it 
malfunctions becomes difficult, but it allows for a tighter in-
tegration and closed housing. 

Depending on the intended use case of the device, you 
have to take care to shield it from its environment. Dust or 
waterproof battery compartments offer protection from out-
side elements. For integrated rechargeable batteries, nothing 
but the charging contact has to be accessible from the outside. 
This further prevents environmental factors of deteriorating 
the device. 

Since the power renewal of the PERIOD ENERGY-LIMITED 

DEVICE requires another entity to act, the device needs a no-
tification mechanism to trigger power source renewal, as 
shown at the top left in Fig. 3. If the device sends out mes-
sages, adding the battery status to these messages is one way 
to inform others about the device’s battery status. Besides, a 
repeating light or sound indicating low energy is another op-
tion. To minimize downtime, you have to choose the notifi-
cation threshold to allow time for power source renewal be-
fore it runs out. 
 
Benefits: 

 Independence: The device is independent of the 
grid and of its environment. It has power regardless 
of power outages or bad weather as long as you re-
place its energy source in time. 

 Lifetime: The power source does not limit the life-
time of the device if it is replaceable. 

 Cost: The costs for the device itself and for its in-
stallation are low. A battery connector and compart-
ment or a charging circuit do not add high costs and 
wires are not required. 

 
Drawbacks: 

 Lifetime: The power source limits the lifetime of a 
device if it is a rechargeable but not replaceable bat-
tery because aging batteries deteriorate with time 
and batteries have a maximum charge cycle count. 
This is not a problem if the maximum number of 
charge cycles allows the device to run until its in-
tended end of life. Otherwise, making the battery re-
placeable solves this problem. 

 
 

Figure 3. Sketch of the PERIOD ENERGY-LIMITED DEVICE pattern. 

 

 Costs: You need to replace or recharge the power 
source in regular intervals, which increase mainte-
nance costs. Also being an ENERGY-HARVESTING 

DEVICE or a NORMALLY-SLEEPING DEVICE in-
creases the interval length. 

 Durability: The device has to support replacing or 
recharging the power source, which requires access 
to the power source or the recharging contacts. If the 
device exposes these points to the environment, they 
may deteriorate in harsh conditions. One option is to 
build these points dust or waterproof but doing this 
does not offer full protection and increases costs. 
Wireless charging is another option that allows seal-
ing the device. 

 Uptime: The device is not operational when you re-
place its power source instead of recharging it. Mak-
ing the power source rechargeable besides being re-
placeable is one way to guarantee uptime. Another 
option is to have two power sources in the device, 
where it uses one as a backup while you replace the 
other one. 

 
Related Patterns: 

 ENERGY-HARVESTING DEVICE: One way to in-
crease the time needed between power source re-
placements or recharging is energy-harvesting. An 
example is adding a small solar cell, which trickle 
charges the battery. 

 NORMALLY-SLEEPING DEVICE: A NORMALLY-
SLEEPING DEVICE saves energy when the device is 
not needed. This can increase the interval length be-
tween power source replacement or recharging for 
PERIOD ENERGY-LIMITED DEVICES. 

 MAINS-POWERED DEVICE: A MAINS-POWERED 

DEVICE can also be a PERIOD ENERGY-LIMITED 

DEVICE if it uses a battery as a backup in case of 
power outage. 
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Known Uses: One example of a PERIOD ENERGY-LIMITED 

DEVICE is the Flic Wireless Smart Button. It claims to last one 
year or more on its replaceable battery [24]. A similar device, 
Logitech's POP Home Switch, claims up to 5 years battery 
life from its replaceable battery [25]. Sen.se's ThermoPeanut 
is a wireless temperature sensor with a replaceable battery 
that lasts up to 6 months, depending on the frequency of sen-
sor reading [26]. Another example is the Nest Learning Ther-
mostat, which comes with a rechargeable lithium-ion battery 
[27]. The Roost Smart Battery is a replacement battery, which 
adds WiFi connectivity to smoke detectors. It notifies users 
via an app when the alarm is triggered or the battery runs low 
[28]. Besides, some MAINS-POWERED DEVICES are also 
PERIOD ENERGY-LIMITED DEVICES as they use batteries as a 
backup to increase their resilience against power outages. Ex-
amples include the DEVICE GATEWAYS from SmartThings, 
Essence, or Afero. They either include a backup battery or of-
fer connection options for external batteries [22][23][29]. 
 

C. LIFETIME ENERGY-LIMITED DEVICE 

 

 
 

Devices that are mobile or located in remote places cannot 
rely on fixed infrastructure. When they require a small 
amount of power and need a robust construction, use a 

built-in power source. 
 
Aliases: Non-replaceable Battery 

 
Context: You have a device that needs to be powered. The 
device needs only a small amount of energy to function. 
 

 
Forces:  

 Mobility: The device has to be mobile, thus, being a 
MAINS-POWERED DEVICE is not an option. 

 Location: The device may be placed in a remote lo-
cation far of the grid, where common infrastructure 
such as powerlines are not available. Thus, being a 
MAINS-POWERED DEVICE is not an option. The lo-
cation may also provide no suitable form of ambient 
energy for an ENERGY-HARVESTING DEVICE. 

 Maintenance: A PERIOD ENERGY-LIMITED DEVICE 
is not an option because replacing or recharging a 
battery in frequent intervals is too much effort. 

 Energy Requirements: Being an ENERGY-HAR-
VESTING DEVICE on its own is not an option, because 
it does not deliver the required power. 

 Lifetime: You know the maximum lifetime of the 
device. 

 Ruggedness: The device is intended to be used in 
environments where a rugged device enclosure is 
needed. 
 

 
 
Solution Details: For many applications, being MAINS-
POWERED DEVICE or a PERIOD ENERGY-LIMITED DEVICE 
would be too complicated or simply not possible. For exam-
ple, a sensor network might be located deep down at the bot-
tom of the ocean, which would make these tasks very diffi-
cult. In such cases, using a built-in battery that has enough 
capacity to last for the expected lifetime of the device would 
be a better solution. Even in cases where mains power would 
be available or replacing a battery would be possible, using a 
built-in battery can make the design, manufacturing, and us-
age of a device much simpler. 

Fig. 4 shows the different phases of a LIFETIME ENERGY-
LIMITED DEVICE. During production, a charged battery is 
wired or soldered into the device. Then, during the normal 
operation of the device, the battery is slowly discharged. At 
some point, the battery level reaches a critical point where it 
may make sense to notify a responsible person about the im-
minent end of life of the device. Once the battery is fully dis-
charged, the device has reached its end of life. 
 
Benefits: 

 Simplicity: A LIFETIME ENERGY-LIMITED DEVICE 
is simple and cheap to build. Only a battery has to 
be soldered into the device. There is no need for 
charging circuits, charging ports, access to the bat-
tery through the enclosure, or energy-harvesting 
components. 

 Maintenance: There is no maintenance required for 
the built-in battery, since it cannot be replaced or re-
charged. 

 Costs: There are no additional costs apart from the 
onetime costs of building the battery into the device. 

 Independence: The device is independent of exist-
ing infrastructure. 

 Location: The device is not bound to a particular lo-
cation, as it does not depend on its environment. 

 Mobility: The device can be freely moved, as it is 
not bound to the power grid or other environmental 
factors. 

 Ruggedness: The device enclosure can be build 
more rugged since access to the battery is not re-
quired and all power related parts are internal. 

 
Drawbacks: 

 Lifetime: The overall lifetime of the device is lim-
ited by the energy supply. Once the energy supply is 
depleted the device becomes useless and the whole 
device has to be replaced which require some effort, 
especially if the device is located at a remote place.  

Solution: Build an energy source into the device, which 
will last for the entire expected lifetime of the device. 

Problem: You need to power a device, which requires a 
small amount of power. The device is mobile or located in 
a remote place. You want to minimize maintenance. 

113

International Journal on Advances in Internet Technology, vol 10 no 3 & 4, year 2017, http://www.iariajournals.org/internet_technology/

2017, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



 
 

Figure 4. Sketch of the LIFETIME ENERGY-LIMITED DEVICE pattern. 

 
The overall lifetime of the energy supply can be in-
creased by also being an ENERGY-HARVESTING 

DEVICE to trickle charge the battery. However, this 
then also negates some of the benefits of a 
pure LIFETIME ENERGY-LIMITED DEVICE. 

 

 Energy Requirements: The total available energy 
is limited and dictates the use cases where a 
LIFETIME ENERGY-LIMITED DEVICE makes sense. In 
general, using a built-in power source only makes 
sense for devices with very low energy require-
ments. Besides, to make the most out of its limited 
energy supply, the device should also be a 
NORMALLY-SLEEPING DEVICE that turns off most of 
the time. 

 
Related Patterns: 

 ENERGY-HARVESTING DEVICE: Energy-harvesting 
can be used to extend the lifetime of LIFETIME 

ENERGY-LIMITED DEVICES. 

 NORMALLY-OFF DEVICE: LIFETIME ENERGY-
LIMITED DEVICES may also be NORMALLY-OFF 

DEVICES to extend the lifetime of their energy 
source. 

 MAINS-POWERED DEVICE: A MAINS-POWERED 

DEVICE can have an additional non-replaceable and 
non-rechargeable backup battery in case of a power 
outage. 

 
Known Uses: Amazon's Dash Button has a built-in battery 
that is claimed to last 1000 button presses. It cannot be re-
placed or recharged once empty [30]. The Tile Mate is a small 
Bluetooth tag, which can be used to keep track of your be-
longings. The battery is guaranteed to last for a year after 
which a replacement Tile (which may include updated tech-
nology) can be automatically ordered for a reduced price [31]. 
The Chipolo Plus tag is sold in a similar fashion [32]. 
 
 
 

D. Energy-Harvesting Device 

 

 
 

Devices that are mobile or located in remote places cannot 
rely on mains power infrastructure. When they require a 

small amount of power and the environment allows it, use 
energy-harvesting to gather its required power. 

 
Aliases: Ambient Energy, Event Energy-Limited, Event-
Based Harvesting 
 
Context: You have a device that needs to be powered. The 
device needs only a small amount of energy to function. Be-
sides, your use case dictates a specific location for this device, 
which restricts available energy sources. For example, the de-
vice has to be mobile, wearable, or in a remote location. 
 

 
Forces: 

 Location: The device has to be mobile or is located 
at a remote place. Thus, it cannot be a MAINS-
POWERED DEVICE. 

 Effort: Replacing or recharging a battery in frequent 
intervals is too much effort or not possible at all. 
Thus, using a PERIOD ENERGY-LIMITED DEVICE is 
not an option. 

 Energy Requirements: The device needs very little 
energy to function. 

 Lifetime Energy Requirements: The device needs 
more energy over its lifetime than current batteries 
can provide in a reasonable form factor without be-
ing replaced or recharged. Thus, using a LIFETIME 

ENERGY-LIMITED DEVICE is not an option.  
 

 
 
Solution Details: An ENERGY-HARVESTING DEVICE trans-
forms ambient energy into electrical energy, as depicted in 
Fig. 5. Ambient energy can be in form of radiant energy (so-
lar, infrared, radio frequency), thermal energy, mechanical 
energy, or biomechanical energy. Each of these energy forms 
comes with its own benefits and drawbacks that have to be 
taken into account for each use case separately. 
 

Solution: Integrate an energy-harvesting component, 
such as a solar cell, into the device. Use it to turn the en-
ergy available in the device’s surroundings into power for 
the device. Use components and technologies optimized 
for low-power usage to make the most of the harvested 
energy. 

Problem: You need to power a device with very little 
power needs. The device is mobile or located in a remote 
place. Its environment is stable and predictable. 
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Figure 5. Sketch of the Energy-Harvesting Device Pattern. 

 
Radiant energy in form of sunlight or other light sources 

is a common source of energy for ENERGY-HARVESTING 

DEVICES. Miniature solar modules are able to harvest enough 
energy, even from indoor lights, to perpetually transmit a 
measurement a few times per hour. However, especially 
when using sunlight, it has to be taken into account that it is 
only available for a limited time each day. Another form of 
radiant energy, radio frequency, is produced by the many 
wireless communication technologies we use today and can 
be harvested. Because it is purposely generated and heavily 
regulated, it is more predictable than other forms of ambient 
energy. However, to be usable, a sufficient level of energy 
density is required in the environment, which might only be 
given in more populated areas. Mechanical energy can also 
be harvested. For example, a switch may generate enough en-
ergy when activated to be able to send several radio tele-
grams. Another example is a thermoelectric generator, which 
is able to collect and transform thermal energy in form of tem-
perature differences into electricity. 

The availability of each of these forms of ambient energy 
depends on the environment of the use case. Not all forms 
might be available in all locations and the available energy 
might be too small to power a particular device. Besides, mo-
bility has to be taken into account. If the device is fixed, then 
the availability of ambient energy can be measured and is 
fairly predictable. If the device is mobile, then the form and 
amount of available ambient energy can fluctuate widely. 

Even though it might only supply a very small amount of 
energy, ambient energy can be used to power very energy ef-
ficient circuits and sensors and to transmit and receive small 
messages. An ENERGY-HARVESTING DEVICE can be powered 
directly if it uses very energy efficient components, but in 
many cases, the harvested energy will not be enough for sus-
tained operation. In such cases, the ambient energy can be 
used to trickle charge a battery or capacitor. Once sufficient 
energy is collected, the device can then turn on and use it for 
a short period of operation. Another use is to supplement 
PERIOD ENERGY-LIMITED DEVICES to increase the intervals 
between recharging. 

As the harvested power is often so small, it is necessary 
for the device to use technologies that are optimized for ultra-
low energy. This includes using components, such as micro-
chips or sensors, which are very energy efficient. It also in-
cludes using communication technologies, such as wireless 

modules and even protocols and payload formats, which are 
optimized for ultra-low energy. Often, technologies are spe-
cifically created for this in mind, for example, the ISO/IEC 
14543-3-10:2012 standard. But there are also examples of ex-
isting technologies, which have been adapted to be more en-
ergy-saving, such as IEEE 802.15.4 [33], 6loWPAN [34], or 
CoAP [35]. 
 
Benefits: 

 Independence: The device is independent of the 
electrical grid. Besides, it can be flexibly positioned 
because it does not require any wire. 

 Perpetual Energy: Devices with very low energy 
requirements can be powered for as long as the en-
ergy-harvesting components do not fail. 

 Cost: The total cost of ownership OF ENERGY-
HARVESTING DEVICES, which includes installation, 
operation, and management costs, is low. No cables 
have to be added during installation and battery re-
placement or recharging are either reduced in fre-
quency or not necessary at all. Besides, the power 
used by the device is also free. Because there are no 
special infrastructure requirements, retrofitting an 
ENERGY-HARVESTING DEVICE is also easy. 

 Maintenance: Maintenance can be reduced or is not 
necessary at all. This is especially beneficial if the 
device is located in inaccessible areas or if many de-
vices are operated. 

 Environmental Impact: ENERGY-HARVESTING 

DEVICES have a low environmental impact. The en-
ergy they harvest is freely available and energy 
wasting is not a problem. They also do not produce 
as much hazardous waste in form of old batteries as 
PERIOD ENERGY-LIMITED DEVICES, but other com-
ponents, including the energy-harvesting compo-
nents, might still be hazardous. 

 
Drawbacks: 

 Dependence: The device depends on the availabil-
ity characteristics of the ambient energy source and 
its environment. These might be hard to accurately 
predict and control. If the environment changes it 
might no longer provide enough ambient energy for 
the device. 

 Energy: Depending on the used technology, only 
small amounts of energy may be harvested from the 
environment. To get the most out of the available 
energy, high energy efficiency is necessary. This re-
quires the device to consume very little energy dur-
ing idle times, which can be achieved by making it 
a NORMALLY-SLEEPING DEVICE. It also requires the 
device to be efficient when it is awake, which can be 
done by using low power components and technolo-
gies. 

 Fragility: Depending on the form of ambient energy 
used, the components needed for energy-harvesting 
might be fragile and not suited for all environments. 
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Related Patterns: 

 PERIOD ENERGY-LIMITED DEVICE: Energy-har-
vesting can be used to extend the intervals between 
recharging or replacing the energy source of a 
PERIOD ENERGY-LIMITED DEVICE. 

 NORMALLY-SLEEPING DEVICE: Energy-harvesting 
may power NORMALLY-SLEEPING DEVICES if the 
harvested energy is only enough for short bursts of 
activity. 

 
Known Uses: A common use of energy-harvesting is found 
in devices that use passive RFID for communication. Here, 
the RF signal generated by the reader also powers the device 
[36]. Researchers are working on extending the capabilities 
of RFID powered device beyond responding with fixed data. 
An example is the Wireless Identification and Sensing Plat-
form (WISP). It allows fully programmable 16-bit microcon-
trollers with attached sensors to be powered by RFID [37]. A 
device using WISP is the WISPCam, a passive RFID powered 
camera tag [38]. EnOcean created a patented wireless com-
munication technology that is now standardized as ISO/IEC 
14543-3-10:2012. It uses kinetic motion, solar, and thermal 
converters to create enough power for transmitting wireless 
signals. EnOcean also produces modules and products 
(mainly in the home automation sector) that utilize this tech-
nology. Many other companies have licensed the EnOcean 
technology and offer products [39][40]. Freevolt is another 
technology that harvests energy for low power devices from 
radio frequencies produced by broadcast networks, such as 
2g, 3g, 4g, WiFi, and digital TV. The CleanSpace Tag is an 
air quality sensor that uses this technology to generate perpet-
ual power for its lifetime [41]. 
 

E. ALWAYS-ON DEVICE 

 

 
 

Some devices have to be available and responsive at all 
times. If the energy supply allows it, leave the device 

running and connected at all times. 
 
Context: You have a MAINS-POWERED DEVICE or a device 
that has plenty of energy available, even though it is a 
PERIOD-ENERGY-LIMITED DEVICE, LIFETIME-ENERGY-
LIMITED DEVICE, or ENERGY-HARVESTING DEVICE. 
 

 
 
 
 

Forces:  

 Energy Savings: Saving energy is not the top prior-
ity in your situation. 

 Reachability: The device has to be online and 
reachable all the time. 

 Reactivity: The device has to react to commands in-
stantly. 

 Functionality: All of the device’s functionality has 
to be available all the time. 

 

 
 
Solution Details: ALWAYS-ON DEVICES are simple. They do 
not have to consider a limited energy supply. Thus, they can 
be left running at all times with their full functionality ena-
bled, as shown in Fig. 6. However, if their availability is a 
critical factor then additional precautions have to be taken to 
ensure availability despite possible problems. One problem 
might be malfunctioning or unavailable energy supply, for 
example, if the electrical grid is down due to a power outage. 
In such cases, a secondary backup power supply can be help-
ful, for example, in form or a backup battery. To help with a 
faulty communication mechanism, an ALWAYS-ON DEVICE 
could be equipped with multiple communication technologies 
to provide fallback mechanisms if necessary. To protect 
against failures in the device itself, multiple devices could be 
used to provide redundancy. 

ALWAYS-ON DEVICES also benefit from an energy effi-
cient design. As they are always running and connected, they 
use a lot of energy. By using energy efficient components to 
build these devices, the overall cost of running them can be 
reduced while still having them always on and connected. 
 
Benefits: 

 Reachability: The device will be reachable all the 
time as long as there are no network or power out-
ages. 

 Reactivity: The device will be able to react instantly 
because it does not have to wake up from any power 
saving operational states. 

 
Drawbacks: 

 Power Consumption: Being always on might lead 
to high power consumption, which could be reduced 
by using energy-efficient hardware. 

 Maintenance Cycles: An ALWAYS-ON DEVICE that 
is also a PERIOD-ENERGY-LIMITED DEVICE or 
LIFETIME-ENERGY-LIMITED DEVICE will have 
shorter maintenance cycles than a NORMALLY-OFF 

DEVICE, which increases costs. 

 Feasibility: An ALWAYS-ON DEVICE powered by 
Energy-Harvesting might not be feasible with cur-
rent technology or only with a considerable cost. 

 

Solution: Let the device be always on so that it is perma-
nently connected to the network and in a state where it 
can receive and execute commands as soon as they arrive. 

Problem: You have a device with an inexhaustible en-
ergy supply and need to have it available and responsive 
at all times. 
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Figure 6. Sketch of the ALWAYS-ON DEVICE Pattern. 

 
Related Patterns: 

 MAINS-POWERED DEVICE: Devices powered by 
mains power are usually a good candidate for being 
ALWAYS-ON DEVICES since they do not have any 
limitations in the power available to them. 

 PERIOD-ENERGY-LIMITED DEVICE: ALWAYS-ON 

DEVICES that are MAINS-POWERED DEVICES some-
times execute critical functionality and should have 
high availability. Such devices may also be PERIOD 

ENERGY-LIMITED DEVICES and use a backup power 
supply, such as a replaceable battery, to guard them-
selves against power outages. 

 
Known Uses: Devices that use the Z-Wave standard and are 
mains-powered are referred to as listening devices. These de-
vices keep on their receivers at all times to extend the Z-Wave 
mesh network by acting as repeaters for messages from other 
devices in the network [42]. Device Gateways, such as the 
Samsung SmartThings Hub [29] or the Wink Hub [43], are 
also often permanently on so that they can effectively fulfill 
their function. This is also enabled by being mains-powered. 
 

F. NORMALLY-SLEEPING DEVICE 

 

 
 
Devices with a limited supply of energy have to use it wisely. 

Disable most of the components of the device for long 
periods and only enable them when required. 

 
Aliases: Sleepy, Deep Sleep, Hibernate, Duty-cycled, Nor-
mally-Off 

 
Context: You have a use case that comes with size, weight, 
cost, or energy restrictions. For example, this is the case when 
the use case needs mobility or wearability. You use devices 
optimized to fit these restrictions. These devices are LIFETIME 

ENERGY-LIMITED DEVICES, PERIOD ENERGY-LIMITED 

DEVICES, or ENERGY-HARVESTING DEVICES. 
 

 

Forces: 

 Limited Energy: Having an ALWAYS-ON DEVICE is 
not an option since the device has a limited power 
source. 

 Energy Saving: Saving energy decreases costs and 
is good for the environment but leads to constraints. 

 Component Use: The device does not use every 
component continuously. Turning them off when 
not needed saves energy. However, if these compo-
nents have long startup times, the responsiveness of 
the device suffers. 

 Communication: Turning of the communication 
module when not needed saves energy. However, 
doing this manually takes too much effort, espe-
cially for remotely placed or large amounts of de-
vices. 

 

 
 
Solution Details: A NORMALLY-SLEEPING DEVICE cuts 
power to its main components for long stretches of time, as 
shown in Fig. 7. Good candidates for saving energy among 
these components are wireless communication modules, as 
they drain large amounts of power. Thus, NORMALLY-
SLEEPING DEVICES are not able to communicate during their 
off periods. Other components, from processing units to indi-
vidual sensors or actuators, are also disabled to add to these 
energy savings. 

One component has to be active continuously to wake up 
the device. A clock component is able to reactivate power to 
the other components after a predefined amount of time, 
shown as the first active period in Fig. 7. This time is either 
absolute, for example, every full hour, or relative, for 
example, 5 minutes after the last active period ended. Another 
way to reactivate the turned off components is on events, 
shown as the second active period in Fig. 7. One option to do 
this is a small circuit that monitors a sensor and reactivates 
power when it reaches a predefined threshold. Alternatively, 
a DEVICE WAKEUP TRIGGER can be used to create such an 
event. Once reactivated, the device resumes normal opera-
tion, as shown at the bottom of Fig. 7. For example, it saves 
the current sensor values and reestablishes a connection to a 
backend server. It uploads its state and processes messages 
that are waiting for it on the server. After the device has fin-
ished this process, it returns to the sleeping state until the next 
period of activity. 
 
Benefits: 

 Efficiency: The device is more energy efficient be-
cause it is active only when needed. 

 Longevity: Sleeping for long periods saves energy. 
This increases the maximum lifetime of LIFETIME 

ENERGY-LIMITED DEVICES. Besides, it increases the 
interval length between replacing or recharging the 
power source in PERIOD ENERGY-LIMITED DEVICES. 

Solution: Program the device to disable its main compo-
nents when they are not needed. Leave a small circuit 
powered which reactivates the components after a prede-
fined amount of time has passed or when an event occurs. 

Problem: You have a device with a limited energy sup-
ply. You want to minimize the power used by the device. 
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Figure 7. Sketch of the NORMALLY-SLEEPING DEVICE pattern. 

 
Drawbacks:  

 Intermittent Connectivity: Communication with 
the device is intermittent. When it is sleeping, other 
communication partners cannot reach it. A DEVICE 

SHADOW is one option to allow others to communi-
cate with an eventually consistent version of the de-
vice. On the device itself, not every component has 
to be off when it is sleeping. An example is a sensor 
that keeps collecting measurements that need to be 
sent to the backend eventually. The device has to 
store these measurements in a queue and sends them 
later when it activates the next time. 

 Timing: In important cases, for instance for critical 
security updates, another component has to contact 
the device at once. Waiting for the NORMALLY-
SLEEPING DEVICE to reconnect during its next activ-
ity window is not an option. A DEVICE WAKEUP 

TRIGGER is one way to get the NORMALLY-
SLEEPING DEVICE to reconnect at once by creating 
an event to which it listens. 

 Energy: Establishing a new connection for commu-
nication needs power. Sometimes it is more efficient 
to sustain an existing connection than creating a 
large number of new ones. This point depends on the 
chosen technology and the required communication 
frequency. You have to choose sleep schedules with 
this in mind. 

 
Related Patterns: 

 ENERGY-HARVESTING DEVICE: Devices that use 
energy-harvesting as their source of power often also 
are NORMALLY-SLEEPING DEVICES. They sleep until 
they harvested the energy they need for a short pe-
riod of activity. 

 DEVICE WAKEUP TRIGGER: In situations when it is 
necessary to communicate with a NORMALLY-
SLEEPING DEVICE outside of its regular communica-
tion windows, a DEVICE WAKEUP TRIGGER is one 
option. The DEVICE WAKEUP TRIGGER tells a dis-
connected device to reconnect at once. 

 PERIOD ENERGY-LIMITED DEVICE: Being a 
NORMALLY-SLEEPING DEVICE extends the interval 
between replacing or recharging the power source in 
PERIOD ENERGY-LIMITED DEVICES. 

 LIFETIME ENERGY-LIMITED: Being a NORMALLY-
SLEEPING DEVICE extends the maximum lifetime of 
LIFETIME ENERGY-LIMITED DEVICES. 

 DEVICE SHADOW: Using a DEVICE SHADOW allows 
other communication partners to retrieve the latest 
known state and to send commands to a currently 
sleeping device. 

 
Known Uses: Z-Wave has so-called sleepy devices, which 
turn off to save energy and periodically wake up and recon-
nect. When reconnected, they inform other devices that they 
are listening for commands for the next seconds [42]. Li-
belium’s Waspmotes support different operation modes to 
save power, including sleep and deep sleep modes that last 
from milliseconds to days. In these modes, they pause the 
main program and the microcontroller. Synchronous inter-
rupts (periodic and relative programmed timers), or asynchro-
nous interrupts (sensor readings or XBee activity) end these 
modes. Besides, they support a hibernation mode, where they 
cut power off from every part except the clock. The clock 
ends this mode after a predefined time with a synchronous 
interruption [44]. Other devices turn on for a brief moment if 
an event occurs. For example, the Amazon Dash Button turns 
on once a person presses the button. It connects to a WiFi 
network, places an order, and shuts off as soon as it receives 
a response [45]. The PawTrax pet tracker wakes up when it 
receives a text message, gets the current GPS position and 
returns it before it goes back to sleep. Besides, it has an option 
to return position data in set intervals [46]. 
 

G. SCHEDULE-BASED SENSING 

 

 
 
Some situations are not well understood or require a broad 
overview of measurable data points. Read the sensor based 
on a schedule. Turn it off between readings if the interval 

length allows it. 
 
Aliases: Survey-Based Sensing 
 
Context: You have a device with sensors built into it or at-
tached to it and need to use these sensors to acquire measure-
ments over long periods. 
 

 
Forces:  

 Energy Requirements: Leaving sensors running all 
the time allows them to record detailed measure-
ments but uses more energy. 

Problem: You do not know what kinds of events you are 
looking for in your measurements or you need a general 
overview of the trend of the phenomenon that you are 
measuring. 
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 Initialization Delay: Sensors can be turned off to 
save energy but need some time to initialize and pro-
duce sensible values when turned on again. 

 Size: Measuring and sending many values over a 
long period enables detailed analysis but takes up 
storage space and communication bandwidth. 

 Fluctuation: Sensor measurements fluctuate but for 
your use case, long-term trends are more important 
than accurately measuring every spike. 

 Knowledge: With some knowledge about what you 
want to measure, you can get better results by apply-
ing techniques specifically tailored to your use case. 
However, in some cases, you do not precisely know 
what you are looking for. 

 Relevance: In some cases, only specific events are 
of relevance to you, but in other cases, you may be 
more interested in general long-term trends. 

 

 
 
Solution Details: SCHEDULE-BASED SENSING allows you to 
get a general overview of the values you are measuring and 
how they evolve over time. Fig. 8 shows the basic process. 
The real state of the phenomenon that you want to measure 
is a continuum of values, which are constantly fluctuating 
over time. SCHEDULE-BASED SENSING has the device turn on 
its sensors based on a schedule to take measurements. Some 
sensors will take a certain amount of time after being turned 
on to initialize or calibrate before they produce sensible read-
ings. After a certain delay, they will produce a measurement, 
which is stored or communicated by the device. These values 
can be used to interpolate an approximation of the real state. 
After taking a measurement, the sensor can be turned off 
again to safe energy. 

Note that depending on the interval length between meas-
urements some important or interesting events may be 
missed, as shown by the spike in Fig. 8, which is not repre-
sented in the interpolated state. By choosing a suitable sam-
pling rate and adjusting the schedule accordingly to decrease 
the interval length between measurements and thereby taking 
more measurements per unit of time, more sampling points 
can be generated which lead to a more precise approximation. 
However, this does not solve the problem that some events 
might still lie outside the measurement windows. Besides, at 
some point the interval length may be so short that turning the 
sensor off between readings is no longer possible (because of 
the initialization delay) and you lose the energy saving bene-
fits of SCHEDULE-BASED SENSING. 
 
Benefits: 

 Energy Requirements: The sensors can be turned 
off and the device itself can go to sleep (see 
NORMALLY-SLEEPING DEVICE) in the time between 
the sensor readings to save energy.  

 
 

Figure 8. Sketch of the SCHEDULE-BASED SENSING pattern. 

 

 Knowledge: You do not need to know anything 
about the values you are measuring. 

 Size: The measuring schedule can be tuned to pro-
vide a good trade-off between accuracy, required 
storage space, and communication bandwidth 

 
Drawbacks: 

 Fluctuation: Depending on the selected schedule, 
the device will miss potentially interesting measure-
ments. Use EVENT-BASED SENSING if you are inter-
ested in these spikes and know how to recognize 
them. 

 Size: When a high accuracy is required and, thus, a 
short measuring interval is selected, many measure-
ments will be created that have to be stored or com-
municated. Use DELTA UPDATE to communicate 
measurement values that have changed since the last 
measurement. 

 Relevance: Even if you are interested in a long-term 
general overview of the measured event, a lot of the 
data collected may be not that relevant to your use 
case but still takes up a lot of storage space or com-
munication bandwidth. 

 Energy Requirements: The device has to wake up 
for each measurement even if nothing interesting 
happened, which consumes energy. 

 
Related Patterns: 

 NORMALLY-SLEEPING DEVICE: A NORMALLY-
SLEEPING DEVICE can be programmed to wake up 
according to a schedule and take measurement, thus, 
implementing SCHEDULE-BASED SENSING. 

 ALWAYS-ON DEVICE: Devices that are always run-
ning can also benefit from SCHEDULE-BASED 

SENSING as it can reduce the overall energy, storage 
space, and communication bandwidth required mak-
ing such devices more efficient. 

 EVENT-BASED SENSING: If certain well-defined 
events are more interesting than a general history of 
measurement values, EVENT-BASED SENSING is a 
good alternative to SCHEDULE-BASED SENSING. 

 

Solution: Define a schedule for sensor reading which fits 
with your use case's requirements. Program the device to 
power up its sensors and read their values according to 
this schedule. Power down the sensors after reading. 
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 ENERGY-HARVESTING DEVICE: These devices can 
be programmed to take a measurement whenever 
they have gathered enough energy. Thus, they would 
implement SCHEDULE-BASED SENSING with an in-
terval length that depends on environmental factors 
and, thus, can be irregular. 

 PERIOD ENERGY-LIMITED DEVICE: The energy 
saved by turning the sensors off most of the time by 
using SCHEDULE-BASED SENSING can increase the 
time between replacing or recharging the batteries of 
these devices, which lowers their maintenance costs. 

 LIFETIME ENERGY-LIMITED DEVICE: These de-
vices can increase their maximum time to life by us-
ing SCHEDULE-BASED SENSING with long measure-
ment intervals. 
 

Variants: 

 PERIODIC SENSING: A common variant of 
SCHEDULE-BASED SENSING uses a regular schedule 
with evenly spaced intervals to take the measure-
ments. 

 
Known Uses: Periodic sensor reading is mentioned in the Li-
belium Waspmote technical guide as an option for sensors 
with a high power consumption and for use cases where con-
tinuous monitoring to generate alarms is not required [44]. 
NXP’s MMA955xL platform can take sensor readings at 
evenly spaced points in time [47]. Like many other microcon-
troller boards, the Arduino supports reading the current value 
of sensors attached to its analog pins in a loop [48]. 
 

H. EVENT-BASED SENSING 

 

 
 

If you are interested in specific events, reading a sensor in 
regular interval can be wasteful. Besides, some events may 
be missed if they happen outside the measurement window. 

Implement a low-energy event detection circuit and only 
generate a measurement if an event is detected. 

 
Context: You have a device with sensors built into it or at-
tached to it and you need to use these sensors to acquire meas-
urement and react to certain events. 
 

 
 

Forces:  

 Energy Requirements: Leaving sensors running all 
the time allows them to record detailed measure-
ments but uses more energy. 

 Sampling: The events you are interested in can be 
of short duration but measuring them requires a high 
enough sampling rate. 

 Size: Measuring and sending many values over a 
long period enables detailed analysis but takes up 
storage space and communication bandwidth. 

 Knowledge: You do not always have prior 
knowledge about what you want to measure, but if 
you have, you can get better results by applying 
techniques specifically tailored to your use case. 

 Relevance: In some cases, only specific events are 
of relevance to you, but you do not need to collect 
all the other uninteresting measurements. 

 

 
 
Solution Details: EVENT-BASED SENSING requires that you 
know beforehand what events you are interested in and that 
you can formalize the specific features that distinguish these 
events from others. This allows you to implement comparator 
logic that can detect these events (see Fig. 9), which often can 
be done with very energy-efficient hardware circuits. These 
comparators change their output once they detect an event, 
which can be used to signal an interrupt pin of the device’s 
processor. This tells the device to wake up, if necessary, and 
process the event at once. If the device should react to differ-
ent events, it either requires multiple interrupt pins, one for 
each event, or the different comparator circuits have to be 
combined with an or gate before being put on the interruption 
pin. The value that triggered the comparator circuit and, thus, 
the interrupt should be stored in a register to allow the device 
to read it once it has started up. 
 
Benefits: 

 Relevance: You only get the measurement that you 
previously defined as relevant to you. 

 Size: If the events that you are interested in do not 
occur very often, these measurements will not cost 
much storage space or communication bandwidth. 

 Energy Requirements: The device can be turned 
off and is only turned on once something interesting 
happened, which can save a lot of energy. 

 
Drawbacks: 

 Relevance: You do not get a continuous history of 
measurement values. If you need such a history, use 
SCHEDULE-BASED SENSING. 

 

Solution: Define the events that are of interest to you in 
the form of sensor values. Use low-power sensors and 
power them continuously. Program low energy compara-
tor circuits to read those sensors and watch for the events. 
Only propagate measurements to the device if a sensor 
value triggers such a comparator circuit. 

Problem: You have a use case where you are interested 
in irregularly occurring events that are represented in sen-
sor values. Reading the sensor in regular intervals is 
wasteful because those events occur rarely and the other 
values are of no interest to you. Besides, it is possible that 
you miss an event if it falls between two sensor readings. 
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Figure 9. Sketch of the EVENT-BASED SENSING pattern. 

 

 Energy Requirements: The sensors and the com-
parator components have to be running all the time 
to be able to catch the interesting events. 

 
Related Patterns: 

 NORMALLY-SLEEPING DEVICE: EVENT-BASED 

SENSING can be used to wake up a NORMALLY-
SLEEPING DEVICE only when it is necessary to react 
to a certain event. 

 SCHEDULE-BASED SENSING: If not only certain 
events are important, SCHEDULE-BASED SENSING is 
an alternative that provides regular sensor readings. 

 PERIOD ENERGY-LIMITED DEVICE, LIFETIME 

ENERGY-LIMITED DEVICE, and ENERGY HAR-
VESTING DEVICE: SCHEDULE-BASED SENSING is 
one option to lower the energy consumption of these 
devices by only powering the rest of the device on 
when an event is detected. This can increases their 
time between maintenance or their total time of life. 

 
Variants: 

 CHANGE-BASED SENSING: A common variant of 
the EVENT-BASED SENSING pattern is CHANGE-
BASED SENSING. Here, new measurements are only 
propagated when the sensor value has changed by a 
certain significant amount, which can be configured 
according to the use case. Thus, messages are only 
sent for relevant changes. Unnecessary communica-
tion caused by small and insignificant fluctuations in 
the measured value is avoided. 

 
Known Uses: Libelium's Waspmotes have interruption pins 
to which comparators can be connected. Once a comparator 
witnesses an event, its changing output send to the pin trig-
gers the microprocessor to wake up and take further action 
[44]. Fibaro’s CO Sensor has configuration settings to define 
the minimum change in sensor values that is required so that 
a message will be send [49]. NXP’s PCT2202 temperature 
sensor runs either in comparator or interrupt mode. In both 
modes, an alert pin is activated if the temperature remains 
higher than a configurable threshold for multiple readings 
[50]. The Arduino, like many other microcontroller boards, 
allows interrupts to be set on digital pins, to which sensors 
can be connected. These interrupts fire when the pin is low or 
high, or changes its value [51]. 

VI. CONCLUSION AND FUTURE WORK 

Devices are a central point of any IoT system, as they link 
the physical with the digital world through their sensors and 
actuators. They are also a starting point when designing IoT 
systems because the particular use case and the environment 
directly influence them. Their selection then further influ-
ences the design of the IoT system, as it has to cater to the 
different device characteristics. 

To help individuals to design IoT systems that work with 
different kinds of devices, we presented eight IoT device pat-
terns in three categories. The energy source type patterns de-
scribe different ways a device can be powered depending on 
factors such as energy requirement, mobility, or the environ-
ment. The operation mode patterns explain how a device 
might operate under different constraints such as limited en-
ergy. The sensing patterns describe different sensing tech-
niques that devices can use. 

In the future, we want to expand this selection of patterns 
into a full IoT Pattern catalog and further refine their interre-
lations to form an IoT Pattern Language. We already added 
patterns for device bootstrapping and registration [52] but we 
will also add new patterns in several other categories, such as 
communication between devices and platforms, data pro-
cessing, security, and more. 

We also plan to do more work to support implementations 
based on patterns. For this, generic patterns, like the IoT Pat-
terns presented in this work, can be refined into technology 
specific patterns [12]. These in turn can be linked to solution 
languages[53], which can provide practitioners with concrete 
guidance on how to implement a system based on patterns 
[15] and further provide implementations of the patterns 
[13][14]. These concepts can also be applied to IoT Patterns. 
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Abstract—The main objective of every government is to 

provide efficient and effective services to citizens. Recently the 

Greek Government has devoted significant effort to 

streamlining business processes using ICT to better manage 

public administration resources. To this end, public sector 

services are designed so that they are accessed through single 

points, while increasing transparency and reducing cycle time 

for executing processes and disseminating information to civil 

and other agencies. To control the services provided by state 

agencies and to improve them continuously, it seems essential 

that they are continuously evaluated by users. E-government 

needs to be grounded on in-depth understanding of user needs, 

perceptions and other factors influencing its uptake. This 

paper focuses on the field of e-government and more precisely 

describes an evaluation method for investigating the success of 

an e-government project. Specifically, a technology adoption 

model is proposed and developed, which focuses on the specific 

characteristics of users for the on-line services of an 

Independent Authority. The model is essentially based on the 

framework of the Unified Theory of Acceptance and the Use of 

Technology (UTAUT2) model, which has been enhanced with 

four additional criteria. The findings reveal that behavioral 

intention and therefore usage intention are influenced by 

enablers, as effort expectancy, performance expectancy, social 

influence, price value and habit, as well as inhibitors such as 

privacy, profession and user satisfaction. The enhanced model 

furthers the discussion and development of technology 

adoption models and helps the government sectors regulate 

their strategies and future plans to facilitate successful 

adoption and diffusion of e-services in Greece. 

Keywords-e-government; evaluation model; unified  theory 

of  acceptance and  use of  technology; public administration; 

independed authority. 

I.  INTRODUCTION 

This article, which is an extended version of a conference 
paper entitled “An Extended UTAUT2 Model for e-
Government Project Evaluation”, focuses on the field of 
Electronic Government (e-government) and more precisely 
describes an evaluation method for investigating the success 
of an e-government project, including a review of the recent 
developments in the e-government research field [1]. 

The technological revolution brought about major and 
rapid changes in daily human activities, providing more 
effective ways of communication among stakeholders, as 
well as more efficient working methods. Governments have 
been unfolding the benefits of using Information and 

Communications Technologies (ICT) for providing 
electronic public services to citizens, the government itself, 
public officers and businesses. Increased efficiency, 
information and service quality improvement, enhanced 
access to information, increased transparency and 
accountability, smoother and easier interactions between 
citizens and public agencies, enhanced democracy, 
empowered citizens and public officers, and openness are 
just a few of the benefits deriving from e-government for the 
different stakeholders [2, 3].  

E-government generally presents many challenges for 
citizens and the community to obtain substantial benefits 
from it. First of all, the administration must have the traits of 
a democratic one and therefore should enjoy the trust of all 
citizens who come into contact with it. The most important 
elements of intervention deemed necessary refer to: meeting 
the needs of large population groups and avoiding exclusion 
for some of them;  reorganizing the administration by 
simplifying the administrative procedures; introducing 
electronic authentication with digital certificates and Public 
Key Infrastructure (PKI); ensuring the transparency of 
procedures, as well as the reliability and usability of IT 
systems; providing access to all its services through a single 
one-stop gateway; ensuring multiple access to services, both 
through traditional methods, as well as using modern ICT 
(internet, telephone, transaction offices, interpersonal contact 
with the employees themselves), etc. 

.E-government allows citizens to interact more directly 
with the government, transforming multiple operational and 
bureaucratic procedures and using a customer-centric 
approach to service delivery. It further allows intra-
governmental communication and also offers numerous 
possibilities for using the internet and other web-based 
technologies to extend online government services [4]. 

Electronic government, also known as digital information 
services and transactions among public administration, other 
government agencies and the citizens of a country, has 
entered dynamically in the new global reality and is growing 
rapidly.  

E-government is defined by the European Union (EU) 
Commission as the use of information and communication 
technologies in public administrations combined with 
organizational change and new skills in order to improve 
public services and democratic processes and strengthen 
support to public policies [5]. Interaction between e-services; 
provided by the government to stakeholders; may be 
classified into four key models, depending on who is 
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involved. These models are: government-to-citizen 
/customer (G2C), government-to-employees (G2E), 
government-to-government (G2G) and government-to-
business (G2B) [6][7]. The goal is to improve public services 
and streamline business processes to support public policies. 
Through e-government methods, civil service authorities 
may offer easier access to public information, upgrade 
operations to facilitate citizen interaction, increase 
productivity and competitiveness, increase transparency and 
accountability, combat corruption, facilitate decision-making 
and promote active participation of citizens, by empowering 
them. In order to achieve this, the supply management of 
goods and services must be improved. The implementation 
of an e-government project can have many benefits, despite 
the high risk of the project failing due to various factors, 
such as user resistance to change and their insufficient 
expertise [8]-[10].  

For successful implementation of the e-government 
services and applications, criteria - such as time, cost, 
quality, satisfaction of e-government stakeholders and 
fulfillment of functional requirements - are deemed critical. 
E-government success means successful ICT implementation 
in government units in order to rebuild government 
processes and provide e-government services. It also means 
effective and efficient use of e-government by all 
government stakeholders (citizens, businesses and other 
government agencies) [11]. Citizens are the primary 
stakeholders and the main beneficiaries and they all are not 
same. To attract citizen interest, trust and aptitude towards 
using websites, the government needs to add value to the 
service delivery mechanism. On the other hand, it also needs 
to take a forward step by letting and allowing citizens to 
participate in the decision-making process, as this would 
help in building trust between both stakeholders [12]. 

User acceptance is one of the main issues involved in e-
government projects; however, other issues (such as 
reengineering of work processes, policy changes and 
management commitment) need also be considered. In 
addition, convenience, citizen empowerment, exclusivity, 
choice and cost saving are parameters of utmost importance 
and relevance for web-based services.  

From a citizen’s perspective, availability and 
accessibility are the two critical requirements that must be 
met for adopting an e-government project. Services must be 
delivered to them in the easiest and fastest way and be 
available 24/7. This enables citizens to process transactions 
at any time, even outside government office hours [13].  It is 
also important for the user that the e-services offered are 
more user-friendly and less expensive for the taxpayer. 

Therefore, the evaluation of an e-government project 
from the citizens’ perspective is indispensable, since its 
success depends on their acceptance. This can be achieved 
by applying an evaluation model to it.  Through evaluation, 
government agencies understand more easily what factors 
influence the citizens in adopting such projects. With 
systematic evaluation, state agencies promptly understand 
the users’ expectations and improve their services, making 
them friendlier and safer.  

The recent financial and economic crisis has also shown 
that e-government projects and realization of their benefits 
are important for effective crisis response. A large number of 
governments throughout Europe have viewed the economic 
crisis as an opportunity for them to speed up the 
implementation of their e-government services, with the aim 
of improving efficiency and effectiveness, increasing savings 
on public administration operations and enhancing trust-
building with citizens. 

In 2012, the European Commission estimated that all EU 
public administrations using e-procurement procedures could 
save at least €100 billion per year and that e-government 
(online communication between citizens and governments) 
could reduce costs by 15 to 20% [14]. According to the chief 
of UNDESA’s e-Government Branch, “the fact that the 
European Commission’s Digital Agenda forms one of the 
seven pillars of the Europe 2020 Strategy [for growth], 
provides clear evidence on how those countries have set the 
e-government development as one of their national priorities 
and how much they have been implementing” [15].  

In this context, and in Greece in particular, the necessity 
for public services to use e-government became evident and 
imperative, so it may have a positive direct or indirect impact 
on economic recovery at this difficult point in time. This 
paper focuses on the field of e-government services; more 
precisely, on evaluating the G2C services provided by the 
information system (IS) of the Greek Ombudsman, an 
Independent Authority in Greece, and on identifying the 
factors, which facilitate or hinder users in using the e-
government IS. The evaluation model used is based on the 
framework of the extended Unified Theory of Acceptance 
and the Use of Technology (UTAUT2) model, and has been 
enhanced by four additional criteria to achieve more 
insightful results. This study provides useful insights into the 
motivations underlying the user’s intention to use e-
government services in developed countries, that have 
experienced problems due to economic crisis, such Greece, 
and helps gain a better understanding of the factors that 
influence the user to adopt such systems.  

This paper is structured as follows: In Section II, the 
relevant theories and the background research are described, 
along with the main point that this research aims to achieve. 
In Section III, the case study is presented, and the developed 
research model and hypotheses are proposed.  In Section IV, 
the study results are presented and analyzed. Finally, in 
Section V, the conclusions of the study and the future 
projects are discussed. 

II. BACKGROUND 

There are several models and theories in the literature 
aiming at studying the success of an e-government project 
based on user acceptance.  Many studies focus on examining 
the various factors that might influence the decision of 
users/citizens to adopt and use such systems. Earlier 
evaluation models focused on behavioral intention and 
attitude of the users towards the use of technology, using as 
main criteria the perceived usefulness and perceived ease of 
use [16][17]. Due to the enormous development and 
evolution of digital technology, these models had to be 
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extended to give more accurate results, by adding new 
factors (criteria) for evaluation.   

Because e-government is a technology-based solution for 
government institutions to provide services to citizens, it is 
important for behavioral studies to focus specifically on the 
diversity of citizens in terms of age, language, norms and 
ethics.  As noted in recent literature, many research studies 
have proved that factors - such as demographic 
characteristics, social influence, trust, risk perception, quality 
of information, user characteristics and user satisfaction - 
may be instrumental in adopting e-government services [18]-
[21]. Also, the national culture of the population may 
influence the citizens’ intention to use government-offered 
digital services [22]-[25]. Hence, new integrated models that 
combine independent and dependent variables have emerged, 
which use variables such as gender, age, experience and the 
willingness to use in an attempt to examine whether they 
significantly affect digital technology use [26]-[28].  

Among the most widely accepted evaluation models for 
e-government services are the following: the Technology 
Acceptance Model (TAM) [29] and its expanded versions 
models TAM2 [30] and TAM 3 [31]; the Information 
System Success Model (IS Success Model) [32] and its 
refined version [33]; the Unified Theory of Acceptance and 
Use of Technology  (UTAUT) [34] and its extended Unified 
Theory of Acceptance and Use of Technology 2 (UTAUT2) 
[35]; the Integrated Success Model (ISM) [36]; the Model 
for Mandatory Use of Technologies (MMUST) [37]; and the 
Diffusion of Innovations Model (DOI) [38]. 

Venkatesh et al. (2003) argue that the situation and 
context of ICT acceptance and use differ widely from 
organizational setup to consumer setup. As such, researchers 
are allowed to add and remove determinants and moderator 
variables to suit different circumstances [34]. 

To investigate and analyze factors that influence the 
adoption and use of an e-government project, researchers 
have most often adopted various forms of the TAM and 
UTAUT models. For instance, the TAM has been extended 
with the self-efficacy measure, to evaluate the use of an e-
government website and more specifically, to investigate and 
understand the fundamental factors that influence the 
citizens’ continued intention to use it. The results of the 
analysis reveal that TAM, together with computer self-
efficacy, can be applied to better understand the citizens’ 
continuous intention to use e-government websites [39].  

Furthermore, the use of an amended version of the 
UTAUT model in the adoption of e-government services has 
been investigated in Kuwait and it was found that 
performance expectancy, effort expectancy and peer 
influence determine the students’ behavioral intention for 
use. Moreover, facilitating conditions and behavioral 
intentions determine the students’ use of e-government 
services [40]. 

 Additionally, an extended version of UTAUT was used 
to investigate a number of factors that affect the Kuwaiti 
citizens’ adoption of the traffic violation e-payment system 
(TVEPS). The results showed that effort expectancy and 
social influence affect the use intention, and the users’ 
internet experience moderated such a relationship. However, 

results revealed that performance expectancy did not 
influence the intention to use TVEPS. Also, facilitating 
condition, trust and use intention were found to influence the 
actual use of the system. It is also stated that, while gender 
moderated the relationship between facilitating conditions 
and actual use of the system, awareness moderated the 
relationship of trust and use intention with the actual use of 
the system [41]. 

To explore the citizens’ behavioral intention to adopt e-
government services and the factors affecting e-government 
adoption in Qatar, a UTAUT model has been used. The 
findings indicate that there is a significant positive 
relationship between performance expectancy, effort 
expectancy, social influence and behavioral intention to use 
e-government services for the citizens of Qatar [42][43].  

A model that is essentially a blend of TAM, TAM2 and 
DOI has been used in Greece, along with trust and perceived 
risk as factors, for describing teachers’ behavioral intentions 
to adopt e-government services. The research findings 
revealed that cognitive and intrinsic factors have significant 
effects on the intention to use e-government websites. Out of 
both attitudinal (trust and perceived risk) and operational 
variables (compatibility, advantage and job relevance), it is 
the second set that had a significant effect on the users’ 
intention [44]. 

A more recent study aims at investigating citizen 
behavior and the role of Citizen Service Centers in e-
government adoption in Greece. Since trust and culture 
cannot be considered with TAM, an extended UTAUT 
model was deemed more suitable. The findings revealed that 
performance expectancy, effort expectancy, trust of 
intermediary, trust of the government, trust of the internet 
and finally, social influence are key drivers, influencing 
directly or indirectly the users’ intention. In addition, all the 
demographic variables that were included in the study (age, 
gender, educational level and internet experience) were 
found to be related to the adoption of e-government in 
Greece [45].   

To examine the perspective of trust towards e-
government initiatives in a study in Sri Lanka, 
trustworthiness was included as an additional construct to 
TAM. The results showed that the model is well suited to 
investigate the adoption and use of e-government services 
from the perspective of trustworthiness [46].  

A framework that combines TAM, Theory of Planned 
Behavior (TPB) and Information System Success (ISS) was 
introduced as a foundation to examine factors that affect the 
intention to use e-government services. The proposed model 
assumes that personal innovativeness, perceived usefulness, 
perceived ease of use, attitude, subjective norm, perceived 
behavior control and system quality should be the predictors 
of user satisfaction over e-government services [47].     

To investigate the influence of six determinants on 
taxpayer intention to adopt e-file systems in the USA, a 
model, which integrates technology adoption factors from 
the UTAUT model with personal perceptions on trust, 
efficacy, and security was applied. The findings of this study 
revealed that theoretical constructs from the UTAUT model 
are well suited in explaining intentions to use multiple e-
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government services. Specifically, the results indicate that 
three factors from the UTAUT model (performance 
expectancy, effort expectancy and social influence) play a 
significant role in predicting the e-filing intentions of 
taxpayers [48]. 

Among a multitude of models, researchers face 
difficulties in finding the most appropriate and suitable 
model for the evaluation of e-government systems that 
would improve their adoption by the end users. That is 
because the users’ behavioral intention is determined by 
factors that may vary along with the situation studied, such 
as groups in different cultures, level of use and interaction, 
money constraints, and time [19][45][49][50]. In fact, many 
authors propose the UTAUT model as an ideal choice for e-
government evaluation because it has a well-established 
theory in the field of e-government, it is the most 
comprehensive model, it has been extensively used in many 
empirical studies on ICT adoption and utilization, and it 
offers a better understanding of the factors, which determine 
the citizens' intention to adopt [40][51]-[55].  

Based on previous studies, although the UTAUT model 
seems appropriate to evaluate the adoption of e-government 
in Greece, there are factors that have not been explored and 
have a direct impact on the Behavioral Intention of the Greek 
citizens. Recent studies by the Hellenic Statistical Authority 
and the Greek Information Society show that there are many 
factors in Greece that may affect the citizens’ intention to 
adopt e-government systems, including digital technology 
culture, social influence, face-to-face interaction, gender, 
age, etc. In light of these - and in view of analyzing the 
influence of social and demographic characteristics, 
profession, user satisfaction, privacy and continuous usage 
on the adoption of an e-government service in Greece - an 
in-depth study must be conducted using an enhanced 
adoption model. In what follows, an extended version of the 
UTAUT2 model was used, which was enriched with four 
additional criteria, as determinants of user behavioral 
intention. 

III. CASE STUDY 

A. The Independent Authority of the Greek Ombudsman 

The Greek Ombudsman is an Independent Authority 
sanctioned by the Constitution, which provides its services to 
the public free of charge. The Authority mediates between 
public administration and citizens to help citizens exercise 
their rights effectively. As a mediator, the Greek 
Ombudsman makes recommendations and submits proposals 
to the public administration (ministries, regions and 
municipalities, social insurance funds, tax offices, hospitals, 
schools and universities, prisons, the police, public utility 
companies and organizations). The Greek Ombudsman’s 
guiding principle and drive as a mediator is its commitment 
to the win-win approach, i.e., visualizing solutions from 
which both the citizens and the administration can benefit. 
Additionally, the Authority's mission is to safeguard and 
promote children's rights and the rights of vulnerable groups; 
to promote equal treatment and fight discrimination based on 
race, ethnicity, religious or belief, disability, age or sexual 

orientation; and to monitor and promote the application of 
equal opportunities and treatment between men and women 
in matters of employment, as well as in matters of access of 
men and women to goods and services [56][57]. Anyone 
facing a problem with a Greek public service, anywhere in 
Greece or abroad, can submit a complaint to the Greek 
Ombudsman, regardless of their nationality. 

The Independent Authority stands by the citizens affected 
by the financial crisis; it investigates problems caused by 
legislation or administrative acts or omissions and 
undertakes targeted initiatives, building on the expertise it 
has developed so far and the enhanced competences it 
enjoys. Until 2009, a complaint to the Greek Ombudsman 
could be submitted to the Ombudsman Office in person, by 
post or by fax. 

From the beginning of its operation, the Authority had a 
modern IT system installed. This was updated in 2009 to 
capitalize on modern technology, by improving its services 
to the citizens. The new Integrated Information System (IIS) 
aimed at providing a more effective and efficient operation 
for citizens, employees and stakeholders, by promoting the 
automation of the Authority’s processes to cope with the 
increased workload created by the citizens. To facilitate and 
expedite the services offered to complainants on its website, 
besides general information about the Ombudsman, the 
system enables a secure two-way communication between 
the Authority and the users.  An on-line form is available by 
following a link, to submit a complaint [58].  Through this 
process, citizens/complainants are able to monitor the 
progress of their complaint online and receive updates about 
it. Thus, each complainant is able to submit complaints and 
send additional information regarding his/her case 
electronically from anywhere, using their personal e-mail. 

B. Evaluation Model Selection 

Given the diversity of the Authority’s complainants 
(Greek and foreign citizens, refugees, children, prisoners), 
it is hypothesized that complainant behavior on using the 
Authority’s website is affected by demographic 
characteristics (gender, age, nationality), culture, friends or 
relatives, habits and their skill/experience in using IT 
services. Also, other parameters might determine the users’ 
behavioral intention for the Authority’s website. Thus, it was 
decided to examine the following factors: user privacy, 
satisfaction, profession and continuous usage [59]. 

User privacy:  In the era of automated profiling and 
electronic surveillance, citizens face a serious threat against 
their right to privacy and informational self-determination, 
especially when using the internet and mobile services. The 
lack of transparency regarding the functionality and 
interconnection of such services increases the risk of 
uncontrollable processing of personal data. Data protection 
regulation would be a useful instrument to protect the 
privacy of individuals. [60]. 

 A wide variety of users use the Authority’s services 
(Greek or foreign citizens, children, disabled people, 
immigrants, refugees). Hence, the level of trust between the 
users and the Authority may be crucial, since it is widely 
recognized as very important that the user feels safe and 

127

International Journal on Advances in Internet Technology, vol 10 no 3 & 4, year 2017, http://www.iariajournals.org/internet_technology/

2017, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



protected when registering personal data. Private data 
protection is an important issue in the evolving relationship 
between digital technology and the legal right to privacy 
when collecting and sharing data. The need for state 
computerization has led to a greater demand for personal 
information from citizens. Concerns about privacy arise 
when sensitive personal data are collected and stored in 
digital form. These concerns relate to how these data are 
collected, stored, modified, transmitted, become available 
(open data) and connected. There are European and national 
obligations for personal data protection and there is also a 
specific legal and regulatory framework on data protection in 
place, based on a European Commission regulation [61]. In 
January 2012, the European Commission adopted a proposal 
for regulation on data protection that would replace the 
existing data protection directive. The proposal for the new 
regulation contains specific provisions relevant to the 
collection and storage of personal data. [62].  On 15 
December 2015, the European Parliament, the Council and 
the Commission reached an agreement on the new data 
protection rules, establishing a modern and harmonized data 
protection framework across the EU [63].  

User satisfaction: E-government adoption requires that 
citizens show higher levels of satisfaction with the online 
service provided by the government [64]. Citizen satisfaction 
with e-government service is related to the use of an e-
government website and it is positively associated with trust 
in the government [65]. A satisfactory project offers users 
the ability to complete their tasks successfully. By asking 
them to reply if they are satisfied by a service, it can provide 
a measure of all the parties’ contribution to the overall user 
experience, such as ease of use, navigation and design.  

User profession:  The influence of profession 
significantly helped explain differences between adopters 
and non-adopters of new technology and especially e-
services [66]. Through this factor, one can specify the types 
of users, in terms of occupation, who consider the e-
government service friendlier due to the same occupation.  

Continuous usage:  Most internet users are reluctant to 
use online methods to interact with public authorities. It is 
remarkable to see, that people participate in social 
networking sites, use e-commerce applications, perform their 
banking transactions online, but hesitate to use the internet to 
communicate with public authorities [67]. This factor 
determines whether users would be willing to use the 
services at a future time. The more satisfied they are by the 
e-government services the more likely it is that they may use 
them. Furthermore, it is interesting to note that according to 
the United Nations e-government survey, there is an indirect 
effect of social media on e-service usage. It seems that 
greater social media usage (through increased transparency) 
may increase trust, and thus also increase e-service take-up 
[68]. 

Figure 1 shows a conceptual model that was created by 
extending the traditional UTAUT2 model with these four 
additional criteria. Gender, age and experience are factors, 
which are already included in the UTAUT2 model, and, as 
has been determined, have a direct impact on behavioral 
intention towards e-government services [69] and play an 

important role to the evaluation of the Authority’s e-
services.  
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Performance Expectancy

Social Influence

Hedonic Motivation

Behavioral Intention Use Behavior

Price Value

Habit

Continuous Usage
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Privacy

ExperienceGenderAge

Additional 

Criteria

 
Figure 1. The proposed evaluation model. 

C. Research Hypotheses 

To improve the quality of the results, the research was 
focused on several hypotheses between these variables and 
the behavioral intention: 

H1: Age: Differences in citizen ages have a significant 
effect on e-services adoption. Younger people are more 
inclined to use e-government services compared to older 
ones. 

H2: Gender: Gender of respondents plays an important 
role in influencing behavioral intention and how an 
individual perceives the usefulness of e-government services. 
Ιt is important to understand how gender roles may affect 
participation in e-government, encouraging or deterring 
women and men from e-participation. Gender differences 
affect the opportunities and challenges in connectivity and 
access. Due to the fact that women and men have different 
needs vis á vis public information and e-services, the content 
and use of public information should be tailored to their 
needs to empower both men and women to use such services. 

H3: Experience: There is a significant positive 
relationship between internet experience and behavioral 
intention in the use of e-government services. Internet 
experience is found to significantly predict the perceived 
usefulness of e-services because higher and satisfactory level 
of internet experience increases the rate of e-government 
adoption. 

H4: Privacy: Privacy determines the influence of 
behavioral intention and moderates individual behavior 
towards e-government services. 

H5: User satisfaction: User satisfaction can affect the 
user’s behavioral intention and how an individual perceives 
the usefulness of e-government services. 

H6: Profession: Profession may possibly moderate the 
individual’s influence on behavioral intention to use e-
government services. 

H7: Continuous Usage: The continuous use of electronic 
services and internet positively affects the intention of a 
person to use e-government services. 
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D. Method – Data Collection 

Given that this study examines how end-users perceive 
the usefulness of an Independent Authority’s online services, 
it has been considered necessary that they have already 
visited the Authority’s site at least once, but without 
necessarily having submitted a complain.  

To this end and in view of enabling users to provide their 
feedback in a smooth and effective manner, a questionnaire 
was created in April 2015 and was posted online, on the 
Authority’s home page, for completion on a voluntary 
basis. To maintain confidentiality, individuals responded 
anonymously. For the purpose of speed and convenience, a 
method of multiple choice questions was chosen. Likert's 
five-point scale was chosen for the answers. With this scale, 
the respondent indicated the degree of his/her agreement or 
disagreement to the questions. The questionnaire was 
developed through free online software, specialized for 
specific routing, supplementing and monitoring on-line 
forms-questionnaires [70]. After data submission by users, 
the software stored the collected information in a special 
database, which was processed by the researcher (collector).  

The questionnaire was divided into two main parts. The 
first part contained the individual elements of the user 
associated with the factors of gender, age and profession, as 
well as three additional questions related to the original 
topic. The second part contained general questions referring 
to applying factors for evaluating the model. The individual 
factors are presented as follows:  

Performance Expectancy: The degree to which a person 
believes that using the system will help them benefit 
professionally.  

Effort Expectancy: The degree of convenience associated 
with the use of the system. 

Social Influence: The extent to which an individual 
perceives that important others (family and friends) believe 
they should use the new system.  

Facilitating Conditions: The degree to which a person 
believes there is an organizational and technical 
infrastructure in place to support their use of the system.  

Price Value: The pricing method based on the perceived 
value of the new system was intended. 

Hedonic Motivation: Pleasure or happiness from the use 
of a technology may play an important role in determining its 
adoption.  

Habit: The degree of influence of habit through 
behavioral intention.  

Experience: The acquired experience of someone when 
using technology. 

Additional Factor 1 – Privacy: The degree of safety 
through behavioral intention for technology use. 

Additional Factor 2 - User Satisfaction: How pleased the 
user is with the technology. 

Additional Factor 3 - Continuous Usage: The intention of 
the user to continue using the technology.   

IV. RESULTS 

Data from the perspective of users was collected and 
analyzed the. The survey findings of the data analysis show 

that the majority of respondents (81%) believe that using the 
authority’s website helps increase performance and view this 
program positively.  

Most of the respondents (44%), although they use the 
internet extensively and often visit public service websites, 
do not often visit the websites of independent authorities. 

Additionally, the majority of respondents (79%) stated 
that the online services of various authorities contribute 
greatly to saving time because they help users fulfill their 
obligations in the shortest possible time. In particular, 
lodging e-complaint and monitoring its progress online is an 
important factor in saving time and money. They were also 
open to the usefulness of these services because they believe 
that they greatly facilitate the lives of citizens. End-users felt 
satisfied to very satisfied with the navigation of the 
authority’s website and furthermore felt satisfied with the use 
of its electronic services. Moreover, the provision of e-
services by the authority through mobile applications seems 
very user-friendly to them, as most users use their smart 
phones to access the internet. With regard to performance 
expectancy, the findings revealed that the citizens’ intention 
to use e-services was influenced by their expectations of 
their usefulness. Finally, the results proved that behavioral 
intention is strongly associated with privacy, profession, user 
satisfaction and continued use. 

Table I depicts the descriptive statistical data 
(percentage) of this study, obtained through the survey of 97 
users/total respondents to the Authority’s online system.  

TABLE I.  CHARACTERISTICS OF STUDY SUBJECTS N=97 

Characteristics % Characteristics % Characteristics % 

 Effort Expectancy Hedonic Motivation 

Gender 

Not at all 1 Not at all 1 

Slightly 5 Slightly 7 

Moderately 24 Moderately 35 

Male 43 Very 48 Very 38 

Female 57 Extremely 22 Extremely 19 

Age 

Performance Expectancy Habit 

Not at all 0 Not at all 5 

Slightly 3 Slightly 8 

Up to 18 1 Moderately 16 Moderately 27 

19-29 21 Very 43 Very 38 

30-39 31 Extremely 38 Extremely 22 

40-49 36 Social Influence User Satisfaction 

50-59 6 Not at all 5 Not at all 1 

Experience 

Slightly 8 Slightly 5 

Moderately 31 Moderately 30 

Very 34 Very 51 

Not at all 0 Extremely 22 Extremely 13 

Slightly 4 Facilitating Conditions Privacy 

Moderately 17 Not at all 0 Not at all 12 

Very 43 Slightly 4 Slightly 14 

Extremely 36 Moderately 17 Moderately 26 

Profession 

Very 52 Very 28 

Extremely 27 Extremely 20 
Price Value Continuous Usage 

Private 
Employee 44 Not at all 0 Not at all 0 

Public Servant  23 Slightly 5 Slightly 7 

Freelancer 12 Moderately 28 Moderately 24 

Unemployed 8 Very 39 Very 42 

Else 13 Extremely 28 Extremely 27 
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   These are the main findings of the study: 

• Gender has no specific impact. The difference in 
percentage is relatively small and does not display 
preference of a specific gender group of users. 

• Age shows strong impact between the ages of 19 to 
49. If these percentages are associated with the 
"experience" rates, it is concluded that experience is 
very high among these groups. 

• Most respondents were private employees, as they 
believed that e-government services help them save 
time and money. The next high percentage are public 
servant users, maybe because they are already 
working in public administration and want to 
reinforce the e-Government project in this way. 

• The majority of respondents positively accepted the 
system and believed that the Authority’s online 
services help increase performance. Only a small 
percentage considered that the objective was not 
achieved. It is worth mentioning that a significant 
percentage (16%) had a "moderate" stance towards 
the Authority’s website and web services, which 
questions the need for further improvement.  

• Most of respondents believed that the website was 
comprehensible and well organized, provided clear 
information material to guide users and, to a large 
extent, met the needs of its users. Again, there was a 
high percentage of users (24%), who described the 
degree of the Authority’s “ease of use” as 
"moderate", which means that the Authority must 
examine certain details that will enrich the content 
and image of the website.  

• According to the factor of “social influence”, 34% of 
users considered that using the Authority’s web 
services enhanced their status in their social system. 
Furthermore, they would recommend the Authority’s 
web services to other people. 

• Referring to facility conditions, over half of the 
respondents believed that the Authority's website 
facilitated citizens, and that the information provided 
was accurate and compatible with other technologies 
they use. 

• In relation to “price value”, 39% of users believed 
that using the online services significantly decreased 
cost and considered that the cost for providing the 
services was mostly justified. 

• As to “hedonic motivation”, while citizens were 
"very" satisfied with the navigation environment on 
the Authority's website and felt satisfaction with the 
use of electronic services, 35% had a "moderate" 
view on this. This rate may mean that users might 
not have the required free time to navigate through 
the Authority’s website. Alternatively, the content of 
the offered services may not correspond to their 
interests or they may not have yet identified the 
benefits that they may gain from the use of e-
governance.  

• Regarding the users’ “habit”, most of them felt very 
familiar to website navigation and they considered it 

very important to expand its use through mobile 
equipment. 

• The “user satisfaction” from the Authority's website 
and the perceived usefulness of the e-services 
provided were significant.  The users appeared 
"very" satisfied with the overall service system, 
which indicates a positive view for the service and 
obviously reinforces the attitude that they will 
continue using it in the future. 

• Concerning “citizen privacy” and the “sensitive data 
protection”, users seemed to have a more "moderate" 
view associated with the security of the e-services 
when a complaint was submitted to the Authority.  

• 69% of the respondents were positive to the factor of 
“continuous usage” and only 24% continued to have 
"moderate" intent to use.  

V. CONCLUSION AND FUTURE WORK 

An e-government project was evaluated to extract 
descriptive statistical data and to deal with any problems 
regarding specific features of an e-government system. Since 
citizens are the primary stakeholders and the main 
beneficiaries, the importance of citizen feedback regarding e-
government evaluation is indisputable.  

The study aimed at producing better products and 
services, as well as at enhancing the existing situation and 
the intention of the end users. By increasing the productivity 
and effectiveness, the project evolves towards quality and 
success. This study used a specific evaluation 
framework/model (an extended UTAUT2) to evaluate the 
design and effectiveness of an e-government project owned 
by an independent Greek Authority - specifically, the Greek 
Ombudsman service. The study also made an initial attempt 
towards understanding the adoption of on-line web services 
from the users’ perspective.  

The proposed model proved to be a well-fitted model, 
which fully met the evaluation requirements of the 
Authority’s online services. 

 Amongst the adoption factors considered, performance 
expectancy, effort expectancy, facilitating conditions, age, 
Internet experience, profession, privacy and continuous 
usage had a significant impact on user behavior for use. On 
the contrary, factors such as gender, social influence and 
hedonic motivation did not seem significant predictors of 
behavioral use. 

The results show that the above-mentioned e-government 
project largely covers the success criteria of people 
saving time and money. User satisfaction - through 
their navigation on the Authority’s website, the convenience 
of the services offered, but also the familiar and secure 
environment offered by the specific website- was the 
driving force and seemed to meet initial expectations and 
needs. The respondents’ answers showed that citizens 
consider the system beneficial with regard to the e-services 
and consequently encouraged e-government adoption. It is 
worth mentioning that most of the website users assessed 
positively the usability of the system, as well as the security 
offered to them and had a positive attitude 
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towards encouraging others to use it. However, formal 
statistical methods must be implemented so as to examine 
the significance of the factors considered. The results of this 
study should only be considered as indications of factor 
significance.  

Finally, user satisfaction increases the intention for future 
use of the system. This puts an extra key to the concept of 
success of this project and is related to the sustainability of 
the Independent Authority’s website. Moreover, the success 
of the project is characterized by its complete acceptance by 
the complainants and end users, through the satisfaction of 
their initial expectations, the cost savings and the protection 
of their personal data. The fact that the specific Authority 
project and the practices implemented are considered 
successful encourages administrators to further enhance the 
functional and technical design of system.  

The findings of this study can be further extended to 
cover more e-government projects in the Greek Public 
Administration.  

We believe that the proposed extended UTAUT2 model 
covers a wide range of evaluation models for e-government 
evaluation. It can also be used for the evaluation of any e-
service, which may not necessarily belong to an e-
government sector, but is citizen-focused. 

A future research study may be undertaken, which would 
expand on this one, by thoroughly and extensively analyzing 
additional crucial independent variables, which may affect 
the citizens’ intention to use e-government services.  Some 
of the key factors that future research work must focus on 
include natural culture, subjective norm, user attitude and 
trust in the government. In addition, e-government 
accessibility for people with disabilities is another factor that 
must be investigated in future studies, to ensure the inclusive 
access of these people to information. 
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Abstract—In this paper, we present an active communication
mechanism based on a user behavior analysis on wedding com-
munity websites. To this end, we propose a novel mechanism for
the activation of user communications, which suggests other users
and their related comments by detecting knowledge and interests
from archived comments. Such information on a community
website evokes conversations among users. We focus on a wedding
community website in this study. The proposed mechanism
consists of the following three components: 1) the profiling of
user login information, such as users’ ages and locations, and
extraction of user characteristics, such as their interests and
intentions to communicate; 2) the detection and recommendation
of users who are likely to communicate with each other; and
3) the recommendation of comments that may be of interest to
a user. Through the proposed activation mechanism, users on
a wedding community website can easily find other users who
share similar experiences, and engage in active communication
with them. We discuss our proposed user characteristic extraction
and user recommendation methods using actual users’ posts
from a wedding community website, and also discuss applications
for e-learning. In addition, we evaluated the activation of user
communications using our proposed system through interviews.

Keywords–user behavior analysis; wedding community site;
communication.

I. INTRODUCTION

In recent years, research has been conducted using data
from social networking services (SNSs). In this context, it
is important to collect as much data as possible from SNS
community websites, such as Facebook, LINE, and other Q&A
sites. However, such services that focus on data collection
cannot activate user communications on community websites,
because of differences in human values. In this paper, we
focus on conversations on a wedding community website.
Moreover, we focus on the problem that users cannot find
appropriate users to communicate with. We aim to evoke
user communications by recommending appropriate users and
comments, considering human values. Our proposed system
analyzes users’ situations from user login information and
user preferences by extracting user characteristics, because we
assume that human values consist of situations and preferences.
This research constitutes an extension to the work in [1], which
we presented in Venice in April 2017.

Wedding community websites are community sites for
sharing and obtaining information regarding wedding planning,

and are completely distinct from dating websites, the purpose
of which is to meet a partner for dating. We focus on a wedding
community site that shares the same concept as other kinds
of bulletin board systems (BBSs). On this community site,
users can post their opinions and experiences on a conversation
thread created by an administrator. Each conversation thread
has questions that ask about weddings as discussion themes,
such as “how did you choose your wedding location?” Thus,
users post their opinions and experiences in response to these
questions, and exchange information. However, conversations
between users are not active in these threads, because it is
difficult for users to find others to communicate with. Our
proposed system solves this problem by finding appropriate
users based on user login information and characteristics.

Specifically, we propose a novel active communication
mechanism that shares comments of users considering their
knowledge and interests by analyzing their behavior on com-
munity websites. To this end, we first extract all posts for each
user, and extract their feature words using the term frequency–
inverse document frequency (TF-IDF) method. Next, we calcu-
late the similarities between users to detect appropriate users.
Finally, we recommend their comments by generating links
to them in posts (see Figure 1). Through this mechanism,
users can communicate with other users that are recommended
to them about wedding planning. Furthermore, this promotes
communications among users on a wedding community web-
site.

We also propose an active communication mechanism for
e-learning, in order to confirm the possibility of applying
our proposed system to other community websites. According
to some studies regarding online discussions [2][3], active
communications among users on e-learning is an effective
mechanism for students to learn knowledge efficiently. To
extend the effect of our proposed method, we aim to apply
it to e-learning.

To evaluate this system, we use the actual data from a
wedding community website. This is sorted and processed
to provide recommendations to users for evaluation, in order
to verify whether this mechanism is successful. Then, we
interview five users to ask how helpful the proposed system
is. Although we could not interview many actual users, we
performed a qualitative evaluation through these interviews.

The remainder of this paper is organized as follows. Section
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Figure 1. User and comment recommendations for the activation of user
communications based on a user behavior analysis.

II provides an overview of our system and reviews related
work. Section III explains how users and their comments are
recommended on a wedding community website. Section IV
explains the application of our proposed methods to e-learning.
Section V presents the experimental results obtained using
a real dataset from a wedding community website. Finally,
Section VII concludes the paper, and Section VI outlines our
future work.

II. SYSTEM OVERVIEW AND RELATED WORK

A. Active Communication Mechanism
We present an active communication mechanism based on

user behavior analysis on wedding community websites. This
mechanism consists of the following three steps (see Figure
1):

1) User login information and user characteristic extrac-
tion.

2) User detection and recommendations.
3) Comment recommendations.
To use this mechanism, users are required to install a

toolbar (a browser plug-in) on an existing wedding community
website in Japan. Wedding community websites are gener-
ally utilized by people who plan to hold a wedding, and
are intended to assess a couples’ requirements regarding the
wedding. On the website we focus on in this study, there are
conversation threads for wedding planning for various marriage
statuses, and users can freely post their comments on each
thread. The website addresses users’ anxieties and troubles.
For example, a user can create a post such as “I do not know
what I should be careful about in planning for a wedding.”
Users can also share their experiences, such as impressions
and enjoyments. For example, a user could post “I had an
amazing wedding overseas.”

The only way to communicate with other users is by post-
ing comments as replies to other users’ comments on threads.
However, users rarely post replies on other users’ comments,
because they cannot find appropriate users to communicate
with. To raise the number of replies, we propose a method
that recommends both users and their comments by analyzing
user behavior and profile information on a wedding community
website to activate conversations.

A wedding community website is not a “question &
answer” site; rather, it is a website where users can share their

opinions and experiences regarding weddings. The proposed
system will recommend other users who have been in similar
situations or have shared values regarding marriage, in order
to evoke communications between users. This system can also
be adopted on other community websites. However, because
the proposed system is considered on a wedding community
website, it uses user login information entered by a user
during their initial registration regarding their ideal wedding
ceremony.

Figure 1 presents an overview of our proposed mechanism.
After a user posts, the mechanism analyzes their behavior and
recommends other users by calculating the similarities between
them. After a user posts information, it will pass through the
link generation system. This system will generate information
to evoke conversations. First, it extracts all of the posts of
users, and analyzes user behavior through feature words. Then,
it detects recommended users by performing selections as
requested by the user. To detect a recommended user, we
categorize each user by three kinds of profile information.
These methods are explained in Section III.

B. Related Work
Issac et al. [4] noted that communication is important for

discussing various topics and working with others as a group.
They mentioned that communication makes people more will-
ing to contribute to society. Moreover, communication on
websites is also effective, not only face-to-face communication.
Ellison et al. [5] focused on SNS communities. L. H. Shaw et
al. found that Internet communication decreases loneliness and
depression significantly [6]. According to these studies, com-
municating with others on SNSs makes people feel happier.

In our previous work, users communicated with each other
when searching for web pages [7]. In this work, we extend
our previous work to recommend users and comments based
on link generation for a wedding community site.

Knowledge extraction from online communities [8] have
also been researched. Park et al. [9] confirmed that the
knowledge users obtain through online communications is
connected to their purchasing behavior. They proved that
online communities provide users with important information
regarding purchase behavior. Randhawa et al. [10] improved
the utility of knowledge collaboration between organizations
and online communities for open innovation (OI). There have
been many studies concerning the use of data from online
communities [11][12][13][14] to discover new knowledge.

Our proposed system activates communications on online
community websites. Akihiro et al. [15] conducted an experi-
ment concerning active communication in e-lectures through a
chat system. However, this did not work very effectively, be-
cause it was a burden for students to chat with others during the
lectures. In this paper, we propose a new active communication
mechanism by recommending appropriate users to other users
with various marriage statuses.

Some researchers [16][17][18] analyzed effects of conver-
sation from online community. Hemmings-Jarrett et al. [19]
measured the effect of online communications with a focus
on political topics, comparing before and after the event.
They assumed that the activity levels of users on online
conversations were related to their opinion. However, this
research was not intended to activate conversations.
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Figure 2. Profiling based on user aspects.

Other studies that have recommended analyzing user be-
havior on news websites [20][21] did not consider the relation-
ships between users. In this paper, we first extract user posts
to analyze user behavior, and then detect users to recommend
by extracting the relationships between users.

Our proposed method involves activating user communica-
tions by recommending appropriate users and their comments.
Xu et al. [22] proposed a novel user recommendation sys-
tem based on users interests and networks of relationships.
However, there have not been many studies regarding user
recommendation systems that focus on specific community
websites.

Although several automatic link generation methods for
websites have been studied [23][24], these have primarily
focused on web pages for knowledge support only; they did
not consider communications among users. To address this
deficiency, our proposed method recommends users in order
to evoke communications.

III. ACTIVE COMMUNICATION MECHANISM FOR
WEDDING WEBSITES

A. User Behavior Analysis on a Wedding Community Website

To evoke communication among users, our active commu-
nication mechanism recommends users and their comments
by analyzing user behavior on a wedding community website.
According to our previous work in [7], users can help other
users when they search for the same web pages. Furthermore,
in general users can communicate with each other easily when
they share similar statuses or situations and have similar pref-
erences. Therefore, in order to recommend users we analyze
users’ humans values by considering three kinds of profile
information based on aspects of a wedding community website
(see Figure 2). In particular, we consider the axes of “Static
Profile Information,” “Marriage Status,” and “Dynamic Profile
Information.”

“Static Profile Information” and “’Marriage Status” indi-
cate a user’s situations. “Dynamic Profile Information” indi-
cates a user’s preferences. This system analyzes users’ human
values based on their situations and preferences. Static profile
information is generated from user login information, such as
age and location, which does not normally change. Marriage
status implies a user’s position regarding a wedding, such
as before or after marriage. Dynamic profile information is
generated from the extraction of user characteristics. This uses

Figure 3. User detection when the original user is not yet married.

Figure 4. User detection when the original user is already married.

the data from posts from each user, and so this information
often changes.

On wedding community websites, marriage status is the
most important factor in analyzing users, because this implies
a big difference in the purpose of use. The purpose of using
this website for users who are preparing for a wedding is to
obtain information regarding weddings. On the other hand, for
users who have already finished their wedding, the purpose is
to share information and their experiences of their wedding
to provide advice and help others. Thus, “Marriage Status” is
the most important factor in the user analysis for categorizing
users.

1) User Login Information Extraction: We extract user
login information by acquiring the information that users input
during registration on a wedding community website. Users
input information such as their age, area where they live, and
marital status. We divide this user login information into user
static profile information and marital status.

2) User Characteristic Extraction: We extract user charac-
teristics by extracting all posts for each user. Next, we calculate
the term frequency and document frequency based on the TF-
IDF method. Specifically, we use the following formulas:

TFi,j =
ni,j∑
k nk,j

, (1)

IDFi = log
|D|
dfi

, (2)

where TF indicates term frequency, IDF indicates inverse
document frequency, and ni,j denotes the term frequency of
the word ti in document dj . In this work, dj denotes the
document that is integrated all posts of one user. Therefore,
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TABLE I. FIVE USER PATTERNS FOR RECOMMENDATION.

Pattern User (Who) Marriage Status (to who) Static Profile Information Active Profile Information Purpose
1 After marriage Before Neutral Similar Give advice
2 After marriage After Neutral Similar Share
3 Before marriage Before Similar Different Reference
4 Before marriage Before Neutral Similar Share
5 Before marriage After Neutral Similar Get advice

TABLE II. RECOMMENDATION SITUATION FOR EACH USER PATTERN.

Pattern Purpose When How
1 Give advice Links are generated in the comments XX needs some advice from you
2 Share After Login XX is on the same status as you
3 Reference Links are generated in the comments You can refer to XX
4 Share After Login XX is on the same status as you
5 Get advice Links are generated in the comments XX can be a good adviser for you

the number of documents is equal to the number of users on
the wedding community site. Furthermore,

∑
k nk,j denotes

the sum of the term frequencies of all words in document dj ,
and |D| denotes the total number of documents, which is also
equal to the number of users. Finally, dfi denotes the number
of documents that include the word ti.

Based on the above, we use the obtained TF-IDF values
and feature words for each user to determine a user’s active
profile information. This information changes every time a user
posts on a thread on the wedding community site, and so users’
dynamic profile information is normally changed by user posts.

B. User Detection and Recommendation
1) User Detection: “Marriage Status” takes an absolute

value of either “preparing for wedding” or “finished wedding.”
Therefore, there are only two kinds of value. However, “Static
Profile Information” and “Dynamic Profile Information” are
represented by relative values. These will vary depending on
each user.

To detect a recommended user, the system needs to
calculate the similarity for each axis. First, the method of
calculating the “Static Profile Information” depends on the
dataset. We will explain this in Section . Second, the similarity
for “Marriage Status” is very simple, as this consists of only
two kinds of status, so that the relationship between users for
“Marriage Status” must either be the same or different. Third,
we calculate the similarities for “Dynamic Profile Information”
between users using cosine similarity as follows:

Sim(−→x ,−→y ) =

∑|V |
i=1 xi · yi√∑|V |

i=1(xi)2 ·
√∑|V |

i=1(yi)
2

, (3)

where −→x denotes the feature vector of user x and −→y denotes
the feature vector of user y, and |V | is the number of
dimensions for the feature vector.

Thus, this system calculates the similarities between users
by using three kinds of profile information. Based on these
similarity values, the system detects recommended users for
each original user.

2) User Recommendation: We recommend users to evoke
communications with others by considering users who are in
similar situations. Such users may easily relate to each other

and share their experiences or advice. As mentioned in the pre-
vious section, we use three kinds of profile information: “Static
Profile Information,” “Marriage Status,” and “Dynamic Profile
Information.” Considering the relationships between users,
each type of profile information has a high or low similarity.
However, we assume that “Marriage Status” has four possible
combinations: “preparing for wedding” and “preparing for
wedding,” “preparing for wedding” and “finished wedding,”
“finished wedding” and “preparing for wedding,” and “finished
wedding” and “finished wedding.” A total of 16 kinds of user
can be extracted by the system. We separate these into two
cases: where the original user is preparing for a wedding and
where the original user has already finished a wedding.

Figure 3 illustrates the case in which the original user is
preparing for a wedding. There are eight kinds of user that the
system can detect in this case, based on three kinds of profile
information. The idea of recommending users is to suggest an
appropriate user who is able to provide advice or share related
experiences, or could be a reference for a different style of
wedding.

For a user to be recommended who can provide advice,
they should have a high dynamic similarity, which means that
their preferences should be similar. Because they have similar
preferences, the recommended user can provide advice if they
have already finished their wedding.

For a recommended user to be able to share their expe-
riences, they should have high similarity for dynamic profile
information, which means that their preferences are similar. In
addition, the marital status should be the same for the users
to be in the same situation. We assume that users who are in
a similar situation with similar preferences can communicate
easily to share their experiences.

To recommend a user who could be a reference, that user
should be in a similar situation and have different preferences.
To activate communications among users, recommending sim-
ilar users is important, but users are also interested in others
who are different. For instance, even though a user has an ideal
style of wedding in mind, this might be changed by referring
to others. A user recommended to another for reference has to
have a low similarity for dynamic profile and high similarity
for static profile information.

Figure 4 illustrates the case in which the original user has
already finished their wedding. There are eight kinds of users
in this case, based on three types of profile information. The
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idea of recommending users is the same as in 3; however, we
assume that a user who has finished their wedding does not
use this website for reference, because the motivation of these
users is to provide advice or share experiences with other users.

Based on the three axes described in the previous subsec-
tion and the theory of recommending users, we classify five
useful patterns of users on a wedding community website (see
Table I).

For each user, we detect the other user that is most similar
to them for Patterns 1, 2, 4, and 5. Moreover, we detect the
user that is most different for Pattern 3. Based on the above
procedure, we propose recommendations to users.

C. Comment Recommendation
1) Comment Extraction: In the previous subsection, we

explained how to detect users and make recommendations in
order to stimulate communications on a wedding community
website. To recommend user comments, we calculate the most
closely related comments from the recommended users that are
derived using Eq. (3). The recommended comments suggest
why the recommended user is relevant for the original user.

2) Recommendation Interface: Our active communication
mechanism recommends other appropriate users and their
comments in different scenarios corresponding to each user
pattern in Table II.

This mechanism has two methods of recommending users.
The first method recommends users in the comments by
generating links to them. The second method recommends
users on the top page following login.

For the first method, the interface provides recommenda-
tion for Patterns 1, 3, and 5. The recommended users for these
patterns have similar preferences. We expected that recom-
mending other users using generated links in the comments
would be an effective way to raise the interest of the original
user, because the recommended users are detected by their
preferences, which are extracted from their comments on
threads.

This mechanism generates links in the comments. To
generate links in the comments after users have posted, we
attach the links to user information or comments to related
words by extracting user characteristics (feature words).

In the second method, the interface provides recommen-
dations for Patterns 2 and 4, and the mechanism presents
users on the top page of the website following login. This
mechanism also recommends users on the top page that are
likely to share similar experiences. We assume that users prefer
to see more users on the top page than in the links generated in
the comments, because this method focuses on recommending
users.

IV. ACTIVE COMMUNICATION MECHANISM FOR
E-LEARNING

In previous section, we discussed how to activate commu-
nication among users on wedding community websites. How-
ever, we expect that this method for recommending other users
based on user characteristics in order to evoke communication
will also be effective on other community websites, such as
e-learning community sites. To enhance the user community
on e-learning websites, we discuss an active communication
mechanism for e-learning in this section.

Figure 5. Conceptual diagram of automatic link generation.

A. System Overview for e-Learning
In recent years, massive open online courses (MOOC) have

emerged as a new form of education for students who wish
to attend courses at any level or cannot access traditional
education because of constraints on time, location, or other
factors. However, it is difficult to maintain students’ motivation
for self-learning. Currently, many students can collaborate
during online courses through SNS, such as Facebook and
Twitter. Liao et al. [25] and Chen et al. [26] investigated the
use of SNS in online education. Students can communicate
with each other when they use post threads on SNS. Because
of the different levels of knowledge between students, com-
munications cannot proceed smoothly. This is a problem that
we aim to solve in this research. Therefore, it is necessary
to extract user characteristics from SNS user behavior, which
indicate users’ knowledge and interests, and supplement users’
posts with related information (e.g., search results, Wikipedia
pages, lecture videos, or information on other friends) in the
post thread.

In this work, the goal is to develop a novel automatic link
generation method by analyzing SNS user behavior from user
posts in e-learning. The proposed method generates two kinds
of links: 1) knowledge support for receivers who receive posts
from senders, and 2) conversation evoked support for receivers
to give information to senders (see Figure 5).

Although several automatic link generation methods for
websites have been studied [27][28], these have focused on
web pages for knowledge support only, and they do not solve
the abovementioned issues regarding user communication in
e-learning. Other studies regarding user behavior on news
websites [29] have not considered the relationships between
users.

In this paper, we first extract user characteristics by analyz-
ing SNS user behavior in e-learning from their posts. Then, we
can detect users’ relationships based on user characteristics.
Thus, 1) links for knowledge support are attached to posts
by using search results or Wikipedia pages for unknown
vocabulary words for receivers, and 2) links for conversation
evoked support for receivers to offer information regarding
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TABLE III. TOP 15 FEATURE WORDS OF USERS A, B, C, AND D.

XXXXXXXUser
Method 1) 2) 3)

A of, a, ceremony, wedding ceremony, to, sister, I
will, heart, family, after, because, to, did, et al.,
that

sister, wedding ceremony, earthquake disaster,
Fukushima, bata, fireplace, chaya, sister, atten-
dance, column, heart, family, safety, stop, name

wedding ceremony, sister, Earthquake disaster,
bata, attendance, heart, Fukushima, chaya, fire-
place, family, sister, column, 11, safety, influence

B of, did, better, object, pull, a marriage, I will,
he, now, a student, generation, learning, Toyama,
now, chestnut

fish paste, Toyama, red snapper, gift, girlfriend,
object, luck, a student, surprised, age, pull, moun-
tain, form, chestnut, happiness

Toyama, red snapper, fish paste, object, gift, girl-
friend, luck, a student, surprised, age, mountain,
form, happiness, chestnut, woman

C did, of, better, reach, day, that, friend, friends,
ceremony, wedding ceremony, while, a, before,
first, good

it seems intriguing, eve, limousine, the eve, first
meeting, face to face, a van, friend, the other day,
reach, move, the previous day, festival, the best

eve, it seems intriguing, limousine, first meeting,
friend, face to face, the best, a van, move, the
previous day, festival, the other day, Hawaii,
fellow, reach

D a, of, did, one, this, now, better, “”, to, about,
place, et al., yo, filtration, meeting

reserved, snow board, lending, no, alternating
current, table, hair style, comment, firing, male,
rooftop, development, release, frank

reserved, snow board, alternating current, male,
hair style, table, board, BGM, rooftop, firing,
girlfriend, in Tokyo, development, comment

senders are attached to posts by using related lecture videos for
topics of posts or other information on other friends with the
same interests. Thus, the proposed novel method encourages
users to communicate with each other during conversations on
e-learning platforms. This method activates communication not
only by recommending other users, but also by generating links
to relevant knowledge for users’ studies.

In this section, we describe the proposed link generation
method for active communications in e-learning. The proposed
method extracts user characteristics by analyzing user behavior
from their posts, selects vocabulary words as links based on
user characteristics from their posts, and selects vocabulary
words as links based on user characteristics. We first extract
feature words for each user from their posts as user char-
acteristics. Then, low or high weight vocabulary words are
selected as link candidates based on users’ relationships. The
link information is classified into two categories: 1) knowledge
support and 2) conversation evoked support.

B. Analysis of SNS User Behavior
To analyze SNS user behavior, we first extract high-

frequency words from each post of each user using the
Yahoo! Web API1. Next, we calculate the average weight of
each extracted high-frequency word. Then, we extract user
characteristics by extracting feature words for each user. We
calculate the weight of each word i that appears in each user’s
posts using the following formula:

weight of i by Yahoo!Web API
#posts with i

× total #posts
#posts with i

(4)

The left part of Eq. (4) calculates the average weight of i
that appears in each post. The right part of Eq. (4) gives an
IDF value of i in all posts of each user. In addition, “Like”
and “Share” options are available on SNS, to respectively
mark interests or spread a post. Therefore, we can improve
the calculation method by adding the numbers of “Like” and
“Share” actions to the weight of each word.

C. Generation of Links in Chats
To generate links in chats between users, we attach link

information to vocabulary words in posts based on users’
relationships by using user characteristics (feature words).
The link information for knowledge support is intended to
supplement unknown vocabulary words for the receiver. We
select the low weight words as unknown vocabulary words to

1http://developer.yahoo.co.jp/webapi/jlp/keyphrase/v1/extract.html

TABLE IV. NUMBERS OF COMMENTS.

#posts #users
1 - 10 440 users
11- 20 64 users
21 - 30 37 users
31 - 40 14 users
41 - 50 1 user
51 - 60 1 user

be as link candidates in the post from the extracted feature
words from the receiver’s characteristics. Then, we attach
search results and Wikipedia pages for the low weight words
to the post. In Figure 5, it is determined that the receiver
has a lack of knowledge regarding “C Programming,” and “C
Programming” is generated as a link in the post to the receiver.

The link information for conversation evoked support is
intended to promote user communication for receivers by
offering information regarding the senders. We select the high
weight words from extracted feature words of the receiver’s
characteristics, and detect information on other friends (linked
with the receiver through the network) related to the post as
link candidates using cosine similarity the high weight words
through the formula given below. In Figure 5, it is determined
that a friend is similar to the sender and mentions “the exam”,
and “the exam” is generated as a link in the post to the receiver.

Sim(−→x ,−→y ) =

∑|V |
i=1 xi · yi√∑|V |

i=1(xi)2 ·
√∑|V |

i=1(yi)
2

, (5)

where −→x denotes the feature vector of user x, and −→y denotes
the feature vector of user y. Furthermore, |V | is the number
of dimensions of the feature vector.

V. EVALUATION

In this section, we first extract the actual data from a
wedding community website, in order to verify the user
characteristic extraction method by extracting feature words
for all posts of each user. Next, we detect similar users by
comparing the cosine similarity with collaborative filtering.
The dataset consists of 6,361 posts by 588 users during six
months. Table IV shows the distribution of the numbers of
comments for each user.

A. Experiment 1: Verification of User Characteristic Extrac-
tion on a Wedding Community Website

To evaluate our user characteristic extraction method, we
extracted feature words from all posts of each user. We
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TABLE V. COSINE SIMILARITY AMONG 588 USERS.

Value #user combinations
0 - 0.1 154,132
0.1- 0.2 16,158
0.2 - 0.3 2,022
0.3 - 0.4 209
0.4 - 0.5 46
0.5 - 0.6 7
0.6 - 0.7 4
0.7 - 1.0 0

compared the following three methods:

1) TF
2) TF-IDF (DF = all of users)
3) TF-IDF (DF = the users before or after marriage)

We extracted 7,728 terms from 588 user posts.
Table III shows the top 15 feature words for users A, B,

C, and D for each method. Bold words indicate that feature
words are related to these users. We found that many feature
words are proper nouns for methods 2 and 3, such as “fish
paste” and “limousine.” However, for method 1, we found
common words that all users often use, i.e., there are no
effective words that can be considered as feature words. We
determined that calculating using IDF is a more effective way
of extracting feature words. However, there are no differences
between methods 2 and 3. The IDF values imply how the
words are generally used by many users. If the IDF value is
high, then the word is rarely used among users, and similarly if
it is low the word is common among users. Therefore, there are
no differences between the posts of users before marriage and
the posts of those after marriage. Thus, we considered different
definitions of document groups, which are not limited to the
marital status.

Our results suggest that in the future we need to remove
common words, because some generally used words were
identified using methods 2 and 3.

The above discussion confirms that many feature words of
users are effectively extracted using TF-IDF methods, namely
methods 2 and 3. To detect user characteristics with feature
words, more advanced methods are required.

B. Experiment 2: Verification of User Detection on a Wedding
Community Website

In our active communication mechanism, the similarities
between users constitute the key aspect for recommending
users. In the previous section, we described our classification
scheme that classifies users based on similarities of three axes.
In this manner, we choose the most suitable users to promote
communication.

To evaluate the similarities between users, we compared
two calculation methods. The first is the proposed method,
specifically the content-based recommendation method using
the cosine similarity with active profile information. The
second method is an item-based recommendation method that
uses collaborative filtering with static profile information and
marriage status. As mentioned previously, we calculated the
cosine similarity based on user characteristics, which consist
of feature words for each user. Therefore, each user has
feature vectors of TF-IDF values. In Experiment 1, method

TABLE VI. COLLABORATIVE FILTERING AMONG 30 USERS.

Value #user combinations
-1.0 - -0.9 0
-0.9 - -0.8 0
-0.8 - -0.7 2
-0.7 - -0.6 4
-0.6 - -0.5 5
-0.5 - -0.4 8
-0.4 - -0.3 8
-0.3 - -0.2 15
-0.2 - -0.1 23

-0.1 - 0 26
0 - 0.1 35
0.1- 0.2 39
0.2 - 0.3 40
0.3 - 0.4 38
0.4 - 0.5 41
0.5 - 0.6 41
0.3 - 0.7 44
0.7 - 0.8 31
0.8 - 0.9 26
0.9 - 1.0 9

2 is the most useful method for extracting feature words.
We also calculated the cosine similarity based on the feature
words produced by method 2. Collaborative filtering is also
a method used to calculate similarities between users. This
method calculates similarities using user login information as
items for each user. This is mainly used to recommend other
items to users according to the following formula:

Sim(X,Y ) =

∑
(x− x̄)(y − ȳ)√∑

(x− x̄)2
∑

(y − ȳ)2
. (6)

This equation calculates the similarity between users X and
Y . On a wedding community website, users create individual
accounts by answering questions regarding their wedding
planning. For example, “Do you agree with a simple style
marriage?” For each question, a user may choose from one
of the following responses: “Strongly disagree,” “Disagree,”
“Neither disagree nor agree,” “Agree,” or “Strongly agree.”
Each of these responses was assigned a numerical value rang-
ing from 1 to 5, for calculation purposes. We then calculated
the similarities using these numbers. Note that x̄ and ȳ denote
the averages of the chosen answers. For example, if a user
chose answer 1 and 5, the average value would be 3.

The users evaluated for our proposed user characteristic
extraction method are shown in Table III. For this evaluation,
we calculated 172,578 combinations from 588 users. The value
of the cosine similarity ranges between 0 and 1.

Table V shows the distribution of results for the cosine
similarity. The average value of all combinations is 0.045. We
found that many results of user combinations are below 0.1.
This can be attributed to the fact that most users talk about
different topics relating to their wedding planning. However,
some user combinations induce a high cosine similarity.

Table VI shows the distribution of results of collaborative
filtering. The value of collaborative filtering should be between
-1 and 1. For this method, the values are calculated based on
the answers from the questions regarding wedding planning
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Figure 6. Distribution of the cosine similarity and collaborative filtering 1.

Figure 7. Distribution of the cosine similarity and collaborative filtering 2.

when users are creating accounts on the wedding community
website. A high value implies that the users have similar
wedding planning ideas. For this evaluation, we calculated
435 combinations of 30 users. The average value of all
combinations was 0.304, which confirms that many users have
similar wedding planning tastes.

Based on these results, we compared two similarity cal-
culation methods. Here, we focused on user E, who has a
high cosine similarity with other users and often posts on the
wedding community site as a main user. We calculated all
combinations with user E. Therefore, there were a total of 588
values for the cosine similarity and 588 values for collaborative
filtering.

Figure 6 shows the distribution of the cosine similarity
and collaborative filtering for 10 users, specifically users E,
H, I, J, K, L, M, N, O, and P. Each dot corresponds to one
user and has two values: the cosine similarity with each user
and the collaborative filtering with each user. The vertical
axis corresponds to the values of the cosine similarity, and
the horizontal axis corresponds to the values of collaborative
filtering. We focused on two users for user E, specifically F
and G. Both of these users have high cosine similarity values
of over 0.6, but their values of collaborative filtering are 0 and
0.54, respectively.

First, we compared the posts of users E and F. A post
by user E describes their cousin’s impressive wedding and
the groom’s tears. On the other hand, a post of user F

describes how their cousin’s wedding was organized. Even
though common words were used in their posts, the meanings
of these sentences and their topics are different.

Second, we compared the posts of users E and G. The post
from user E is the same one as mentioned above. A post from
user G describes their cousin’s wedding, with tears resulting
from a letter about a grandmother who has passed away. These
posts both mention the same type of wedding and their cousin’s
weddings with tears, even though the content of these posts is
slightly different.

As a result, we found that only calculating the cosine
similarity is not effective for detecting similar comments.
However, we found that calculating both the cosine similarity
and collaborative filtering is effective. Therefore, these two
methods can help to detect similar user comments in order to
evoke communications among users. However, we must still
evaluate different situations for a user by considering other
users’ axes and marriage statuses.

Figure 7 shows the distribution of the cosine similarity and
collaborative filtering for users E, K, M, N, and O. We found
several users that are particularly similar to these users, such
as users Q and R. In the future, we plan to propose methods
for clustering using the cosine similarity and collaborative
filtering.

C. Experiment 3: Verification of Recommendation Effect
We interviewed five users to evaluate effect of our pro-

posed recommendation system. On experiments 1 and 2,
we verified that our proposed methods work effectively to
detect recommended users. For this experiment, we evaluated
the similarities for comments and the communication desire
through interviews.

We interviewed five users of the wedding community
website. On this community website, majority of users want to
communicate with others to share their experiments, and want
to obtain information from other users. The purpose of using
this community website for the five users is same as for the
majority. Therefore, these five users’ opinions should reflect
the opinions of the majority on this website.

The interviewer evaluated the two questions below regard-
ing the users ’ own comments and those of recommended
users.

1) Similarity of comments
2) Communication desire

As mentioned in Section III, this system is able to recom-
mend five patterns of different users (see Table I). For this eval-
uation, we considered two kinds of comments: 1) comments of
recommended users whose preferences are similar according to
one of the patterns 1, 2, 4, and 5; and 2) recommended users’
comments whose situation is similar, but whose preferences
are different, corresponding to pattern 3.

1) Other users’ comments
whose preferences are similar,
(corresponding to one of the patterns 1, 2, 4, 5)

2) Other users’ comments
whose situation is similar,
but whose preferences are different,
(corresponding to pattern 3)
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TABLE VII. VERIFICATION OF RECOMMENDATION EFFECTS.

Recommended user Comments similarity (adv) Communication desire (adv)
1. High posting similarity 3.00 3.33

(users with similar preferences)
2. Low posting similarity, but high static similarity 2.89 3.56

(different preferences and similar situation)

TABLE VIII. EFFECTIVE RECOMMENDED USER FOR ACTIVATING
CONVERSATION.

Similar Situation Different Situation
Similar Preference Good Good

Different Preference 　 Very Good —

Figure 8. An example of recommender system.

Table VII presents the results of the interview experiments.
The five users answered using the numbers between 1 and
5. The number 1 indicates strong disagreement, and 5 means
strong agreement. According to the results, we can see that
recommending other users is effective for activating commu-
nication, as the users want to communicate with others.

However, we could determine whether recommending a
user who has a similar situation and different preferences is
more effective than recommending similar users. We assume
that recommending a similar user would activate communica-
tion, but this turned out not to be true at all (see Table IV).

Through this experience, we created one example of our
proposed recommendation system (see Figure 8). In this ex-
ample, based on the original user, the recommended user’s
situation is similar, but their interests, which also correspond
to preferences, are different. We could determine that their
conversations will be activated through this experiment by
interviews.

D. Experiment 4: Verification of User Characteristics on SNS
The purpose of this evaluation is to verify whether our

proposed method is useful for extracting user characteristics
based on SNS user behavior. We acquired posts for public
online course pages using the Facebook API2 as follows:

• A: the latest 50 posts of “Exciting Programming
Starting from Elementary School”

• B: the latest 50 posts of “Online Programming Learn-
ing Service on APP Development”

A is an online course for programming beginners, and B is
an online course for advanced learners in programming. In this
evaluation, we extracted feature words as user characteristics
of A and B by using the following four methods:

1) The weight of word i given by Eq. (1)
2https://developers.facebook.com/

2) 1) × #likes of posts with i
3) 2) × #shares of posts with i
4) 3) + 1) for each reply × #likes for each reply

Here, #likes and #shares for A or B were normalized to fit
within the range of 0 to 1. As described above, we proposed the
following methods to test: 1) TF-IDF, which was calculated
using only the text that the user has posted; 2) integrating the
value of 1) with the number of likes, which was normalized as
the weight; and 3) integrating the value of 2) with the number
of shares, which was normalized as the weight. In addition,
4) we verified user characteristics (feature words) by adding
the value of 3) to the value obtained by integrating 1) TF-IDF
for each comment with the number of likes for each comment.
Table IX shows the top 15 feature words for A and B obtained
using each method. Bold words denote feature words that are
related to A or B.

We found that many feature words are proper nouns, such
as “Graduate School of Information Science and Technology,
The University of Tokyo” and “jQuery UI.” In all methods, the
ranking orders of the same feature words are different, and
several feature words are different. For example, the feature
word “Kenichirou Mogi” of A ranked highest for method 1,
and does not occur in the top 15 for methods 2-4. In this work,
high weight feature words representing user characteristics are
used to extract the relationships between users. Therefore,
these feature words for generating feature vectors for each
user are useful for both receivers and senders in conversations.
According to the correlations between the method 1 and other
methods found by comparing the rankings of the top 15 feature
words based on Spearman’s rank correlation coefficient, the
correlation coefficient for methods 1 and 2 is 0.77, that for
methods 1 and 3 is 0.76, and the value for 1 and 4 is
0.72. Although the correlations between method 1 and the
other methods are similar, method 4, which considers #likes,
#shares, and replies, is different from method 1. In addition,
the correlations between method 1 and the other methods are
not high, and we could confirm that the feature words obtained
using these four methods are different.

As discussed above, many proper nouns occur that do
not require knowledge assistance. Conversely, common words
are widely used, and they are not useful for our proposed
system. In the future, we need to improve the calculation
method in order to remove common words when extracting
user characteristics.

E. Future Work

We verified the validation of our proposed system by
evaluation, however, we still need to consider several points of
our proposed methods as future work. In the future, we plan
to enhance the proposed method based on our experimental
results, and evaluate the effects of user recommendations.
Furthermore, we plan to extract the relationships between users
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TABLE IX. TOP 10 FEATURE WORDS OF A AND B.

Method A B

1) Kenichiro Mogi, Nikkei software, debate, Graduate School of Information
Science and Technology, The University of Tokyo, Kuramoto Daishi,
innovation, self-expression, industrial competitiveness conference, robot pro-
gramming teaching materials, programming compulsory subject, Newsweek
Japanese version, trilingual, study Roh, Mitsuru Sugaya, account every single

CSS3, EdTech JAPAN Pitch Festival vol.4, go to jappan, Higher or Lower,
IE 　 KMD 　 Venture Day Tokyo, jQuery UI, Tech academy, u-note,
parallax, Engineering, good, SF JAPAN NIGHT semi Finals team, learning,
Now we’re hiring a great web designer, SF JapanNight

2) Hour of Code Japan, Graduate School of Information Science and Tech-
nology, The University of Tokyo, programming compulsory, scratch Di,
Prof. Yoshiaki Hashimoto, PC away, a few lines, study Roh, Show&Tell,
Touch& Try, Code.org, World Business satellite, self-expression, Minecraft
EDU，robot programming

CSS3, jQuery UI, Thanks for Five Thousand Fans, learning, u-note, Higher
of Lower, feedback, SF JAPAN NIGHT semifinalists decision, intern, we’ll
launch a radical web wervice which, Trello, Pyhonista, Now we’re hiring a
great web designer, SF Japan Night, This new service has already decided

3) scratch Di, Graduate School of Information Science and Technology, The
University of Tokyo, Show &Tell, Touch &Try, Prof. Yoshiaki Hashimoto,
Hour of Code Japan, PC away, study Roh, robot programming, Code.org,
World Business Satellite, programming a compulsory subject, Nikkei style，
the former, co-workers

Yukihiro Matsumoto, learning, object-oriented scripting language, jQuery
UI, server-side scripting language, tab, SF JAPAN NIGHT semi fainalists
decision, Higher or Lower, the three-column layout, already learned, inquiry,
voice, learning situation, Mats，CSS3

4) nowadays, education, scratch Di, faculty side, Graduate School of Informa-
tion Science and Technology, The University of Tokyo, Show &Tell, Touch
&Try, compulsory, high school, Nikkei BP booth, challenge, Prof. Yoshiaki
Hashimoto, maximum, case, Hour or Code Japan

very, sue, Yukihiro Matsumoto, learning, Koushou Kawasoe, object-oriented
scripting language, jQuery UI, server-side language ban, tab, SF JAPAN
NIGHT semifinalists decision, Higher or Lower，three-stage assenmbly
layout, already learned, inquiry, voice

by constructing a matrix based on user behavior, as in our
previous work [30].

Our proposed method has only been applied to users of an
existing wedding community website in Japan. It should also
be considered for intercultural communications. Furthermore,
we are planning to verify this mechanism on other community
websites.

Moreover, we are planning to propose a more effective user
interface that considers the security implications of sharing and
combining the information. Some users may feel annoyed to be
suggested to other users, and so this system requires additional
options to protect privacy. This problem should be discussed
more in future research.

VI. CONCLUSION

In this paper, we proposed an active communication mech-
anism for a wedding community website. This mechanism rec-
ommended users who may potentially evoke communications,
as well as their comments. To detect users, this mechanism
classified all users according to three axes, specifically “Static
Profile Information,” “Marriage Status,” and “Dynamic Profile
Information.” We then calculated the similarities between users
using the cosine similarity. To extract comments that were
posted on a wedding community website by recommended
users, our mechanism detected the most closely related com-
ments. We also proposed an activation mechanism for e-
learning. Finally, we evaluated the method for extracting user
characteristics from posts by comparing TF-IDF methods, and
evaluated the similarity calculation methods using the cosine
similarity and collaborative filtering. Moreover, we verified the
extraction of user characteristics using data from Facebook.
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Abstract—Drawing on semiotic theories, the paper proposes a 
new concept of annotation – called semiotic annotation – whose 
goal is to describe the multilayered articulation of meaning 
inscribed within narrative video commercials by their 
designers. The approach exploits the use of a meta-model of 
the narrative video genre providing the conceptualizations and 
the vocabulary for analysis and annotation. By explicating 
design knowledge embodied in the video, semiotic annotation 
plays the role of intermediate level knowledge between the 
meta-model (an informal ontology) and practice (the concrete 
video artifact). In order to assess the feasibility of the 
approach, a test bed is presented and results are reported. A 
final discussion about the potential contribution of semiotic 
annotation in the fields of Research Through Design, 
Technological Mediation, and Interface Criticism concludes 
the study. 

Keywords-video; content annotation; ontology; semiotics; 
advertising; semantic web. 

I.  INTRODUCTION 
This paper is about representation and semantic-based 

content annotation of narrative video commercials during 
production. It is an elaboration and extension of previous 
work presented in the IARIA Fifth International Conference 
on Building and Exploring Web Based Environments [1]. 
Narrative video commercials are multimodal artifacts used in 
the domains of marketing and advertising to communicate a 
product's features, a public service announcement (PSA), or 
abstract concepts such as a brand personality [2] or brand 
identity [3] through a story-like format. The intention is to 
persuade people to buy the product or, in the case of brand 
communication, to resonate with brand meanings (e.g., brand 
core values) [4].  

Nowadays, video advertising covers a wide range of 
products differing in production quality, time length, and 
distribution. Standardization activities made by the IAB 
(Interactive Advertising Bureau) have provided several 
formats and guidelines to improve the development process 
of this genre of artifacts and to enhance the viewer 
experience [5][6]. 

A number of reasons motivate the use of stories in 
advertising. First, humans are storytellers. They use 
narratives as a natural and effective way to understand, 
structure, and communicate their experiences. This is 

because narratives evoke more meaning and emotions than 
bare facts. Narratives are also crucial for our understanding 
of time and time-based events as well as for understanding 
own identities and self [7]. Second, narratives have an 
intrinsic persuasive potential that is related to the extent that 
viewers/readers are "transported" into the world of the 
narrative and become involved with its protagonists [8]. 
Strong immersion into a story reduces counterarguments 
against story assertions, creates a lifelike experience, and 
provides strong connections with characters, all of which 
facilitate narrative persuasion [9][10]. Third, studies show 
that recall of narrative information is twice as likely as 
recall of expository information [9].  

Narrative video commercials demand a careful design 
activity. A critical decision is, for example, how to integrate 
the persuasive message (e.g., information intended to 
influence the audience) with the story told by the video. 
Another decision is how to combine narrative persuasion 
with other non-narrative persuasive mechanisms such as 
reasoned arguments, statistical evidence, celebrity 
endorsement, etc. in order to achieve maximum 
effectiveness. Yet, another problem arising in brand 
communication concerns the development of a brand-
specific design language, i.e., to decide how to 
communicate abstract meanings such as brand values and 
personality by a systematic and consistent use of expressive 
features (e.g., visual shapes, color scheme, auditory timbres 
and leitmotifs). This process - called semantic 
transformation - has been extensively studied in the field of 
industrial design [11] but has received much less attention in 
the field of multimedia design [12]. 

It should be evident from the above discussion that 
describing and annotating the (semantic) content of 
narrative video ads during the design process poses several 
problems due to the density and complexity of meanings 
that are inscribed into these kinds of artifacts. The 
annotation can be reduced neither to the description of what 
is depicted in the video nor to the specification of the 
general theme/claim of the video or the description of basic 
visual and auditory features. Rather, it should be possible to 
capture the entire range of meanings inscribed within the 
product including deep values, narrative structure, figurative 
and plastic meanings, rhetorical and persuasive 
mechanisms, to name only a few. Most importantly, the 

145

International Journal on Advances in Internet Technology, vol 10 no 3 & 4, year 2017, http://www.iariajournals.org/internet_technology/

2017, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



annotation should be able to capture the relationships 
existing among all these meanings, i.e., their articulation in 
different conceptual layers within the artifact and their 
distribution across representation modalities (i.e., written 
words, images, sound objects).  

In this paper, we address this problem by exploiting 
contemporary semiotic theories. We wish to evaluate 
whether a semiotic perspective provides a useful meta-
model for the analysis and annotation of audio-visual 
resources and narrative video commercials in particular. 
Semiotics studies signs, meaning, and sense-making. It 
addresses processes of signification by investigating the 
ways meaning arises from mappings among sign structures. 
Therefore, it can be used to model the content and 
expression of a narrative video commercial intended here 
informally as "the sum of meanings that the designer intends 
to communicate through the space/time composition of the 
audio-visual resources that constitute the video 
presentation". 

An important assumption is that the content of the video 
commercial is the result of an intentional act of designing 
intended as meaning-making or rhetorical argumentation 
[13][14][15]. This assumption does not hold - or only 
partially holds - for other types of audio-visuals such as 
surveillance videos, home videos, documentary and 
scientific videos, news videos, etc. where the content is 
largely determined by what happens in the reality and its 
structure depends on the nature of events being recorded 
rather than on high control over screenplay, editing, and 
filming. In narrative artifacts, in particular, the meaning is 
strictly related to experience and its constitutive components 
namely the sensorial, cognitive and affective component 
[16]. Therefore, designing a narrative video ad means 
embedding, within the artifact, the conditions for affording 
in the viewer an intended experience. The artifact, thus, 
plays the role of mediator (of experience) between the 
intentions of a sender (intended, here, metonymically to 
represent all parties involved in the development of the 
video including sponsors, client, designers, producer) and 
the interpretation of a receiver (the user, consumer) [17]. 

We are interested in the production side of this 
framework: how meaning (e.g., projected experience) is 
intentionally constructed and articulated during the message 
construction process, how it is embedded in the video and 
gives form to it. Consequently, by semantic annotation, we 
refer to a kind of "serious" annotation performed by trained 
professionals in the course of video development [18][19]. 
Its aim is to capture the intended and inscribed meanings in 
order to exploit them not only for retrieval, filtering, and 
browsing tasks but also for explanation, critical evaluation, 
and content (i.e., meaning) reuse. We shall not address 
online user' annotation or social tagging although they 
obviously represent an important contribution to the 
development of the field. 

The paper is organized as follows. In Section II we 
review related work about multimedia semantic-based 
content annotation. Section III introduces the concept of 
Semiotic Annotation that is at the core of our approach. This 
kind of annotation exploits a semiotic compliant informal 

ontology (i.e., a meta-model) of the artifact under 
consideration. A critical discussion of available ontologies 
of narrative videos is presented as well as some basic 
requirements the design of an ontology supporting the 
proposed approach should satisfy. In Section IV, we 
illustrate the meta-model we have developed for semiotic 
annotation. It specializes our previous work on hypermedia 
[20][21] for the narrative video commercial genre. An 
example of application is presented in Section V while 
possible uses and implications for research are discussed in 
Section VI. Finally, Section VII summarizes the strengths 
and limitations of the approach and draws the conclusions. 

II. RELATED WORK  
The term "annotation" can denote both an activity (i.e., 

the process by means of which additional data - metadata - 
are attached to existing data) and the result of that activity. 

Models and technologies for annotation have been 
studied within many communities, with different goals and 
perspectives. In the digital library community, for example, 
metadata is seen as a way of supporting cataloging and 
retrieving information in a large collection of documents 
[22]. In the knowledge representation community, the focus 
is, instead, on representing the underlying content of a 
document rather than describing the document that contains 
the content [23]. In the semantic web community, an 
annotation is viewed, first of all, as a tool for representing 
and linking resources together in order to support 
information retrieval, filtering, and browsing [24]. 

Figure 1 represents a basic model of an annotation A in 
terms of a tuple, i.e., A=< as, ao, ar, ac > where as denotes the 
annotated data (i.e., the subject or target of the annotation), 
ao the annotating data (i.e., the object or body of the 
annotation), ar the annotation relation (i.e., a predicate that 
defines the type of relationship existing between annotated 
and annotating data) and ac the context in which the 
annotation is made [25], [26]. The context includes several 
facets such as, for example, who makes the annotation (e.g., 
a single individual, a group, an automatic system; an expert 
annotator of a casual user); when (e.g., during different 
phases of the development process of a resource; during its 
use); why (e.g., for classification, description, retrieval, 
filtering, explanation, browsing, reuse); how (e.g., manually, 
semi-automatically, fully automatically; using free text, 
controlled vocabularies, taxonomies, ontologies); and 
application domain (e.g., entertainment, news, marketing, 
brand management). 

The two most widely known approaches towards 
machine processable and semantic-based content annotation 
are the Semantic Web Activity of the W3C [27] and the ISO 
efforts in the direction of complex media content modeling, 
in particular, the Multimedia Content Description Interface 
(MPEG-7) [28]. 

The Semantic Web approach provides a structured set of 
cooperating languages (e.g., RDF, RDFS, OWL) and 
processing tools to define ontology vocabularies. It supports 
reasoning with ontologies but does not specify any 
collection of specific metadata for multimedia products. 
Andrews, Zaihrayeu, and Pane [24] surveying various 
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Figure 1.  Annotation model: as is the target of the annotation, ao the body, 
ar the annotation relation and ac denotes contextual information (i.e., who 

makes the annotation, when, how, and the application domain). 

annotation systems for the web, investigate existing models 
for representing annotations and analyze their different 
characteristics, forms and function. Based on this analysis a 
classification scheme for annotation models was developed 
that distinguishes three main dimensions namely: i) the 
structural complexity of annotations (e.g., simple labels, 
attribute/value pairs, structured collections of concepts and 
relations), ii) the type of vocabulary used (e.g., free text, 
controlled vocabulary, taxonomies, ontologies), and iii) the 
level of user collaboration in sharing and reusing semantic 
annotation, and in the collaborative construction and 
evolution of the underlying vocabulary or ontology. 

MPEG-7 is aimed at providing standardized means for 
describing audio-visual data content in multimedia 
environments [29]. The standard provides a set of 
descriptors and description schemes specifying the structure 
of the metadata elements, their relationships and the 
constraints a valid MPEG-7 description should adhere. It 
does not incorporate formal semantics and it is based on 
XML encoded metadata. As a consequence MPEG-7 is not 
open to standards that represent knowledge and make use of 
existing controlled vocabularies for describing the subject 
matter. Moreover, its XML schema-based nature has led to 
design decisions that leave the annotations conceptually 
ambiguous and, therefore, prevent direct machine 
processing of semantic content descriptions. In order to 
overcome these limitations, several approaches have been 
published providing a formalization of MPEG-7 as an 
ontology. A survey of these initiatives is provided by [30] 
where a detailed comparison of MPEG-7 compliant 
ontologies - such as Hunter's ontology, AceMedia, 
SmartWeb, Boemie, Rhizomik and COMM - is made on the 
base of three main dimensions namely: 1) low-level 
descriptors covering  visual and audio features; 2) structural 
descriptions pertaining to the decomposition and 
localization of content parts; 3) subject matter descriptions 
expressing the semantic conveyed by a multimedia resource. 

What emerges from the analysis is that most of the 
approaches use a modular architecture to mainly represent 
structural issues and low-level features, using OWL DL 
formal languages. Subject matter descriptions are usually 
demanded to external top ontologies such as SUMO or 

DOLCE or domain-specific conceptualizations. The COMM 
ontology (Core Ontology for MultiMedia) [31] constitutes 
one of the more recent approaches to the formalization of 
MPEG-7 descriptions semantics. It extends the 
Description&Situation pattern (D&S) and Ontology of 
Information Objects (OIO) of DOLCE by re-engineering the 
MPEG-7 description tools in order to provide a common 
foundational framework for describing multimedia 
documents. 

A comparison between MPEG-7 and several other 
multimedia metadata standards is discussed in [32][33]. The 
analysis is made according to several dimensions including 
the specific media production process - e.g., premeditate, 
capture, archive, query, message construction, organize, 
publish and distribute [34] - during which the metadata are 
intended to be used.  

What emerges from the comparison is that a support for 
describing semantic content linked to premeditate, message 
construction, and organization processes is generally 
missing. The premeditate process is where initial ideas 
about media production, e.g., goals, intentions, target 
audience, subject, genre, deep values are established; the 
message construction and organization processes are where 
the author/designer specifies the message he/she wishes to 
convey and media assets are organized according to the 
message. 

MPEG-7, for example, supports premeditation in the 
CreationInformation description scheme and in the 
Classification scheme [29]. The former allows the annotator 
to represent date, place, action, material, staff involved in 
the creation of the content entity. The latter allows the 
annotation of the artifact with information about the subject, 
genre, purpose, and market segment. However, these data 
are completely disconnected with respect to content 
structure and semantics. As an instance, the genre is a label 
that is associated to the entire multimedia product; it cannot 
refer in any way to discourse structure or to expressive 
characteristics that are used to materialize that genre in the 
artifact. As a consequence, it is difficult to understand how 
the genre is intentionally constructed and articulated within 
the message during the design process, how it shapes the 
message and how users can infer the designer’s intentions – 
both informative and persuasive. A similar argument can be 
stated for product purpose, intended audience and so forth. 
It is not possible to explain how a purpose is achieved in 
that artifact, how an intended audience is inscribed within 
the artifact itself, or why a specific design decision has been 
made. 

As far as message construction and organization 
processes are concerned, the MPEG-7 standard provides 
very high flexibility by introducing general-purpose 
descriptor schemes for representing a wide collection of 
story-related semantic entities such as objects, people, 
events, concepts, states, places, and time together with their 
properties and relationships [29]. In practice, this flexibility 
is hindered by the fact that the annotator is left alone in 
using these descriptors to model a narrative.  

The problem is that to be a true narrative, a text must 
exhibit a specific quality called narrativity [35]. This 
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quality, that may be present in various degrees, is the result 
of a set of interrelated structural factors (e.g., clear structure, 
genre typicality, affective structure, dramatic mode) [36], 
that are not taken into account by MPEG-7 and the other 
multimedia metadata standards alike.  

In other words, to build a narrative, it is not sufficient to 
have the main ingredients, it is necessary to know how to 
put these ingredients together in order to reflect the specific 
qualities of this kind of genre. MPEG-7 and other standards 
provide the What but do not support the How. 

For the genre of narrative video commercials that are the 
scope of the present article, what is needed is a vocabulary 
(and a conceptualization) that is able to bridge the gap 
existing between abstract concepts such as purpose, 
narrativity, narrative structure, discourse structure, intended 
values, affective states of the story's characters, etc. and 
perceptual qualities such as basic visual and auditory 
features. The aim of the research described in this paper is 
to explore how it is possible to represent this kind of 
meanings and use them to annotate the message in order to 
exploit it for content retrieval, explanation, and reuse. 

III. SEMIOTIC ANNOTATION 
In this section, we introduce the concept of semiotic 

analysis and annotation that is at the core of our approach 
[1]. This process exploits a meta-model (i.e., an informal 
ontology) of the narrative video genre. Therefore, we first 
review some relevant conceptualizations that have been 
proposed in the past to describe or annotate narrative videos. 
The analysis and comparison of these conceptualizations 
allowed us to identify a set of requirements for the 
development of our meta-model that will be illustrated in 
Section IV. 

A. Semiotics 
Semiotic studies cover a wide range of theories, models, 

and conceptualizations according to the specific intention 
they try to achieve and the unit of inquiry they address. 
Classical semiotics assumes the concept of sign as the main 
unit of signification and studies languages as sign systems 
[37]; interpretative semiotics focuses on processes of 
interpretation (i.e., semiosis) [38]. Contemporary semiotics 
extends its scope to the text construct intended as a unit of 
interrelated sign structures while Social Semiotics 
investigates human signifying practices in specific social 
and cultural circumstances [39]. More recent developments 
studies mediated experiences [40], technical artifacts and 
design [41][42].  

What is common to all these approaches, regardless the 
variety of perspectives, is a focus on meaning, meaning 
construction (sense-making) and communication. As stated 
by Scolari [43]: “Semiotics studies objects (texts, 
discourses) to understand processes (sense production and 
interpretation)". From this point of view, semiotics appears 
as a methodology. What it actually does is to reflect on the 
more appropriate methods that can be used to perform the 
analysis of communicative and physical artifacts viewed as 
kind of multimodal texts. As a consequence, it elaborates 
tools (e.g., conceptualizations, models, grids of focal 

queries) for making the analysis and tests the effectiveness 
of these tools with concrete artifacts. 

B. Semiotic analysis and annotation 
By semiotic analysis, we mean a process of knowledge 

acquisition based on decomposition and re-composition of a 
given communicative artifact. Its aim is to unfold the 
articulation of meaning inscribed within the artifact by its 
designer/author. The basic assumption is that the intended 
meaning is spread over different interconnected forms - 
understood, here, as structured sets of relationships among 
content or expression entities - deployed within the artifact. 
The decomposition and re-composition processes are always 
based on some idea or conceptualization - a meta-model or 
(informal) ontology - of the genre of artifact under 
consideration. To be effective, such a conceptualization 
should be capable to capture the internal articulation of 
interconnected forms that are inscribed within the artifact. 
The result of the semiotic analysis is a partial or complete 
instantiation of the meta-model, i.e., a description (model) 
of the artifact that is then used for the annotation.  The 
process can be detailed as follows (Figure 2): 

• Step-0. An object - e.g., a clip video in the current 
case - is selected and regarded as a text, i.e., an 
autonomous, multilayered and organic unity having 
a goal/purpose: to produce effects by means of 
signification processes. 

• Step-1. A meta-model of the type of object under 
consideration is selected as a reference guide to 
individuate main parts and relationships. The text 
object is decomposed accordingly. 

• Step-2. Constituent parts and relationships are 
investigated, in turn, in order to understand how they 
may contribute to the functioning of the whole. To 
this end, a re-composition of the parts into the whole 
is mentally attempted and a description (model) of 
the artifact is produced. Again, the meta-model is 
used to build the description. This step involves a 
back-and-forth movement between pointing out 
material particulars and relating them to interpreted 
wholes. 

• Step-3. The result of the analysis is used to annotate 
the object. 

 As shown in the figure, several meta-models of the type 
of object under consideration may be available, at a certain 
time, for supporting analysis and annotation; so the 
selection of an appropriate one depends on specific purposes 
and interests of the analysis. If we assume that the 
considered artifact is an organic unity and we seek to 
explain this unity, not all meta-models are equally 
appropriate for the task. We need a meta-model that 
embodies a hypothesis about the general organization and 
internal coherence of the elements that constitute the 
artifact. This coherence may have several sources, including 
the existing relationships between the artifact's structure and 
its function, the artifact's genre, author's style, the cultural 
meanings associated with multimodal materials. In this way, 
the annotation is not simply used for classifying the artifact 
elements into categories; we want to relate the elements and 
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their respective categories in order to explain its organic 
unity. Moreover, meta-models may change over time 
reflecting the interests and tastes of mainstream research 
communities. As a consequence, also the aspects of an 
object that are deemed relevant change. In the field of 
multimedia design, for example, we have witnessed a shift 
of interest from pragmatic issues related to technology, 
product utility, usefulness, and performance to hedonic 
aspects that are related to the whole human experience such 
as aesthetics, pleasure, fun, values. The meta-models have 
evolved accordingly. 

It should be stressed that the process of semiotic 
annotation does not occur in the vacuum but within a 
specific pragmatic situation and a social and cultural 
context. The result of analysis and thus the annotation are 
simultaneously personal and inter-subjective. The 
annotation is personal because it is particular to the 
individual analyst, his/her knowledge, and experience. It is 
inter-subjective because the analysis is driven by a meta-
model that represents a shared conceptualization within a 
community of practice, i.e., it is socially constructed. In this 
way, the personal dimension is balanced both by the 
qualities found in the object itself, and the characteristics of 
the meta-model. The interpretation must start from 
empirical qualities but is completed by the experience of the 
analyst and the knowledge embedded into the meta-model. 

Finally, the process of semiotic analysis and annotation 
is also a process of evaluation of the meta-model itself that 
may be modified and enriched in order to better represent 
concrete artifacts. 

C. Ontologies of narrative videos 
Quoting Gruber [44] an Ontology is an: "explicit and 

formal specification of a shared conceptualization about a 
given domain of interest". We are interested in the 
knowledge level (conceptualization and vocabulary) of an 
ontology rather than its symbolic level (formal 
representation). At this level Ontologies are meta-models. 
They provide the concepts (of entities, properties, and 
relationships) and the vocabulary that can be used to build 
models (e.g., descriptions) of specific things belonging to 
the considered domain of interest. By specifying the 
conceptual primitives, a meta-model implicitly defines the 
set of questions (called competence questions) that can be 
answered using the conceptualization. Ontologies are 
always incomplete and perspectival, i.e., they partially 
represent the domain of interest and they do it from a 
specific point of view that is related to the intended purpose 
of the ontology. 

In this subsection, we briefly review some relevant 
conceptualizations of digital video with specific attention to 
those models aimed at annotation or indexing tasks or 
including narrative features. Before doing that it is worth 
attempting to characterize the nature of a narrative video 
viewed as a cultural artifact (e.g., a semiotic text) rather than 
a technological object featuring specific digital data 
structures, video format, compression algorithms and so 
forth [45]. Therefore, in this paper, a video is conceived of 
as a tangible object, a space-time dynamic configuration ( a 

 

Figure 2.  Analysis and annotation processes: 0) object selection, 1) 
decomposition, 2) re-composition, and 3) annotation steps. Object 

decomposition and re-composition are driven by a meta-model of the genre 
of object under analysis. 

presentation) of visual and auditory signs that are inscribed 
within a material support using specific techniques, and are, 
therefore, available for an activity of visual and aural 
exploration and interpretation by a subject (the user or 
viewer/listener). A narrative video is a video that satisfies 
the conditions of narrativity stated by Ryan [35] or, 
alternatively, that is compliant with one of the definitions of 
narrative proposed by Grimaldi [46]. 

Attempts to exploit narrative theory for describing and 
annotating audio-visual resources date back to the early 90s. 
An example is the research work by Davis [47] at MIT who 
proposed a set of base categories for narrative video 
representation including action, character, object, mis-en-
scene, cinematography. Davis explores annotation for video 
repurposing. More recently [48] illustrates a multilayered 
conceptualization of digital videos for indexing tasks that 
distinguishes among three main levels of analysis: layout, 
content and semantic index. For each level, a core set of 
descriptive concepts has been introduced. A similar 
proposal is the meta-model discussed in [49]. In this paper, 
video analysis and description is articulated into three 
dimensions: a spatiotemporal dimension representing the 
artifact at different levels of structural aggregation; a 
semantic dimension focusing on content (e.g., objects, 
events, plot structure) and an interpretative dimension 
inspired to film semiotics featuring different levels of 
interpretation (e.g., perceptual, cinematic, diegetic, 
connotative and sub-textual). Other relevant contributions 
are the research work by Stakelberg [50] and by Lombardo 
et al. [51] in the field of transmedia production and 
storytelling. The former contribution represents a very rich 
conceptualization (not yet an ontology) of transmedia 
narratives. The latter, developed within the CADMIO 
project, is focused on semi-automatic annotation of 
narrative artifacts and illustrates two computational 
ontologies devoted to characters and story respectively. 
Generative Theory by Greimas [52] is actually one of the 
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most widely used frameworks - in the field of contemporary 
semiotics - for the analysis of commercials video [53]. The 
framework distinguishes four interrelated levels of analysis: 
i) the textual level representing the concrete/physical 
manifestation of narrative content in terms of audio-visual 
features ii) the discourse level referring to thematic, 
figurative, rhetorical aspects iii) a shallow narrative level 
describing a story in terms of abstract roles (called actants) 
and narrative schemas (e.g., the narrative canonical schema) 
and iv) a deep narrative level that uses a specific tool called 
semiotic square to articulate deep semantic meanings such 
as narrative values (axiology). Signification unfolds by 
crossing these levels from shallow features of a video to the 
most abstract and deep ones. Although this framework is 
highly popular in the field of semiotic studies there are few 
attempts to transfer it (or parts of it) in the technical fields of 
multimedia analysis, design, and annotation. A notable 
exception is represented by the work illustrated in [54]. The 
authors exploit a framework of consumers' values proposed 
by Floch [55] within generative semiotics for automatic 
classification of videos and retrieval. Finally, the work by 
Bateman [56] and Tseng [57], although not strictly related 
to annotation tasks, are important contributions focusing on 
the application of Metz's semiotics of film and social 
semiotics, respectively, to the analysis of audio-visual 
artifacts. 

What emerges from the analysis of relevant literature 
can be summarized as follows. A common objective of the 
considered works is the attempt to represent the complex 
and multilayered syntactic and semantic structure of video 
artifacts at different abstraction and aggregation levels. 
However, the number of layers, their meaning, the links 
existing between layers, and the conceptualizations 
proposed to describe the semantic content of each layer vary 
from one approach to another. There are differences and 
ambiguities in the use of core terms such as for example, 
narrative, narrativity, discourse, plot, story, as well as their 
conceptual meanings. As an instance, the concepts of story 
and narrative are often used interchangeably and defined in 
various ways along a continuum ranging from the easiest 
definition (e.g., a narrative is a representation of one or 
more events) to the hardest one (e.g., a narrative is an 
emotion-evoking and value-laden representation of one or 
more characters in a series of chronological events that are 
connected by causality or agency and which progress 
through conflicts toward a climax). As a consequence, meta-
models of video artifacts vary in complexity and expressive 
power. The same concept of "event", which recurs in all 
definitions of story or narrative, is actually intended in 
different ways. Sometimes the term is used as a synonym of 
action or happening, i.e., something that - intentionally or 
unintentionally - occurs in time and space and produces a 
state transformation; other times it refers to the effect of an 
action (e.g., the state transformation itself); or to a state of 
affairs. These conceptual ambiguities hinder the 
development of usable and shared conceptualizations as the 
basis for interoperable ontologies. 

It seems that no one of the forenamed approaches is able 
to exploit the benefits of contemporary semiotic 

conceptualizations in their full potentiality. This is the aim 
of the present work as discussed in the next sections. 

D. Requirements for Semiotic Annotation 
That said, we present a list of requirements for the 

design of a semiotic compliant narrative video annotation. 
Our aim is to integrate concepts belonging to the MPEG-7 
standard with concepts that are drawn from contemporary 
semiotic fields, namely, visual semiotics, social semiotics, 
and generative semiotics. We have taken inspiration from 
classical theoretical papers in order to provide a 
conceptualization that is widely shared among experts in 
these fields. To this end we have aggregated the 
requirements into three main classes namely: syntactic, 
semantic and pragmatic requirements.  

At the syntactic level, the conceptualization should 
enable the annotator:  

- to structurally decompose the video presentation using 
different spatiotemporal aggregation levels. As an instance 
it should be possible to focus on single regions within a 
representative frame; on moving regions crossing a 
sequence of adjacent frames; or look at the video as a 
temporal sequence of more aggregated entities such as 
shots, scenes, sequences, and episodes. We need specific 
mechanisms for the univocal identification of the anchor of 
annotating data; 

- to describe the video using multiple structural 
decompositions. As an instance, a decomposition 
representing the video as a sequence of shots, another as a 
sequence of scenes and another one representing the same 
video as a sequence of homogeneous sound objects (e.g., 
music, silence, speech, effects) or combination of sound 
objects; 

- to relate together structural entities belonging to the 
same or to different decompositions (e.g., to represent the 
relationships existing between adjacent shots; between shots 
and scenes or between scene boundaries and sound objects); 

Structural decompositions constitute the scaffolding for 
the semantic level. They allow the annotator to represent 
compositional (or organizational) meaning that tells us what 
goes with what, what smaller units belong to what larger 
unit, how parts are related together, and how semantic 
meanings are distributed across the whole video.  

At the semantic level, the conceptualization should 
enable the annotator: 

- to associate basic kinetic and plastic features (e.g., 
shapes, colors, positions, textures, sizes, cinematic 
movements, visual contrasts, rhythm) to visual regions or 
structured groupings of regions within a frame or across 
frames [58]. To describe spectro-morphological features of 
sound objects (e.g., time features such as amplitude, 
envelope, loudness, tempo, and spectral ones such as pitch, 
timbre, harmony) [59]. 

- to associate a semantic construct (e.g., a figurative sign 
such as an object, subject, action, event, or abstract concepts 
such as goals, deep values, emotions) to visual or auditory 
fragments, and, indirectly to the plastic or spectro-
morphological features that characterize them [60]; to link 
the semantic constructs by several types of relationships 
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(e.g., spatial, temporal, logical, rhetorical, typological, 
mereological, causal, teleological relationships); 

- to associate dramaturgical patterns (e.g., the canonical 
narrative schema by Greimas [61], the Hero’s Journey by 
Campbell [62], the Dramatic Arc or Three Acts Model [63]) 
to visual or auditory segments of the video, and, indirectly, 
to the semantic constructs and expressive features that 
represent these segments at the syntactic and 
semantic/figurative levels; 

Semantic annotation allows the annotator to describe 
representational (or ideational) meaning that tells us what 
recognizable existents are represented, who is doing what, 
to whom, and with what means, what is happening and what 
is related to what and how.  

At the pragmatic level, the conceptualization should 
enable the annotator: 

- to identify the images, called simulacra, of all the 
participants involved in the production and use of the video 
(i.e., addresser, addressee, narrator, observer, actor) that are 
inscribed within the artifact and specify their 
interrelationships [64];  

- to describe the kind of relationship the designer/author 
of the video wants to evoke between the various subjects 
inscribed within the video and the intended user. 

Pragmatic annotation allows the annotator to represent 
interpersonal (or orientational) meaning that refers, for 
example, to social distance and intimacy, image acts and 
gazes, narrative engagement and power relationships [65].  

Table I exemplifies focal questions that can be used to 
direct the attention of the analyst to key perspectives and 
issues related to the three main types of meanings taken into 
account by social semiotics [39][66]. 

Finally, the conceptualization should provide the 
annotator with a set of relationships that can be used to link 
all the above aspects together in order to build the desired 
means/ends ladder: deep values with the storyline, the 
elements of the story with discourse segments and 
expressive qualities; expressive qualities with interpersonal 
meanings. 

IV.  THE META-MODEL 
We propose an informal conceptualization - a meta-

model not yet a formal ontology - that provides a core set of 
basic descriptors that can be used to perform a semiotic 
annotation according to the above requirements. It has been 
organized into four main related modules (called boxes): the 
text, discourse, story, and agent boxes. Figure 3 (left) shows 
a conceptual schema of the modules and their inter-
relationships. In this schema, and in the following ones, we 
use different graphical representations (i.e., types of arrows) 
to denote three main relationships: hyponymic (i.e., sub-
class-of relation), meronymic (i.e., part-of relation) and 
generic etherarchical (e.g., associative) relationships 
between core concepts. 

A. The Text Model 
By Text we mean a concrete manifestation of a 

narrative, i.e., a complex fabric of signs belonging to 
different semiotic modalities (e.g., moving images, sounds,  

TABLE I.  EXAMPLES OF FOCAL QUESTIONS RELATED TO TYPES OF 
MEANING AND LEVELS OF ANALYSIS   

Type of meaning Focal questions (examples) 

Compositional 
(Syntactic level) 
 

What constitutes the whole video text 
under analysis? How do you know what 
is and what is not a part of it? What is 
the most salient visual/auditory element? 
Which parts are related together? Which 
parts are separated? How are parts 
related together? 

Representational 
(Semantic level) 

What recognizable actors or participants 
in actions and relationships are 
presented? Persons? Concrete things? 
Abstract ideas, qualities? What 
relationships are presented among these 
participants? In what common or shared 
action, event, happening are they 
presented? What are le locations, 
settings, causes of, temporal location of, 
these relationships, actions, and events? 
How are actions, events synchronized or 
sequenced in time? What logical, 
rhetorical relationship among actions, are 
presented? What emotions are described? 
How emotions evolve over time? What 
values drive the story? 

Interpersonal 
(Pragmatic level) 

Who is the intended viewer/receiver of 
this video text? What internal features 
index anticipated qualities of the 
receiver? What qualities of the 
sender/author of the video are indexed by 
internal features? How does the video 
position the sender relative to the 
receiver? In a relation of power? 
Dominance? Intimacy? Formality? What 
does the video request or demand of the 
receiver? How? How does the video 
index the stance of the sender (or any 
voice it projects) toward the text itself? 
Toward the receiver? Toward its own 
representational content? 

 
written words) and conveying narrative content to the user's 
interpretation. 

The text model is a key issue of our conceptualization 
since it relates content with expression, according to the 
schema reported in Figure 3 (right). A Text has a T-
Structure composed by T-Segments and relations (T-
SegmentRel). Segments have been classified into several 
classes following MPEG-7 [29]. Relations include spatial 
and temporal relationships as described by Allen [67] and 
Galton [68]. 

A text segment is linked to a discourse segment 
representing its content and points to a set of sensory 
qualities and quality relations representing its expression. 
As sketched in Figure 4 (left), we distinguish between tonal 
- static, persistent - and rhythmic - dynamic, transient - 
qualities. Qualities may have associated facets and quantity 
spaces, i.e., domains of possible values. Color, for example, 
has hue, saturation and lightness as facets, and values in 
YCbCr or RGB color spaces. Sensorial qualities can be 
related together by several kinds of relationships such as 
contrast, affinity, and completion producing higher aesthetic 
effects such as salience, separation, connection, balance, 
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Figure 3.  An overview of the proposed meta-model (left);  the Text module (right). 

   
Figure 4.  Expression (left) and Discourse (right) modules. 

   
 

Figure 5.  Value module (left) and Agent module (right).
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symmetry, order, complexity or affective states (e.g., 
emotions, feelings, mood or atmospheres). 

From an experiential point of view, the text module is 
intended to capture the sensorial experience the user has 
when viewing/hearing a narrative video. This experience is 
strongly related to the visual and auditory qualities of 
semiotic materials. Plastic forms, in particular, represent an 
autonomous level of signification of the video that can be 
used to make sense [58].  

B. The Discourse Model 
Discourse (also "syuzhet") represents the content of a 

narrative, i.e., what is narrated by the text (e.g., the events of 
a story) and how it has been done (e.g., plot, rhetorical 
structure, stylistic choices). As shown in Figure 4 (right), a 
Discourse has a D-Structure composed of D-Segments and 
relations (D-SegmentRel). A D-Segment consists of D-
Setting and D-NarrativeStructure, the former specifying 
place, time and mis-en-scene; the latter specifying a 
structured set of narrative programs. A narrative program is 
defined in terms of D-Agent performing a D-Action and 
causing a D-Event intended here as a kind of state 
transformation. Narrative programs are related by logical, 
temporal or rhetorical relationships [69]. The concept of 
narrative program is a key concept of the proposed 
conceptualization. It is borrowed from Greimas [52][61]. It 
allows the annotator to represent "who does what": how 
actions are distributed among agents (see Figure 5, right) as 
well as the effects produced by the actions be they external 
physical changes, or internal cognitive, or affective 
transformations of subjects. As an instance, the effect of an 
action can be the acquisition or loss of a concrete object or 
person or of a more abstract entity such as freedom, 
knowledge, happiness. In any case, transformations can be 
interpreted as conjunction or disjunction processes of a 
subject with an object charged with values (object of value). 
Values have been classified according to Floch [55] into 
four classes namely, practical, critical, utopian and ludic 
values (Figure 5, left). Practical values refer to utility, 
usefulness; critical values to convenience, performance, 
quality; utopian values to identity, reflection, social 
relations, and ludic values to surprise, madness, 
astonishment, irony and pleasure including aesthetic 
pleasure. The selection of specific values in the construction 
of the story allows the author to realize specific marketing 
strategies. The discourse model is flexible enough for 
allowing the modeler to represent single actions, aggregates 
of actions occurring simultaneously or in sequence, and 
aggregates of aggregates (an entire story). Actions may be 
performed by the same agent or by different agents; they 
may occur in the same setting or in different settings. For 
narrative texts, several discourse structures have been 
proposed in literature such as [62][63]. Each of them 
decomposes a story in phases that are bounded by specific 
kinds of events and imposes a set of specific constraints on 
the narrative structures constituting each phase. As an 
instance, each dramatic arc of a Dramatic Arc model is 
strictly related to specific rhetorical relationships as 
discussed in [70]. Further constraints exist between 

discourse and text. Major events of a dramatic discourse 
structure such as the inciting incident, climax, resolution, 
etc. should be expressed, at the textual level, by appropriate 
sensorial qualities. Dramatic tension evolution as well as 
affective events (i.e., internal state transformations of main 
characters) should be sensed first, through appropriate 
visual images or melodic contour, then conceptualized. This 
imposes an internal coherence between narrative content 
and expression that is at the core of the semantic ladder we 
want to establish between different forms of meaning 
articulation. 

From an experiential point of view, discourse is intended 
to capture cognitive and affective aspects of the interaction. 
This experience is strongly related to figurative features, 
narrative structures and their spatial and temporal 
configuration. Figurative forms (formants), in particular, 
represent another level of signification of the video that is 
superimposed to plastic qualities [58].  

C. The Story Model 
Most of the literature [71] understands "story" (also 

"fabula" or "histoire") to be the events that constitute the 
content of a narrative. Since the story is embedded within 
discourse we do not specify a new model for it but use the 
conceptualization provided by MPEG-7 with minimal 
variations [29]. This conceptualization represents basic 
components of stories namely, existents (Object DS, 
AgentObject DS), events (Event DS), abstract concepts and 
states (Concept DS, SemanticState Ds), and settings 
(SemanticPlace DS, SemanticTime DS).  

D. The Agent Model 
The agent model takes inspiration from Enunciation 

Theory [64]. This theory suggests that every communicative 
artifact contains, inscribed within it, an image or 
simulacrum (i.e., a constructed representation) of the actual 
sender and receiver. These images are called the addresser 
and addressee respectively. They are embodied in the 
artifact in the sense that they are analytically available to the 
critic by means of a close analysis of the artifact itself. 

The agent model is aimed at representing the addresser e 
addressee and their relationships with the subjects of the 
story and discourse as they are prefigured by the product. 
More specifically, agents - individuals, groups or 
organizations - have been classified into two main classes: 
communication agents and narrative agents (see Figure 5, 
right). The former class includes the actual sender/receiver 
(called empirical agents) and their simulacra, the addresser 
and the addressee. The latter comprises the subjects of the 
story (e.g., actors and actants) and the subjects of discourse 
(e.g., observers and narrators). An observer is an agent 
responsible for physical focalization. It establishes the 
spatial position of the viewer with respect to the story 
world, for example, by selecting, at the expressive level, 
specific shot sizes, camera angles, lighting conditions. A 
narrator is an agent responsible for the cognitive and 
affective focalization. Actually, the viewer/spectator is 
invited not only to perceive what is told by the video from a 
spatial position but, more importantly, to interpret what is 
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happening from a specific conceptual point of view 
(cognitive perspective taking) and to emphasize with some 
characters of the story (i.e., to understand and share their 
perceptual, cognitive, and affective status). Notice, that the 
D-Agent concept belonging to the discourse box can be 
equated to the NarrativeAgent of the Agent-Box (e.g., to an 
Actor or Narrator) thus realizing a connection between these 
two conceptualizations. The agent box is intended to capture 
relational experience, that is, possible relationships (e.g., 
social distance, power relationships, engagement) between 
the sender/receiver of the advertising message and 
narrative/discourse agents arising from their images within 
the text. As an instance, a company (a sender) may be 
associated with a visual or auditory segment that represents 
the company visual or auditory logo within the text. The 
logo plays the role of the addresser. An actor of the story 
may represent the user (addressee) playing a specific 
actantial role (e.g., the hero of the story). An observer may 
adopt the physical position of an actor of the story thus 
showing the story world through the eyes of that actor. 
Analogously, an actor may be associated with a narrator (a 
storyteller) and so forth. The "distance" between the actual 
receiver (the viewer) and the actors of the story is a function 
of two main factors: i) the distance existing between the 
receiver and the observer, and ii) the distance between the 
observer and the actors. The former can be reduced, for 
example, by letting the viewer play the role of an observer, 
i.e., by giving him/her the control of the camera such as in 
interactive videos; the latter by letting the observer 
represents the story world and events from the vantage point 
of an actor of the story. Seeing events from the point of 
view of a story's character makes the viewer aware of the 
character's perspective and his or her interpretation of 
events, and moreover, of the character's motives in relation 
to events and other characters. By adopting a character's 
perspective the viewer can understand and relive the 
character's emotions. This is essentially empathy, a viewer's 
mirroring of a character's emotional experience. Relational 
experience is strongly related to processes of narrative 
engagement such as cognitive perspective taking, empathy, 
presence, flow, and involvement [11]. Narrative experiences 
that are more engaging should result in more enjoyment, 
i.e., fun and pleasure. Therefore, it is important to represent 
these features in order to be able to compare products and 
evaluate their respective hedonic effectiveness. 

V. THE CASE STUDY 
We illustrate an example of manual annotation of a 

narrative commercial video clip. The aim is evaluating the 
feasibility of semiotic analysis and annotation. To this end, 
we start by illustrating the annotation tool we have chosen, 
then the procedure we followed and obtained results.  

A. The annotation tool 
A critical comparison of annotation tools has been 

presented in [72]. Among them, the EUDICO Linguistic 
Annotator (ELAN) shows several advantages including its 
relatively shallow learning curve and user-friendly interface 
[73]. 

 

Figure 6.  A screenshot of the ELAN annotation tool. 

 Figure 6 shows a screen shot of the ELAN interface. 
Annotations in ELAN can be grouped into multiple layers 
(called tiers) that are part of tier hierarchies. Annotation 
values are Unicode characters, and the annotation document 
is saved in an XML format based on the ELAN XML 
Schema. The tool can be easily connected with the Praat 
software for the analysis of the audio component of the 
video in the temporal and spectral domains [74].  

ELAN allows the annotator to define a vocabulary of 
descriptors at the beginning of the process; a more recent 
version of the environment, called ONTO-ELAN, is capable 
of importing an ontology to be used in the analysis and 
annotation [75]. A limitation of the tool is that is not 
possible to annotate single regions within frames.  

B. Annotation of a Pepsi Cola clip 
The clip produced in the late 1980’s is based on the 

body copy  “Pepsi Cola. The choice of a new generation”. It 
lasts 29.4 s at a frame rate of 30fps [76]. The story can be 
summarized as follows: 

 
A delivery van of Pepsi–Cola reaches a crowded beach. 

The young driver gets out, opens the side door and switches 
an amplifier on; two loudspeakers emerge from the roof.  
The boy brings a bottle of Pepsi close to the microphone; 
uncaps it; pours the liquid into a glass and drinks emitting 
an ”Ahhhh” of pleasure. People attracted by the puffing of 
gas and boy’s expression rush to the van to quench their 
thirst (and buy the product!). 

 
A characteristic of this clip that makes it a candidate for 

semiotic annotation is that it stages a narrative telling "the 
process itself of advertising and persuasion". The process 
includes three steps (see Figure 7): 1) insert the potential 
viewer into a familiar situation (the delivery van of the 
Pepsi Cola reaches the crowded beach); 2) draw viewer's 
attention on a positive, euphoric experience of consumption 
(loudspeakers attract people; the experience of the boy 
drinking Pepsi is communicated both visually and auditory); 
3) activate into the viewer a desire to live a similar 
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experience assuming a purchase behavior (people rush to 
the van to buy the Pepsi).  

 
The procedure followed for the analysis and annotation 

of the clip consists of the following basic stages: 
 
Stage-0. Annotation of the whole video with its genre 

and purpose. The whole clip is represented by an alignable 
annotation tier linked to a single segment (ClipSegment) 
representing the root of a hierarchical multi-tiers 
decomposition. Alignable tiers in ELAN are directly linked 
to the time axis of the audio-visual and can be further 
segmented. This tier is annotated with the multimedia genre 
(video commercial) and intention/purpose: "To advertise 
Pepsi Cola; to represent a persuasive process". 

 
Stage-1. Textual decomposition of the video: 

identification of the visual and auditory textual structures in 
terms of audio and video segments and their relationships. 
The ClipSegment is represented by several text structures 
(T-Structure): some of them are associated to the visual 
modality, others to the aural one. A structure (T-Structure1) 
decomposes the ClipSegment into a sequence of T-
Segments representing individual visual shots.  A further 
text structure (T-Structure2) annotates special transitional 
effects/edits like fades, dissolves, overlayed text. Another 
structure (T-Structure3) decomposes the ClipSegment based 
on continuous sequences (T-Segments) of homogeneous 
sound objects (called Audio Segments, AS). The sequences 
include silence, speech, environmental sound, and effects. In 
more complex cases it may be necessary to devote a 
separate text structure to each constituent of a complex 
audio sandwich. Notice how the sonic effect "Frzzzz" of the 
liquid while the boy uncaps the bottle covers several 
adjacent shots of the video, i.e., the two structures are not 
aligned in time.  

 

Figure 7.  Main steps of the process of advertising and persuasion: 1) 
insert the viewer into a familiar situation; 2) draw attention on a euphoric 

experience of consumption; 3) activate a purchase behavior. 

 

Stage-2. Textual annotation: association of expressive 
descriptors to the structures found in the previous stage. 
During this stage, a set of referring annotation tiers are 
introduced and associated to previous visual and aural 
structures to annotate single shots, transitions, and sound 
objects with tonal and rhythmic sensorial qualities according 
to the conceptualization shown in Figure 4 (left). 

 
Stage-3. Discoursive decomposition of the video: 

identification of the discourse structure of the video in terms 
of discourse segments and their relationships. The 
ClipSegment is represented by one or more discourse 
structures (D-Structure), based on scene analysis. A scene 
(D-Segment) is defined as a - not necessarily continuous - 
sequence of frames representing a narrative situation 
characterized by a stable setting (i.e., place, time and mise-
en-scene). In the case under consideration, we use a single 
discourse structure (D-Structure1), which is decomposed 
into 17 D-Segments. Scene boundaries correspond to 
changes in settings from outside to inside the Pepsi Cola van 
and vice-versa. 

 
Stage-4. Narrative segmentation: each discourse 

segment is further analyzed in terms of a setting and a 
narrative structure. Each scene (D-Segment) is annotated 
by a narrative structure composed of narrative programs and 
their logical and temporal relationships. 

 
Stage-5. Annotation of narrative programs. A set of 

referring annotation tiers are introduced and associated with 
previous narrative structures to annotate single narrative 
programs. For each narrative program, a set of tiers is used 
to separately describe the main components of the program 
namely the actor, the action, and the event. The event is 
further elaborated in terms of state transformation and value. 
In the example under consideration, D-Segment7 and D-
Segment9 (a scene inside the van) is annotated by a 
narrative structure composed by the temporal sequence of 
two narrative programs. The first program (D-NP4) refers to 
the boy (D-Agent) grasping the bottle of Pepsi (D-Action) 
thus making the user aware of the brand (D-Event). The 
second narrative program (D-NP5) refers again to the boy 
(D-Agent) who uncaps the bottle and pours drinks content 
(D-Action) thus getting the object of value, i.e., the product 
(D-Event). 

 
Stage-6. Relational analysis and annotation. The root 

segment (ClipSegment) is analyzed in order to identify the 
markers of addresser and addressee. In the Pepsi Cola clip, 
the bottle including logo and trademark represents the 
addresser (i.e., the brand Pepsi Cola). The boy and the 
people approaching the van represent the addressee. Three 
types of relationships are shown: i) between the viewer 
(represented by the boy) and the product/brand ii) between 
the viewer (represented by people in the beach) and the boy 
that is consuming the product and iii) between the viewer 
(represented by the real user) and the people on the beach 
who are experiencing a growing desire to drink a Pepsi. A 
set of further tiers have been introduced and linked to the 
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ClipSegment to implicitly represent relational analysis by 
annotating actors' gazes, kind of shot, vertical and horizontal 
camera angle. As already said, these features are related to 
engagement, social distance, power and involvement 
relationships, respectively [65]. In the same way, the tone of 
voice in speech, sound perspective, volume, can be used to 
represent various degrees of intimacy or distance between 
the characters of the story (and indirectly the brand) and the 
user. 

Several temporal relationships among annotations 
belonging to different tiers are implicitly described through 
the relations existing between their corresponding tiers. As 
an instance, all referring tiers associated with the same 
alignable tier inherit its time decomposition. As a 
consequence, their annotations are automatically time 
aligned. Figure 8 summarizes the resulting decomposition 
and annotation structures. The figure also shows the 
articulation of meaning across the various tiers of the 
annotation hierarchy. Compositional meaning is represented 
by the decomposition of the video in terms of shots and 
sound objects and their associated visual and auditory 
qualities. Representational meaning is represented by scenes 
and their associated narrative structures (i.e., settings, 
narrative programs, relationships between narrative 
programs). Finally, interpersonal meaning is represented by 
relational annotations (e.g., social distance, engagement, 
simulacra) associated to video shots. 

VI. DISCUSSION 
In this section we view semiotic annotation in a broader 

context by relating it to research work made within 
Research through Design (RtD) [77][78], Philosophy of 
Technology [79] and Interface and Interaction Criticism 
[80][81][82][83]. The aim is to highlight connections with 
these fields and potential contributions. 

 
 

 
Figure 8.  The hierarchy of decomposition tiers used in the Pepsi Cola 

example and their associated meanings. 

A. Semiotic annotation and design knowledge 
Semiotic annotation represents a kind of intermediate 

level knowledge [84] (see Figure 9). It is in-between the 
annotated object (the video) and a conceptualization of the 
object (the meta-model or ontology of the video). On the 
one hand, the annotation, using the concepts of the meta-
model as descriptors {dij}, explicates the conceptual model 
adopted by the designer and, indirectly, the aspects that are 
implicitly deemed important and relevant for the design of 
that artifact according to that meta-model. On the other 
hand, the annotation, by indexing specific parts of the 
concrete artifact, shows how the descriptors - and thus the 
concepts of the meta-model - have been instantiated {vij} in 
that particular artifact. As a consequence, the annotation 
reveals the specific point in the design space (i.e., the space 
of all possible alternative instantiations associated to the 
adopted conceptualization) occupied by that artifact 
{(dij=vij)}. In this sense, we can say that the design 
knowledge embedded in the video is unfolded by the 
annotation that can be seen as a particular type of 
interpretation of the object made according to a meta-model 
(e.g., an ontology) of the object itself.  

The availability of design knowledge provides several 
benefits for the designers and the users as well. It allows 
explaining the way a specific video works from a 
communicative point of view: how meaning is constructed - 
in that video - by the interplay of several elements located at 
different levels of the means-end semiotic ladder. For 
designers, in particular, the annotation affords extraction of 
design knowledge in order to reuse it, evaluate its internal 
coherence or take inspiration from it in developing new 
products. 

They can exploit the annotation to compare two or more 
videos during the phase of competing analysis in order to 
understand why they are designed the way they are and how 
they differ from one to another. They may search for 
redundancies and variations; or aggregate videos on the base 
of similarities in the way they function (i.e., how they 
instantiate the meta-model) with the goal of constructing 

 
 

 

Figure 9.  Annotation A is in-between the video V and the metamodel 
MM. The metamodel provides concepts {ci} and descriptors {di} for 

interpretation and annotation. The video provides specific values {vi} to 
instantiate descriptors. The model echoes Peirce's concept of sign [38].  
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portfolios [85]. Consider, as an instance, the following 
production scenario. 

Scenario-1. Samantha is a video producer. She has to 
design and develop a narrative video commercial for a 
client. The main requirement is that the video advertises a 
new line of products and communicates the core set of 
values that constitute the brand identity of the client's firm 
in a way that is innovative with respect to the videos of 
previous ad campaigns. Different issues are involved in this 
kind of design problem. First, Samantha has to know what 
does it means to design a narrative text and the various ways 
a product can be included in a narrative (e.g., as a prop in 
the setting, as the main character of the story, as an 
helper/instrument that can be used to achieve some abstract 
object of value or as the object of value by itself). Second, 
she must be able to understand how existing videos 
communicate the brand identity through their expressive and 
narrative features. More specifically, how values have been 
inscribed into the videos. To address these issues it is 
important to make explicit the brand design language used 
in the various products. 

Therefore, Samantha downloads from the company net 
the videos belonging to previous campaigns and analyses 
their associated semiotic annotations in order to understand 
how meanings have been articulated and distributed across 
the various semantic layers constituting the artifacts. In 
particular, she wants to identify which design variables have 
been consistently used to communicate brand personality 
and values in the various products under analysis. 
Therefore, she compares the annotations searching for 
similarities and differences. This comparison is 
inspirational. Samantha discovers that brand values have 
been mainly communicated by the audio tracks, e.g., by a 
leitmotif that recurs in all the videos with different 
orchestrations and sound design [13]. So she decides to 
design a new video where the same values are 
communicated by images (story) instead of by the music. 

 In this scenario, semiotic annotation has been exploited 
to generate insights particularly useful for addressing a 
design problem.  

Semiotic annotation can be useful also for generic users 
in order to make more informed choices, i.e., to better 
understand if a product is adequate with respect to their 
values, needs, desires, preferences. Moreover, the 
annotation can be an auxiliary to educate to critical analysis 
and evaluation, contributing to cultivate/enhance users' 
perceptual sensitivity (making people better at learning to 
see and hear) and interpretative skills. Consider the 
following use scenario 

Scenario-2. George teaches a course of Multimedia 
Design at his University. During his lectures, he exemplifies 
theoretical claims using existing videos. The search and 
selection of appropriate videos is a difficult and demanding 
task since they must be carefully analyzed before the 
lectures in order to understand if they are (or not) suitable to 
the intended ends. Again design knowledge could be very 
useful to understand how they function, and why they 
function in the way they do. The next lecture will be 
devoted to introduce and discuss various types of narrative 

structures. So George exploits semiotic annotation to search 
the web for commercial videos that represent an instance of 
the Hero's Journey or Greimas' canonical model. The 
annotation is then used to select the segments of the video 
that represent specific phases of each considered model to 
be shown to the students. A critical discussion is then 
started to assess the degree of fit among the visual and 
auditory modalities and their coherence with respect to the 
representational, interpersonal and compositional meanings 
expressed by each segment. 

In this scenario, semiotic annotation has been exploited 
to search for appropriate videos with respect to their 
discursive structure and to support discussion and critical 
judgments. Students can, therefore, improve their 
understanding and interpretative skills. At the end, they can 
be helped to better master their craft in designing mediated 
experiences. 

B. Semiotic annotation and technological mediation  
An important concept arising from the field of 

Philosophy of Technology is technological mediation. As 
claimed by Verbeek in [86] the use of a particular 
technology or artifact affects the relation between the user 
and the world in two ways: by a process of transformation 
of perception of the world (mediation of perception) and by 
transforming the user's praxis or action in the world 
(mediation of action). The effect of mediation of perception 
is realized by an amplification or reduction of the 
experienced aspects of reality while the effect of mediation 
of action is realized towards an invitation or inhibition to 
perform certain actions instead of others. 

Although all artifacts involved in the semiotic 
annotation (i.e., the meta-model/ontology, the video and the 
annotation itself) exert some kind of technological 
mediation, we are interested, here, in the role played by the 
ontology.  

The ontology realizes a mediation of perception process 
toward its conceptualization and axioms. The 
conceptualization brings some aspects of the world into 
sharp focus at the expense of blurring other aspects. It 
invites the user to look at the reality through a specific type 
of glasses that amplify or reduce some experienced aspects 
of the domain of application. The mediation of action is 
strictly linked to the ontology's competence questions since 
they specify the functional aspects of the ontology: its 
scope, and possible uses. In other words, the ontology 
invites the user to enquire reality by making certain queries 
instead of others. As an instance, viewing (and 
conceptualizing) a video at the computer level as a 
technological artifact (e.g., a set of digital resources and 
execution programs; a functional tool) is different from 
viewing it (also) at the cultural level as a semiotic text (e.g., 
a cultural interface, a work of rhetoric or a mediator of 
experience). In the second case, a set of complex aspects 
related to meaning, ethics, etc. emerge that are usually 
ignored at the computer level. As an instance, if the artifact 
is a tool, ethics is irrelevant since the ethical agency is 
situated in the user. If ontologies can affect people's 
behavior and relationship with the outside world, the design 
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or adoption of an existing ontology is an ethic activity and 
ontology itself is a materialization of values and ethical 
choices [87].  

When ontologies are pushed into artifacts or are 
embedded in working environments/applications as meta-
models they shape them and guide, in this way, the user's 
experience and expectations. Their mediation effect is thus 
indirect; it occurs through the artifact in which the ontology 
is embedded and merges with the mediation effect of the 
artifact itself. The mediation effect is usually made 
transparent (i.e., not visible) during use. Transparency of the 
meta-model during video use is important since it enhances 
the possibility of uncritical and intense processing that is at 
the base of transportation effect and narrative persuasion. 
However, recent studies in the field of Philosophy of 
Technology and Persuasive Design claim that mediation 
effects should be made opaque and comprehensible to users 
[88][89]. A semiotic annotation may support this claim by 
unfolding contextual information that is information around 
the video (e.g., purpose, assumptions, articulation of 
meanings, and intended effects). By separating the narrative 
(video) from the information about how the narrative has 
been constructed (the annotation) we are able to guarantee 
both ease of use (transparency of use) and control of 
mediation effects (opacity of context) that is a kind of semi-
opacity of the video artifact. This is useful for the user in 
order to better understand how the video has been designed 
to satisfy the author's intended goals, why it functions as it 
does, what rhetorical mechanisms are at the base of its 
persuasive and informative functioning, what sort of culture 
it will encourage or resist. In this way, semiotic annotation 
may contribute to the diffusion of a critical attitude toward 
video commercials (and audio-visual products in general) 
and a greater awareness of the social effects this kind of 
products may produce. This opens to the last issue we wish 
to address. 

C. Semiotic annotation and criticism 
Criticism refers to "an expert of a given domain's 

informed exercise of judgment" [82]. Semiotic annotation 
has much to offer to the discipline of interface and 
interaction criticism [80][81]. Quoting Bardzell [81]: "[by 
Interaction Criticism] we mean rigorous interpretive 
analysis that explicates how elements of the interface, 
through their relationships to each other, produce certain 
meanings, affects, moods, and intuitions in people that 
interact with them". Then Bardzell moves into the nature of 
the concept "rigorous": "...we say rigorous to stress that 
interaction criticism, like the best film and literary criticism 
transcends anything-goes subjectivism and offers instead 
systematic, evidence-based analyses of subjective 
phenomena ..." 

It should be evident from the above citation that 
semiotic analysis and annotation converges and largely 
overlaps with the notion of criticism [83].  

Another issue that is strictly correlated with criticism, 
concerns the "value" of an artifact intended, here, not in 
economic terms (e.g., exchange value, use value) but more 
specifically, as a quality of the artifact that concerns its 

"inner logic" or the "human good" as discussed by recent 
theories about aesthetics [90] or cultural quality of new 
media [91]. We suggest that the annotation can change the 
value of an artifact. To support this claim we will draw on 
Danto's concept of transfiguration in his Aesthetic Theory 
[92]. As it is known, the issue Danto wants to address is the 
relationships between art and reality. In particular, the 
problem can be stated as follows: how can it happen that 
two objects that are phenomenologically indistinguishable - 
e.g., the Brillo Box artwork by Andy Warhol at MoMA and 
a similar object, the Brillo box containing soap pads at the 
supermarket - have so different values. The answer provided 
by Danto is that an object can change its value by means of 
a transfiguration process that is a particular kind of 
interpretation - called artistic interpretation - made in a 
context or atmosphere of art theory (the Art World). The 
interpretation does not change the physical appearance of 
the object but its ontological status: it changes the object 
into a work of art.  

We can try to apply these concepts to annotated videos. 
Here the video is the object and the annotation is a semiotic 
interpretation playing the role of transfiguration. The 
interpretation is based on a theoretical background, the 
ontology that can be mapped to Danto's atmosphere of 
theory (the context). In our case, the informal ontology 
illustrated in Section IV takes inspiration from several 
semiotic theories (e.g., visual semiotics, enunciation theory, 
narrative semiotics, and social semiotics) as discussed 
beforehand. These theories provide a theoretical scaffolding 
for the ontology and the annotation as well. The video with 
the annotation has a value greater than the video alone 
because the annotation provides a surplus of information 
that can be used to interpret and understand the video, that 
is, to attribute some meanings that are not empirically 
available from the video alone. The value of the video is 
thus embodied in the product but it is external to it (i.e., it is 
in the interpretation materialized by the annotation) and 
cannot be captured by only looking at the tangible object. 
As a consequence, the semiotic annotation should be 
considered as a constitutive part of the video. They are 
strictly correlated and mutually informing: the annotation 
"illuminates" the artifact giving it value; the artifact 
provides the ground for and exemplifies the annotation [93]. 

What is interesting in Danto's theory is that the value is 
linked to interpretation: not a generic interpretation, 
however, but a theoretically grounded one. Moreover, 
Danto, stresses the fact that the interpretation must be 
appropriate to the formal and material characteristics of the 
objects. In other words, the meanings must be embodied in 
the form and materiality of the object. The modality of this 
embodiment affects the quality of the artifact. So, for 
example, the internal coherence is a kind of inner logic and 
a dimension of quality because it refers to how meanings are 
distributed among semiotic materials and how they fit 
together. This discussion opens up interesting research 
perspectives and poses critical problems to automatic 
annotation. If the value rests in an appropriate interpretation 
then it cannot be captured by automatic procedures that refer 
only to existence, i.e., to tangible and empirical features. It 
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must be provided by some human. It is not strictly necessary 
that the interpretation is the designer's one; obviously, the 
designer is in a privileged position to provide this kind of 
knowledge since she is the main source of design choices. 
However, we can envisage other possibilities - and 
associated annotations - such as the exploitation of 
multimedia critics, semioticians, exhibition curators, and 
commentators. If the interpretation is not the designer's one, 
it should be, at least, an interpretation that the designers 
would consider as a possible one. Other important sources 
of information are represented by the script and the 
storyboard of the narrative.  

VII. CONCLUSIONS 
In this paper, we have presented an annotation method 

for narrative videos, along with a worked-out case study in 
the field of advertising and brand communication.  

The standpoint is that of video production. We are 
interested in how purpose and meanings are intentionally 
constructed and articulated during the premeditate and 
message construction phases; how they are inscribed within 
the artifact and materialized through semiotic resources; 
how these meanings can be used to annotate the video for 
content retrieval, filtering, and content reuse. 

The annotation method exploits a semiotic meta-model 
(an informal ontology) of the video genre. The meta-model 
articulates the semantic content of the video according to a 
set of interrelated layers each addressing a specific kind of 
meaning: structural decomposition, visual and auditory 
expression, narrative content (i.e., discourse and story), 
values and interpersonal relationships. A core 
conceptualization has been provided to represent each layer 
as well as the relationships existing among layers in a 
domain-independent way. These relationships are 
responsible for the global unity and consistency of the 
artifact. They form a semiotic ladder covering the 
conceptual gap existing between the shallow and concrete 
audio-visual qualities and the deep and abstract constructs 
related to discourse, story, and axiological values.  

We highlight some features of the meta-model that on 
the base of our actual knowledge seem novel. First, the 
meta-model exhibits a strong separation of concerns that 
results in a modular conceptual architecture. However, what 
is important are the links existing between the various 
conceptualizations since these links are at the base of the 
articulation of meaning inside the product and of its internal 
coherence. They reflect design knowledge. Second, the 
introduction of a discourse model allows the annotator to 
explicitly aggregate basic story elements in a meaningful 
way in order to reflect important aspects of narrative 
products such as their rhetorical and dramaturgical 
structures that are ignored by traditional metadata standards. 
Moreover, the use of the concept of narrative program as the 
building block of discourse forces the annotator to focus 
simultaneously on several interrelated concepts - such as 
agent, action, state transition (event), object of value - that 
are strictly related to narrativity. Third, the introduction of a 
rich classification of agents inspired by Enunciation Theory 
provides the vocabulary for describing various roles 

involved in the development, communication, and use of an 
audio-visual product as well as their interrelationships. 

The role of the meta-model is to guide the annotator 
during semiotic analysis by focusing her attention on 
specific features and relationships. Furthermore, it provides 
the vocabulary and concepts used as descriptors during the 
annotation process. Semiotic annotation is different from 
pure keyword or concept annotation. The task is not simply 
to attach subjective comments, notes, pre-existing opinions 
or remarks to audio-visual segments but to unfold the 
generative process of sense-making inscribed within the 
product.  

We have briefly discussed the potential contribution of 
this kind of annotation for research in the fields of Research 
Through Design and Technology Mediation. The 
annotation, by unfolding the design knowledge inscribed 
within the product, is proposed as a viable means for 
communicating design thinking in a descriptive yet 
generative and inspirational fashion. It supports moving 
from theory/ideal (the meta-model) and practice/concrete 
(the artifact) and vice versa. Moreover, it makes visible the 
design decisions that were taken during the construction of 
the message opening the door to the assessment of 
technological mediation. This prompts designers and users 
to put particular attention to this issue. 

Much of the job of semiotic annotation resonates with 
criticism. At the heart of criticism is the attempt to explain 
abstract meanings and impressions by referring to the 
properties and forms of the artifact or the way the artifact 
has been produced. This is the case, for example, of past 
research in computational media aesthetics [94] where film 
grammar (i.e., cinematic techniques used during production) 
is used to explain high order qualities of video resources 
such as, for example, rhythm and pace or tempo. Our 
approach is different in two main aspects. First, we use a 
semiotic model of the video genre to guide analysis and 
annotation. Second, while in computational media aesthetics 
design and production knowledge remains hidden in the 
algorithm for the analysis and annotation, in our proposal 
design knowledge is explicated in the annotation itself with 
the benefits we have already explained.   

Semiotic annotation is inevitably complex if we try to 
capture the whole articulation and richness of intended 
meanings inscribed within a communicative artifact. Doing 
it well requires expertise. Automatic tools can be used to 
support low-level analysis of expressive qualities such as 
shot detection, dominant color identification, spectro-
morphological analysis of sound objects, basic video 
statistics, etc. However, for the more abstract levels, the 
human intervention is still needed. We do not claim or 
expect that the average video producer will be able to follow 
the procedure without prior training. To what extent 
semiotic annotations can be replicated? If two or more 
analysts use the meta-model described in Section IV to 
annotate the same product are their results consistent? This 
is an important issue that requires further research. 

Manual annotation is time-consuming but the case study 
we have worked out and our past experience with students 
showed that, for video commercials, it is a feasible approach 
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due to the limited time extension of these kinds of products. 
The effort, in this case, is largely rewarded by the benefits 
connected with the unfolding of new design knowledge as 
discussed beforehand. Moreover, it should be noted that 
completeness of analysis is not always necessary. In many 
cases, only those segments of a video artifact that are 
deemed interesting and relevant for the purpose of the 
analysis are annotated. For longer texts such as films and 
documentaries, the manual approach is surely unfeasible 
without appropriate supporting tools. This is a direction of 
possible future research work, together with the construction 
of a formal ontology based on the proposed meta-model and 
its integration with existing top-level ontologies such as the 
OIO design pattern and DOLCE. 

Semiotic annotation can be very useful during product 
use in order to compare actual interpretations with the 
intended interpretation embodied in the artifact. Intended 
meanings (or experience) is the golden standard in order to 
evaluate the effectiveness of communication. Moreover, the 
means/ends structure of the annotation can be exploited to 
make a kind of "communication diagnosis", i.e., to link 
symptoms (e.g., discrepancies between a user's 
interpretation and the author's intended meaning) with 
possible causes (e.g., the structural segments of the video 
that could be responsible for the observed symptoms). This 
is another future direction of research.  

A final remark regards the scope of applicability of 
semiotic annotation. Although semiotic theories can be 
fruitfully applied for the analysis of a wide range of genres 
of texts (and recently to physical artifacts as well) we 
consider persuasive discourses (such as video commercials, 
advertising images, learning objects and advergames) the 
most interesting fields of application. Quoting De Sousa: " 
... semiotic methods are often looked upon with skepticism 
and rarely taken into consideration regardless their 
usefulness to address interpretative analysis in a rigorous 
and systematic way..." [95].  We hope that this situation 
could change in the future and more semiotic aware models 
and tools could be proposed for a more effective content 
analysis and annotation. This research aims at being a step 
toward this end. 
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Abstract—ModRef is a project from the laboratory Labex ”Les
passés dans le présent”, which coordinates various projects on
digital humanities. ModRef focuses more precisely on the seman-
tic web and linked open data. The goal is to move heterogeneous
data into triplestores also called data warehouses or collections of
RDF files in order to improve the sharing, exchange and discovery
of new knowledge. For this purpose, the CIDOC-CRM norm
has been chosen since it is, at present, the reference for the
semantic description of museographic data or cultural heritage
data. In order to realise the proof of concept of ModRef, a general
architecture has been defined, a semantic modelling and data
mapping of selected sub-projects of ModRef have been proposed,
triplestores have also been created. A web application has been
implemented and deployed. This web application describes the
ModRef project, as well as it enables visualising, querying and
exploring created triplestores. We also present and discuss the
simplification or factorisation of the migration of data into
CIDOC-CRM triplestores.

Keywords–Digital Humanities; Semantic Web; Linked Open
Data; Triplestores; CIDOC-CRM.

I. INTRODUCTION

The laboratory Labex ”Les passés dans le présent” ac-
companies several projects in Social and Human Sciences
(SHS) on issues related to digital humanities [1][2]: from
dematerialisation of data to their structural description and
even to their semantic description as well. ModRef (Modelling,
References and Digital Culture) is a project from Labex that
gather together a set of sub-projects with the goal of migrating
their data into triplestores or data warehouses or collections of
RDF (Resource Description Framework) files in order to im-
prove the sharing, exchange and discovery of new knowledge.
For this purpose, the CIDOC-CRM (International Committee
for DOCumentation-Conceptual Reference Model) norm [3]
has been chosen because it is currently the reference for the
semantic description of museographic data or cultural heritage
data [4]. The aim is globally to move from non-structured or
semi-structured data to structured data and afterwards from
structured data to semantic data. The semantic web then
provides a solution to perform these data migrations.

The semantic web [5][6] is not only a concept but also
an architecture [7], which is increasingly used in several
applications. The semantic web architecture is a set of inde-
pendant layers that collaborate to perform various tasks. This
architecture describes data from their representation to their
exploitation by applications or semantic web agents. Hence,
various norms of data representation exist. The CIDOC-CRM
is an example of semantic norm and more precisely a concep-
tual reference model or ontology. The aim of semantics and
also the aim of the various metadata languages or semantic

norms that define semantics is to provide an homogenous
framework for representing and querying heterogenous data
in order to reduce information silence and therefore improve
the discovery of knowledge. Hence, ModRef project aims at
realising a migration of data towards CIDOC-CRM triplestores
using core data originally from heterogenous data sources
where heterogeneity is based on contents and initial logical
structure (spreadsheets, relational databases, XML files) as
well.

In this paper, we present the ModRef project through:
a general description of the semantic web, the linked open
data and the CIDOC-CRM norm, in Section II; the general
architecture of the ModRef project, in Section III; a CIDOC-
CRM semantic modelling and data mapping of the three
pilot sub-projects of ModRef with the CIDOC-CRM graph, in
Section IV; a migration of data into CIDOC-CRM triplestores
with and without factorisation, in Section V; a visualisation
and exploitation of triplestores through the web application
[8] that has been developped and deployed, in Section VI; the
evaluation procedure and results, in Section VII.

II. SEMANTIC WEB, LINKED OPEN DATA AND
CIDOC-CRM GENERAL PRESENTATION

The semantic web architecture is made of different layers
[7] (see Figure 1). Those layers can be grouped in several
categories: representation, reasonning, querying, trust and in-
teraction (of web applications). This architecture describes a
set of norms that any semantic web application should meet.

Representation layers define a common socle for all other
layers of the semantic web architecture. These layers describe
the representation of addresses (URI, Unicode), logical struc-
tures (XML) and semantics of data (RDF).

Addressing guaranties a unique reference to every resource
by using namespaces that define prefixes of URIs (generic
types of URLs) for a set of data.

Structuring data allows to describe the organisation of
descriptive elements of a given data. It then defines the logical
structure of the data. There are different types of generic model
[9] describing logical structures (description of data that shows
its components):

1) attribute-value or key-value or flat structure model.
Resources are described by a list of attribute-value
pairs. This model is easy to manage though it has
a drawback pertaining to the lack of structure for
the representation of complex information such as
hierarchies for instance and hence prevent from mak-
ing complex analysis related to structure. In this
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Figure 1. Semantic Web Architecture.

model, attributes are independant to each other for
the attribute is considered as key. Consequently, it is
forbidden to have two attributes with the same name
since the name is the key of the descriptive element;

2) hierarchical model allows the structuration of logical
structure, generally in the form of a tree like XML.
This model allows a more precise description and
analysis of data structure by creating composition
links between nodes or attributes. Several nodes can
then have the same name but different paths in the
tree. XML is a standard for information exchange on
internet. An XML document can describe databases
or complex spreadsheets. There are also many XML
norms such as: XML-EAD (Encoded Archival De-
scription) for archives description, XML-TEI (Text
Encoding Initiative) for text documents.

On the other hand, models based on logical structure
are generally bound to the context or applications for which
they have been defined and then are less re-usable. So, from
one application to another, identical characteristics can be
described by different logical structures. It will then be very
difficult without a consensual semantics (metadata languages
norms or standards) to query heterogenous data models.

Semantics of data is an answer to homogenise hetero-
geneous data sources. There are various data representation
models based on semantics [10] [11] by using metadata
languages that describe concepts and/or links between concepts
(Dublin Core, RDF/RDFS/OWL, FOAF, Wordnet, CIDOC-
CRM). These languages will enable more interoperability
given the fact that their semantics is public and published
through namespaces. Most of those metadata languages rely on
RDF representation formalism which is an oriented graph with
graph’s paths define by a sequence of triples generally describe
as follows: [subject, predicate, object] or [domain, property,
range]. Note that various metadata languages can be used

within the same semantic model and some of those metadata
languages already define a conceptual model or ontology.

There are many standards for metadata languages.
RDFS and OWL extend the RDF language and are
more reasonning languages (use of properties such
as: specialisation, generalisation -rdfs:subClassOf-,
inverse -owl:inverseFunctionalProperty-, equivalence -
owl:equivalentClass, owl:equivalentProperty-, identity -
owl:sameAs-, symmetry, transitivity) of the semantic web
whereas RDF is more of a representation language. In the
same way, FOAF (Friend Of A Friend) describes people and
organizations, what people do, links between people and is
mainly used in social networks.

Wordnet is an ontology (formal descriptive model of the
common vocabulary within a community in order to share
information in a given domain), a lexical database developped
by linguists of the laboratory of cognitive sciences of Princeton
University (cf. http://wordnet.princeton.edu/wn20/). It aims at
listing, classifying and linking in various ways the semantics
and lexical contents of languages. There are different versions
of Wordnet for different languages: english, french. Wordnet
has been converted in RDF format. Note that lexiques, dictio-
nnaries and thesaurus are used to construct ontologies and by
that means contribute to the semantic description of data.

There are various data representation models based on
semantics [10][11] that use metadata languages to describe
concepts and/or links (properties or predicates) between con-
cepts or instances of concepts. Those metadata languages are:
Dublin Core, RDF, RDFS, OWL, FOAF, SKOS, Wordnet,
CIDOC-CRM and so on.

The CIDOC-CRM [3] is a conceptual reference model
for describing museographic data or cultural heritage data.
The version of the CIDOC-CRM norm that we have worked
with is the version 6.2 of may 2015. It describes 94 classes
and 168 properties. In 2006, the CIDOC-CRM has become
a norm ISO 21127:2006 but work on that norm has started
since 1996. This norm describes general characteristics of
objects (identifier, type, title, material, dimension, note) but
also history of objects through events or activities (transfer
of custody -former localisations, current localisation-, origin,
discovery, curation, attribute assignement, measurement), as
well as relations between objects or parts of objects (bibli-
ography, composition, similarity, other representation -photo,
drawing, painting-, inscription). An OWL implementation of
the CIDOC-CRM by the University of Erlangen-Nuremberg
is available [12] and the namespace of that implementation of
CIDOC-CRM is usually prefixed by ”ecrm”.

The general structure of the CIDOC-CRM is described in
Figure 2. The root class of all CIDOC-CRM entities is the
class E1 CRM Entity and it is subdivided in direct sub-classes,
among which the two main classes are:

1) E77 Persistent Item, which is the generic class of
persistent entities. A persistent entity is an entity
that can survive over an indeterminate time, such as:
persons, objects, ideas, concepts. Those entities can
have a beginning or an end of existence;

2) E2 Temporal Entity, which is the generic class of
temporal entities. A temporal entity is an entity
bounded by time (with a beginning and an end
time), such as: event, beginning of existence, end of
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Figure 2. General Structure of CIDOC-CRM Entities.

existence, activity, creation, production, modification,
transfer of custody, curation, attribute assignement,
measurement.

The other direct sub-classes of the root class E1 CRM
Entity are the classes E52 Time-Span, E53 Place, E54 Di-
mension, E92 Spacetime Volume. In general, the CIDOC-CRM
describes entities but also interactions that can exist between
entities: interactions between persistent entities; interactions
between temporal entities; interactions between persistent and
temporal entities; general interactions between entities (for
instance, interactions that exist between persistent or temporal
entities and other general entities describing time-span, place,
dimension). There also exists interactions between entities and
primitive values (string, number, date time).

Besides, various projects around the world work on the
migration of data into triplestores (CIDOC-CRM or not):

1) The British Museum [13], which is a museum on
history and culture and that uses the CIDOC-CRM;

2) Arches [14], which is a collaboration between the
Getty Conservation Institute (GCI) and the World
Monuments Fund (WMF) on immovable cultural her-
itage (monuments, bridges) and that uses the CIDOC-
CRM;

3) DBPedia [15], which is an online encyclopedia
widely used [16] and that does not use the CIDOC-
CRM norm but various metadata languages, such as:
dbpedia, foaf, umbel, schema.org, dublin core, geo;

4) Nakala [17], which is an online service to upload,
document and exhibit (museographic) data and that
does not use the CIDOC-CRM norm but various
metadata languages, such as: foaf, skos, dublin core,
vcard.

The specificity of our web application is that it deals
with heterogeneous data sources according to the contents
and the logical structures (spreadsheets, relational databases,
XML files) of data. Data migrated into triplestores are opened
through our web application. This application provides a visu-
alisation service of triplestores under three differents formats:
rdf, triples, attribute-value summary. The web application also
allows querying triplestores separately or together by using
”Endpoint Sparql” (interface for typing and executing Sparql
query, where Sparql is a querying language for RDF files)
and general query forms that are useful for those who do not
know the Sparql query language [18] and the CIDOC-CRM
language.

Figure 3. Architecture of ModRef project.

III. ARCHITECTURE OF THE MODREF PROJECT

The architecture of the ModRef project, illustrated in
Figure 3, describes the various processes of data digitisation
from the creation of digital data based on an expert knowledge
for instance to the visualisation and querying of data by
a user. Data can go through several transformations before
being available in triplestores. Hence, we can move from non-
structured or semi-structured data (notes, reports, books, web
sites) to structured data described by logical structure. This
logical structure can be a flat structure of the form attribute-
value or spreadsheet, but it can also be more structured using
relational databases or XML files that are, in our context,
XML-EAD (Encoded Archival Description) files [19]. These
various descriptions usually make use of thesaurus (controlled
vocabulary of descriptive terms or not). From those structural
descriptions, we can build a semantic description of data with
a semantic RDF graph which relies on standards or norms. In
our context, we have used the CIDOC-CRM norm to generate
triplestores through a mapping between data and the CIDOC-
CRM graph. These triplestores can then be used by semantic
web applications or ”Endpoint Sparql”. The first stage of data
transformation (from non-structured or semi-structured data
towards structured data) is performed within each sub-project
of ModRef whereas ModRef project itself focuses more on the
second stage of data transformation (from structured data to
semantic data).

Therefore, to realise the proof of concept (POC) of Mod-
Ref, three pilot projects have been selected:

1) CDLI (Cuneiform Digital Library Initiative): Digital
museum on antique documents in cuneiform writing
[20];

2) ObjMythArcheo: corpus of antique archaeological ob-
jects with mythological iconography [21];

3) BiblioNum: Digital library on history of France dur-
ing the 20th century [22].

Table I compares data of the three pilot projects of ModRef
based on 5 criteria: descriptive texts size, number of objects,
logical structure type, number of elements of the logical
structure and data description language.

IV. MODREF CIDOC-CRM MODELLING AND DATA
MAPPING

We have identified the useful CIDOC-CRM classes, for
which at least one path leads to a non-null value, for the data
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TABLE I. DATA COMPARISON.

CDLI ObjMythArcheo BiblioNum
Texts size 300 Mo 100 Mo 100 Mo
Number of objects 313 332 objects 17 424 objects 77 collections -

62 392 files
Logical Database of Relational XML-EAD
Structure type Spreadsheet Database
Number of elements 1 table 59 tables 146 XML-EAD
of the structure with 61 attributes elements
Language English French-English French

modelling of our three pilot projects. This modelling represents
extracts related to the four following themes or subjects:

1) general characteristics of objects (identifier, type,
title, material, dimension, note or description), bib-
liography, composition and similarity of objects;

2) events of beginning of existence (origin) and end of
existence;

3) miscellaneous activities (transfer of custody, attribute
assignement, measurement);

4) inscriptions and other representations (photo, draw-
ing, painting).

In general, those extracts are constant because with the
CIDOC-CRM, it is possible to identify all potential paths
that lead to a given information. A semantic graph is thus
a set of nodes and oriented arrows that fulfill some constraints
and rules (shortcut, entailment, inverse). These constraints and
rules define the consistency and validity of the model.

In the following sections, we will describe the four different
themes (graph’s extracts) for the CIDOC-CRM modelling of
our pilot projects and also an instance of data mapping with
the corresponding CIDOC-CRM semantic graph snippet. Note
that the mapping or alignment principle is globally the same
for all themes and for all pilot projects.

A. Modelling of general characteristics
General characteristics of an object is defined more often

by interactions through short graph’s paths. Those charac-
teristics describe for an object various information, such as:
identifier, type (categorisation), title, material, dimension, note
or general description.

The modelling of the general characteristics of objects of
the ModRef project is illustrated in Figure 4. In this figure,
there are two different graph’s paths for defining the dimension
of an object:

1) a short path or shortcut path that links class E70
Thing to class E54 Dimension with the property P43
has dimension by the triple [E70 Thing, P43 has
dimension, E54 Dimension];

2) a long path with more nodes to fill. This path is
described by the following triples: [E1 CRM Entity,
P39i was measured by, E16 Measurement], [E16
Measurement, P40 observed dimension, E54 Dimen-
sion]. With this path, we can fill more information
related to the activity of measurement E16 Measure-
ment. Actually, the class E16 Measurement is a type
of activity because classes E13 Attribute Assignment,
E7 Activity and E5 Event belong to its hierarchy (see
Figure 5).

Besides, it is authorised to fill various paths leading to
the same information in a CIDOC-CRM graph. Therefore, we
sometimes have to choose between the different possibilities
when we do not have the necessary information to describe a
given path. This is the case mostly when a temporal entity is
used in the path.

On the other hand, Figure 4 also illustrates other interac-
tions between persistent entities, such as: P70i is documented
in for bibliographic references, P46 is composed of for objects
composition, P130 shows features of for objects similarity,
P128 carries for relation between an object and an entity
carried by or engraved on the described object, such as an
inscription for example.

B. Modelling of events of beginning and end of existence
An important activity on museographic data is the de-

scription of their origin (beginning of existence) in order to
define their date of origin, their place of origin and eventually
the participants to their origin or creation. The modelling of
beginning and end of existence events of objects in the ModRef
project is illustrated in Figure 5. The CIDOC-CRM allows to
define for each event three main information: date or period,
place and participants.

For the beginning of existence (origin), we use the event
E63 Beginning of Existence and the following patterns of
triples: [E77 Persistent Item, P92i was brought into existence
by, E63 Beginning of Existence], [E2 Temporal Entity, P4 has
time-span, E52 Time-Span], [E52 Time-Span, P78 is identified
by, E49 Time Appellation], [E4 Period, P7 took place at, E53
Place], [E53 Place, P87 is identified by, E44 Place Appella-
tion], [E5 Event, P11 had participant, E39 Actor], [E63 Be-
ginning of Existence, rdfs : subClassOf, E5 Event], [E5 Event,
rdfs : subClassOf, E4 Period], [E4 Period, rdfs : subClassOf,
E2 Temporal Entity]. Besides, for the beginning of existence
(origin) we may also start from activities E65 Creation or
E12 Production, which have as super-classes the classes E63
Beginning of Existence and E7 Activity (see Figure 5).

For the end of existence, we use the class E64 End of
Existence or any of its sub-classes and we will then be able
to define the date, the place and the participants to the end of
existence of an object.

C. Modelling of miscellaneous activities
Figure 6 illustrates an extract of our model for the de-

scription of activities in general, and for the description of
the activity transfer of custody in particular. Hence, to link
an object to an activity of transfer of custody, we use the
property P30 transferred custody of (or its inverse P30i custody
transferred through) between the target activity (E10 Transfer
of Custody) and the physical object (E18 Physical Thing).
Moreover, for a transfer of custody, we can describe the various
protagonists of the transfer (P29 custody received by, P28
custody surrendered by) and also describe eventually a history
of the different transfers of custody related to a specific object
or document. Note that there also exists a shortcut path that
does not use the transfer of custody activity but that allows to
define the current or former keepers or owners of an object
(P49 has former or current keeper, P50 has current keeper,
P51 has former or current owner, P52 has current owner).

Generally, for an event or an activity, we can describe
the date (or period), the place and the participants (or actors)
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Figure 4. Modelling of general characteristics.

Figure 5. Modelling of events of beginning and end of existence.

of the event or activity. Specifically, for an activity (transfer
of custody, attribute assignement, measurement, curation), we
will be able to define more information, such as: the procedure
or technique used (P33 used specific technique, P32 used
general technique), the various objects used (P16 used specific
object, P125 used object of type), the purpose of the activity
(P20 had specific purpose, P21 had general purpose).

D. Modelling of inscriptions and other representations
Figure 7 illustrates a snippet of the model for the descrip-

tion of inscriptions engraved on objects or the description
of other representations (photo, drawing, painting) of these
objects (physical or conceptual). Hence, to link an object to

its inscription, we use the property P128 carries between a
physical object (E18 Physical Thing) and a symbolic objet
(E90 Symbolic Object) that is inscribed on the target described
object. This will then help to find, for instance, all objects
engraved with a given inscription (seal, signature).

Besides, to link a photo or drawing or painting to an object
(physical or conceptual), we can use a set of properties:

1) P62 depicts for describing the link between the photo
or drawing or painting (here, E24 Physical Man-
Made Thing) and the target entity E1 CRM Entity
(physical or conceptual object) represented by the
photo, drawing or painting. This property does not
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Figure 6. Modelling of miscellaneous activities.

Figure 7. Modelling of inscriptions and other representations of an object.

describe inscriptions or other information engraved
directly on objects;

2) P65 shows visual item that links the photo or drawing
or painting to a visual representation (E36 Visual
item) of the described object represented by the photo
or drawing or painting;

3) P138 represents that links a visual representation
(E36 Visual item) of an object to the target described
object (E1 CRM Entity).

Note that the property P62 depicts is a shortcut of prop-
erties P65 shows visual item and P138 represents. The photo
or drawing or painting is usually described with the class E24
Physical Man-Made Thing.

E. Data Mapping or Alignment
Data migration into triplestores requires an alignment stage

of data with extracts of the CIDOC-CRM graph proposed. This
mapping is essential due to the heterogeneity of initial data
structured description and also due to the diversity of pilot

projects. This matching is not properly a programmatic task
but relies on logical structure details specific to the structural
descriptive model chosen by each sub-project. It is a task
halfway between modelling and programming that it enables to
oversee more clearly. Note that this task should not be confused
with the alignment between ontologies or owl/rdf files [23][24]
since here it is rather an alignment between the CIDOC-CRM
ontology and raw data from databases or XML files (in our
context, XML-EAD files).

Primarily, the mapping consists in filling a semantic graph’s
nodes. Terminal nodes will be filled with values extracted
from data logical structures of the corresponding sub-projects
whereas non-terminal or intermediary nodes will be filled with
URIs and will then define by that means paths to terminal
nodes. Note that a particular attention must be drawn to the
construction of URIs for their readability, as well as for the
consistency of graph’s paths in order to avoid paths’ conflicts
and warrant the uniqueness of a given path compared to
another.
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Figure 8 illustrates an extract of data mapping, initially
in XML-EAD [19] and that corresponds to the first theme
of our semantic modelling (see Figure 4). In XML-EAD,
for instance, dimensions of an object is obtained with xpath
/ead/archdesc/did/physdesc/dimensions
or /ead/archdesc/dsc/c/did/physdesc/dimensions, according to
the target information level that can be either the collection
level or the document level.

Hence, to describe the dimensions of an object, we use a
sequence of triples of the form:

[http://www.modref.org/biblionum/document id/e70 thing,
rdf : type, ecrm : E70 Thing],

[http://www.modref.org/biblionum/document id/e70 thing,
ecrm : P43 has dimension,
http://www.modref.org/biblionum/document id/e54 dimension],

[http://www.modref.org/biblionum/document id/-
e54 dimension, rdf : type, ecrm : E54 Dimension],

[http://www.modref.org/biblionum/document id/-
e54 dimension, rdfs : label,
”/ead/archdesc/dsc/c/did/physdesc/dimensions”],

[http://www.modref.org/biblionum/document id/e71 man-
made thing, owl : sameAs,
http://www.modref.org/biblionum/document id/e70 thing].

Finally, the mapping realised will be translated into a
programmatic data structure that will be then used to auto-
matically generate files that follow RDF and CIDOC-CRM
syntax: it is the data migration into triplestores or the creation
of triplestores.

V. DATA MIGRATION INTO TRIPLESTORES AND
FACTORISATION

Efficiently migrating data into triplestores involves various
skills. The sustainability of the whole procedure implies to
define a general and rigorous architecture for the workflow
of the different types of data handled. This architecture ex-
plicits the global method applied to all projects that wish to
move their data into triplestores. This method is subdivided
in different well-identified steps: data preparating (study and
structural description), semantic modelling and data mapping
from structural to semantic description and at last creating
and exhibiting triplestores that can then be visualised and
queried by users or semantic web applications. Initially, data
are often non-structured or semi-structured (notes, reports,
books, html) and first need to be converted into a structured
representation (spreadsheets, databases, XML files) in order to
easily construct their semantic representation thereafter. This
continuum of steps requires several skills and needs some
of in-between profiles skills to enable moving data from one
format to another: (1) non-structured data or semi-structured
data to structured data; (2) structured data to semantic data.

Besides, the key element of the architecture for migrating
data into triplestores is the modelling and mapping of data
with the semantic graph model chosen. In order to achieve data
migration of ModRef project, we have performed an alignment
between their data structural description and their semantic
description by filling some nodes of the semantic graph with
data retrieved from databases or collections of XML-EAD
files. This migration into triplestores implies at the same time
the reading of databases and the parsing of XML-EAD files

(see Table I). Nodes filled with values are terminal nodes and
non-terminal nodes are filled with URIs.

On the other hand, on instances, when we are mapping
data with the CIDOC-CRM model, we do not need to explicit
all the hierarchy of the classes used since we already have an
implementation of the whole model of the CIDOC-CRM ontol-
ogy. Subclasses inherit properties from all their superclasses.
Hence, we can perform what we call here a factorisation
and then reduce de number of use of the identity property
owl:sameAS between the hierarchy of classes.

A. Factorisation
For the first modelling theme ”General characteristics of

objects”, the simplification is straightforward. E24 Physical
Man-Made Thing is the most specialized reference class. Then
all its super-properties are inherited and we finally get Figure 9.
The other main simplification is that we no longer need to keep
track of the hierarchy from E24 Physical Man-Made Thing to
E1 CRM Entity. Hence, this is going to reduce the number of
non terminal nodes in our triplestores and we can guess easily
that the number of terminal nodes will remain the same.

For the second theme ”Events of beginning of existence
(origin) and end of existence”, the simplification is two-fold
because we have a persistent part (E24 Physical Man-Made
Thing) and a temporal part (E63 Beginning of Existence or
E64 End of Existence) to deal with at the same time. Then
all super-properties of classes E24 Physical Man-Made Thing,
E63 Beginning of Existence or E64 End of Existence are
inherited and in the end we obtain Figure 10. The other main
simplification is that we no longer need to keep track of the
hierarchy of our three main classes E24 Physical Man-Made
Thing, E63 Beginning of Existence or E64 End of Existence.
Hence, as for the first modelling theme, this is going to reduce
the number of non terminal nodes in our triplestores and we
can also guess easily that the number of terminal nodes will
remain the same.

For the third theme ”Modelling of miscellaneous activi-
ties”, the simplification is the same as for the second theme
because we have also a persistent part (E24 Physical Man-
Made Thing) and a temporal part (miscellaneous activities
with classes such as: E10 Transfer of Custody, E13 Attribute
Assignement, E16 Measurement, E87 Curation Activity). Once
again, the consequences are the same, all super-properties of
target classes E24 Physical Man-Made Thing or E10 Transfer
of Custody for instance are inherited and finally we obtain
Figure 11, which illustrates only the persistent item E24
Physical Man-Made Thing and the activity E10 Transfer of
Custody though we can easily guess that the model remain
the same for others activities (E13 Attribute Assignement, E16
Measurement, E87 Curation Activity). Of course, the other
main simplification is that we no longer need to keep track
of the hierarchy of our target main classes E24 Physical
Man-Made Thing, E10 Transfer of Custody, E13 Attribute
Assignement, E16 Measurement, E87 Curation Activity. Hence,
this is going to reduce the number of non terminal nodes in
our triplestores and we can also guess easily that the number
of terminal nodes will remain the same.

For the fourth theme ”Modelling of inscriptions and other
representations”, the simplification is two-fold between a per-
sistent part (E24 Physical Man-Made Thing) and another per-
sistent part (inscriptions and other representations represented
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Figure 8. Data mapping snippet between XML-EAD and CIDOC-CRM.

by the super-class E90 Symbolic Object). Indeed, there is an in-
teraction between the two persistent classes E24 Physical Man-
Made Thing and E90 Symbolic Object thanks to the property
P128 carries. In this specific case of modelling inscriptions
and other representations of a given object, inscriptions (E36
Visual Item or E33 Linguistic Object, E34 Inscription) are
sub-classes of class E90 Symbolic Object (see Figure 12). If
we are interested in any of E90 Symbolic Object sub-classes
then we can move the property P128 carries form class E24
Physical Man-Made Thing to our target specific class (rule of
inheritance). Hence, this will reduce that specific part of the
hierarchy and also the number of non terminal nodes in this
specific part. On the other hand, other representations of a
given object is considered and described the same way as the
original or target object using interactions through properties
such as: P62 depicts, P65 shows visual item, P138 represents
(see Figure 12).

The proof of concept of ModRef or the validation of data
migration into triplestores is a set of tasks uphill (preparating
and structuring of data, semantic modelling, alignment of data)
and downhill (publishing, visualising, querying and exploring
triplestores) the migration process. Hence, exploiting triple-
stores by querying and exploring them and the avantages that
can be then got through triplestores is the other major aspect
around those new data warehouses of RDF documents.

VI. VISUALISATION AND EXPLOITATION OF
TRIPLESTORES

Created triplestores are available for visualising (under
three different ways: rdf, triples and attribute-value summary)
and querying through our web application. The interest of
triplestores is that we have a public and published model of
information representation that enables querying triplestores
indifferently with the same procedures. We have defined two
procedures for exploiting triplestores: interfaces similar to
”general query forms” and ”Endpoint Sparql” (see Figure 13).

As they are really close to natural language, ”general query
forms” are simple and intuitive means for querying triplestores.
Special knowledge is not necessary, all that is needed is to fill
target fields on a given form and launch the query execution.
A Sparql query is automatically constructed using values of
filled fields and the query obtained is then used to retrieve
information from triplestores. At the end of query execution,
a list of objects is selected and returned as results to the user
who can then visualise them in three ways: rdf, triples and
attribute-value summary.

Besides, we can also query triplestores by using ”Endpoint
Sparql”. This second query mode requires Sparql query lan-
guage knowledge that is, at present, the reference language
for querying RDF documents. Sparql is a simple language
but not always at everyone’s comprehension level. Hence,
”general query forms” can be seen as a first query step
for triplestores whereas ”Endpoint Sparql” guarantee a more
complete exploitation of triplestores by a free formulation of
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Figure 9. Factorisation of the modelling of general characteristics.

Figure 10. Factorisation of modelling of events of beginning and end of existence.

Sparql ”Select” query type.

Our web application allows to visualise, query and explore
triplestores separately for each pilot project of ModRef but also
together by using the LOD (Linked Open Data) of ModRef.
The web application provides, for each project and for the
LOD of ModRef, a service to visualise triplestores data under
three forms but also provides a service to query triplestores
by using either ”general query forms” or ”Endpoint Sparql”.
Hence, as results to a query, the LOD allows to retrieve various
information (statue, tablet) coming from different triplestores
(see Figure 13). Several Sparql queries have been executed to
validate data migration and a list of queries samples is provided
with the web application. We have developped our own web
application ”Endpoint Sparql” and we also provide a Virtuoso
”Endpoint Sparql” (Virtuoso is a software that allows to create

an instance of ”Endpoint Sparql”) [25].

Note that the notion of exploiting triplestores refers to
notions of querying and exploring semantic graphs. Hence,
querying triplestores is executing Sparql queries that are
pre-defined (general query forms) or free (Endpoint Sparql)
whereas exploring triplestores is a kind of querying only
performed through ”Endpoint Sparql” for it allows to discover
various paths in a semantic graph towards a given data. Ac-
tually, different paths can lead to the same information inside
a graph (by the use of various notions: shortcut, refinement,
inheritance/entailment, inverse) even if those paths are not
always all filled. We can then write Sparql queries to discover
if different paths that lead to a given data exist or write
queries to know paths that lead to terminal nodes associated to
values. Exploring is then very important to master a specific
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Figure 11. Factorisation of modelling of miscellaneous activities (eg. Transfer of Custody).

Figure 12. Factorisation of modelling of inscriptions and other representations of an object.

triplestore.

VII. EVALUATION PROCEDURE AND RESULTS

We have perform several Sparql queries types to validate
the various datasets of our triplestores. The queries can be
divided into two groups, one group related to the general RDF
syntax schema (list of concepts or predicates used, list of
terminal triples (see Table II), list of triples of a given resource,
extracts of paths leading to non-empty terminal nodes) and
another group related to the CIDOC-CRM schema (checking
instanciation of a given class, checking labels of given entity
or resource (see Table III), characteristics of a given object
(see Table IV), information on origin or custody of a given
object).

Moreover, triplestores are subdivided into constant parts

TABLE II. LIST OF TERMINAL TRIPLES WHERE THE TERMINAL
NODE IS NON-EMPTY.

SELECT Distinct ?subject ?predicate ?object
WHERE
{
?subject ?predicate ?object .
Filter ( isLiteral(?object) && ?object != ”” )
}

(number of objects or triples) and queries are executed each
time on one part and gradually on the other parts if the
user asks so. The results are then progressively merge. The
user chooses to execute its queries bit by bit and can stop
the execution on any part of the triplestore. The current part
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Figure 13. ModRef Project Web Application: Endpoint Sparql.

TABLE III. LIST OF TYPES OR CATEGORIES OF OBJECTS.

PREFIX ecrm: <http://erlangen-crm.org/150929/>
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

SELECT Distinct ?type
WHERE
{
?type uri rdf:type ecrm:E55 Type .
?type uri rdfs:label ?type .
Filter ( ?type != ”” )
}

TABLE IV. LIST OF CHARACTERISTICS THAT COME FROM ROOT
ENTITY ”E1 CRM Entity”.

PREFIX ecrm: <http://erlangen-crm.org/150929/>
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

SELECT Distinct ?id1 ?id2 ?type ?description
WHERE
{
?e1 obj ecrm:P48 has preferred identifier ?id1 uri .
?id1 uri rdfs:label ?id1 .
?e1 obj ecrm:P1 is identified by ?id2 uri .
?id2 uri rdfs:label ?id2 .
?e1 obj ecrm:P2 has type ?type uri .
?type uri rdfs:label ?type .
?e1 obj ecrm:P3 has note ?description .
}

number (on which the current query has been executed) and the
total number of parts are always shown. Figure 14 shows that
queries average time execution (in seconds) is rather constant
on a given triplestore’s part (1000 objects) and the execution
speed of these queries is quite good for the users. Therefore,
the cumulative time execution increases as triplestore’s parts

Figure 14. Queries Execution for ModRef Project.

are combined.

TABLE V. MIGRATION PROCEDURE GENERAL STATISTICS.

CDLI ObjMythArcheo BiblioNum
Number of Logical 1 32 36
Structure Queries SQL query SQL queries XML-EAD paths
Number of Literal 5 300 000 280 000 930 000
Values
Number of Concepts 36 36 36
Number of Predicates 39 39 39

Once the modelling and alignment tasks were done, we
proceeded to the implementation of the architecture of the
migration process and thereafter we implemented the modules
for visualising and querying (General Query Form, Endpoint
Sparql) triplestores. All these implementations took about one
year. The time execution of the migration process itself, on a
2.13 GHz processor with 4 GB RAM, takes: 6 hours for the
project CDLI involving one long SQL query; 30 minutes for
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the project ObjMythArcheo involving 32 SQL queries; 2 hours
for the project BiblioNum involving 36 XML-EAD paths.

Table V describes general statistics of the migration results
for the three pilot projects of ModRef based on the following
criteria: number of logical structure queries, number of literal
values, number of concepts and predicates. Finally, the fac-
torisation procedure has reduced the number of non-terminal
nodes by around 30 percent.

VIII. CONCLUSION

The ModRef project allows to realise the proof of con-
cept (POC) of data migration into CIDOC-CRM triplestores
through: a general architecture that identifies the various steps;
modelling and data mapping with the CIDOC-CRM semantic
graph; data migration into triplestores; publishing of triple-
stores through a bilingual ”English-French” web application
[8] that provides services for visualising, querying and explor-
ing triplestores.

Further work is directed towards:

1) integration to others existing internet LOD (Linked
Open data) [26][27] in order to improve the sharing,
exchange and discovery of knowledge at a greater
scale. LOD should increase the discovery of new
knowledge, because of the amount and diversity of
linked data but mainly due to the use of semantic web
formalisms, metadata languages, thesaurus published,
standardised and even normalised;

2) comparison of various triplestores (DBPedia, Nakala,
British Museum, ModRef) that describe similar data
[28] (similar objects, objects of same historical pe-
riod, objects of same type, identical objects) in a LOD
context. This will lead to mutual enrichment of the
various actors of the LOD;

3) inference implications or issues or consequences
on CIDOC-CRM triplestores as well as on integra-
tion with others triplestores using factorised or non-
factorised CIDOC-CRM triplestores.
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