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Abstract—The proliferation of devices able to monitor their
position is favoring the accumulation of large amount of
geographically referenced data, that can be profitably used
in a lot of applications, ranging from traffic control and
management to location-aware services. The strong interest in
these applications has entailed a significant research effort in
the last years, both toward the modeling of spatio-temporal
databases and toward indexing strategies to efficiently process
spatio-temporal queries. Recently, we presented an indexing
scheme (based on a redundant storing strategy) able to index
three-dimensional trajectories using widely available bidimen-
sional indexes. In this paper we propose a method that, while
avoids redundant storing of data, still uses well established
bi-dimensional indexes. With respect to the previous work,
the retrieving performance is improved by taking advantage
both of a more efficient representation and of a trajectory
segmentation stage, as experimental results show.

Keywords-indexing; moving objects databases; spatial queries.

I. INTRODUCTION

The increasing number of mobile devices able to report
their position in real-time with high accuracy has implied the
collection of large amount of data, which can be profitably
used in many realms, ranging from traffic control and
management to location-aware services [1][2]. Moreover,
the need for security in many public environments has also
contributed to an exponential proliferation in the number
of available cameras and, starting from the video streams
acquired from these peripherals, objects’ positions can be
extracted by using available video analytic algorithms [3].
In this way, databases for the analysis and the validation of
models related to different typologies of objects’ movements
and behaviors (pedestrians, cars, pets and so on) have gained
great interest.

In order to store and efficiently retrieve the information
extracted from this large amount of acquired data, in the
last years a significant research effort has been made, both
towards the modeling of spatio-temporal Moving Object
Databases (MODs) and towards indexing strategies aimed
at efficiently process spatio-temporal queries.

According to the widely adopted line segment model, it
is straightforward to represent the movement of each object
as a sequence of line segments, each represented by two

sample positions at consecutive time instants. The trajectory
associated to the object’s motion is thus represented by a
polyline in a three-dimensional space, the first two dimen-
sions referring to the space and the third one to the time.
An example is shown in Figure 1.

When handling with MODs, we typically aim at ex-
tracting, from the entire collection of stored data, only
those trajectories possessing a given property: information
retrieval is therefore achieved through processing the query
submitted by the user.

Queries that are worth to be considered in spatio-temporal
databases can be subdivided at least into three orthogonal
categories. First, from a temporal perspective, ”find all
the vehicles that will be in a given area in the next ten
minutes” is an instance of the so-called future query; in
order to solve this query, models able to predict the future
position of a moving object are needed. On the other hand,
past queries handle with the historical positions of moving
objects. Finally, now queries ask for the position of objects at
the current time instant tnow; these queries can be considered
as a special case of future queries if the last recorded position
is lower than tnow; furthermore, they represent a special case
(at least from the indexing strategy point of view) of now
queries if the current position of objects has been recorded.

Another commonly accepted query taxonomy [4][5] is
based on the following consideration: a trajectory is a
very complex data structure, so implying that the time
needed to extract it from the database strongly influences the
performance of a generic retrieval system. For this reason,
it is important to distinguish, for example, if we are only
interested in the identifiers of the objects passing through a
given area in a given time interval or if we are interested
in the whole trajectory of these objects. The former query
is commonly defined as coordinate-based query; a typical
example is: ’find the number of pedestrians in Saint Peter’s
square in Rome between 9-12 am yesterday’; the latter
is commonly defined as trajectory-based query and, in
turn, contains two different categories: topological queries
and navigational queries. Topological queries make use of
information about the scene for the extraction of an object’s
trajectory (’when did vehicle X leave Plebiscito’s square in
Naples most recently?’). Navigational queries need derived
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information to answer questions like ’what is the current
speed of vehicle X?’; in this case, the needed information
(like speed, heading, travel distance, etc.) is not typically
stored directly and, therefore, a computational overhead is
paid.

Furthermore, from a temporal point of view, a simple
but useful distinction is made between time slice and time
interval queries; a time slice query asks about a fixed time
point while a time interval query considers a temporal
interval. For the sake of clarity, a time slice query, in its
coordinate-based form, can be exemplified as ’find all the
objects that are in a given area at a given time instant ti’
while its trajectory-based form is ’find the trajectories of
each object that is in a given area at a given time instant
ti’. When ti < tnow, we are facing a past query; ti > tnow

characterizes future queries, while ti = tnow is the case
of now queries. A time interval query, in its coordinate-
based form, can be exemplified as ’find all the objects that
pass through a given area in the time interval [t1, t2]’,
while a trajectory-based example is ’find all the trajectories
of objects that traverse a given area in the time interval
[t1, t2]’. Assuming t1 < t2, if t2 < tnow we are dealing
with a past query, while t1 > tnow characterizes future
queries. The case t1 < tnow < t2 can be easily assumed
as composed by a past time interval query (t ∈ [t1, t

now), a
now time slice query (t = tnow) and a future time interval
query (t ∈ (tnow, t2]).

Many other interesting queries are reported in [6], [7],
[8], [9] and in [10]. The large amount of queries that have
been proposed, especially in the last years, reinforces the
evidence that research is still ongoing in this field and, at
our knowledge, efficient solutions are still being investigated.

In this context, we are interested in efficiently storing
and querying moving objects’ trajectories extracted from

Figure 1. A spatio-temporal trajectory; x and y dimensions refer to position
while the third dimension (t) refers to time.

video cameras. Although efficient bidimensional indexing
methods are usually available, several problems arise when
data to be handled are three- or even four-dimensional,
as it happens for the trajectory-based systems. To solve
these problems, we recently proposed a method [1] able to
redundantly project and analyze a collection of trajectories
on bi-dimensional planes by using off-the-shelf solutions.

Starting from our previous work, in this paper we propose
an improved version of the system able to answer past
(trajectory-based) time interval queries on a MOD; even still
using bidimensional indexes, the proposed solution avoids
the redundancy in the stored data and improves the whole
performance, also thanks to a segmentation algorithm aimed
at optimizing the use of the adopted indexes.

The paper is organized as follows: after a discussion
about some of the papers related to both bi-dimensional
and three-dimensional data indexing methods (Section II),
in Section III we describe our previous proposal in [1] and
its improvement, obtained by using a new indexing strategy
that avoids redundancy in the data to be stored; in Section
III we also introduce and describe the adopted segmentation
algorithm. Experimental results are the concern of Section
IV, while Section V concludes the paper outlining future
directions.

II. RELATED WORK

Indexing moving objects databases has been an active re-
search area in the recent past and several solutions have been
proposed. [6] and [11] survey many accessing strategies,
proposed in the last two decades, which are able to index the
past and the current position, as well as methods supporting
queries related to the future.

According to [11] and [12], one of the most influential
accessing methods in the area of spatial data management
was proposed by Guttman. He suggested, in his pioneering
paper [13], a structure named R-tree able to efficiently index
bidimensional rectangular objects in VLSI (Very Large Scale
Integration) design applications. The conceptual simplicity
of an R-tree and its resemblance to widely adopted stan-
dard B-trees, allowed the developers to easily incorporate
such a solution in spatial enabled DBMS [12] in order to
support spatial query optimization and processing. R-trees
hierarchically organize the geometric objects by representing
them through Minimum Bounding Rectangles (MBRs, [14]),
which are an expression of the object’s maximum extents in
its coordinate system; each internal node corresponds to the
MBR that bounds its children while, as usual, a leaf contains
pointers to the objects (see Figure 2). The insertion of a new
object takes place by choosing, at each level, the node that
involves the smallest expansion; when a split of the selected
leaf node is needed, Guttman proposed three algorithms with
different complexity to handle such a split, aiming at the
minimization of the sum of the areas of resulting nodes. It
is worth noting that, since an MBR can be included in many
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Figure 2. An R-tree example (adapted from [12]).

nodes (see R6 in Figure 2), a spatial search may include the
visit of many nodes.

Starting from the original R-Tree structure, several im-
proved versions have been proposed; when we move from
spatial to spatio-temporal data, for instance, the temporal
coordinate can be considered as an extra dimension and
data can be indexed using three-dimensional R-trees [15].
Such an approach does not discriminate between spatial and
temporal dimensions and is well suited for indexing the past,
i.e., when only closed trajectories are considered.

STR-trees [4] extend R-tree with a different insert/split
algorithm, while the characteristics of spatio-temporal data
are captured by two access methods (STR-tree and TB-tree).

When objects’ movements are constrained, for example
on a network of connected road segments, a bidimensional
R-tree can be used to index the static network’s segments.
In this case, each leaf contains a segment and a pointer to
a monodimensional R-Tree that indexes the time intervals
of objects’ movements, as for FNR-Tree [16]. MON-tree
[17] extends the FNR-tree by modeling the constrained
network as a set of junctions and routes; a bidimensional
R-tree is used to index polylines’ bounding boxes while,
for each polyline, another bidimensional R-tree indexes the
time dimension of the objects within the polyline. PARINET
[18] has been designed for historical data in constrained
networks and models the network as a graph; trajectories are
partitioned according to the graph partitioning theory. This
method has been extended to handle continuous indexing of
moving objects [19].

When dealing with real applications for indexing and
querying large repositories of trajectories, the size of MBRs
can be reduced by segmenting each trajectory and then
indexing each sub-trajectory by using R-Trees; such an
approach is described, for example, in [20], where a dynamic
programming algorithm is presented for the minimization
of the I/O for an average size query. SETI [21] segments
trajectories and groups sub-trajectories into a collection of

spatial partitions; queries run over the partitions that are
most relevant for the query itself. TrajStore [22] co-locates
on a disk block (or in a collection of adjacent blocks)
trajectory’ segments by using an adaptive multi-level grid;
thanks to this method, it is possible to answer a query by
only reading a few blocks.

All the above approaches, even presenting efficient so-
lutions from different perspectives, are typically not sup-
ported in the available commercial products that make
use of very efficient spatial indexes that, unfortunately,
are typically restricted to the bi-dimensional case. For
instance, PostGIS [23], a well known extension of Post-
greSQL DBMS [24] for storing spatial data, even supporting
three (and four)-dimensional data, does not support three-
dimensional intersection and indexing operations. As a con-
sequence, there is a strong interest in those methods which,
even using off-the-shelf solutions, allow to solve the problem
in the multi-dimensional space.

For this reason, in this work we propose a method able to
index large sets of trajectories extracted from video cameras
by means of off-the-shelf solutions; in our approach, we
consider that objects are freely moving in our scene, without
any kind of constraint. The main novelty lies in the fact
that, differently from previous solutions, we do not suggest
any new indexing three-dimensional structures. As a matter
of fact, we propose a way to efficiently use available
bidimensional solutions in order to solve the problem that
spatial indexes for three-dimensional data are not widely
available.

III. THE PROPOSED METHOD

According to the line segment model, a trajectory T k can
be represented as a sequence of spatio-temporal points:

T k =< P k
1 , P

k
2 , ..., P

k
n >

with:

P k
i = (xk

i , y
k
i , t

k
i ) ∀i ∈ [1, n].
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Figure 3. A query box representing a TIQ.

Each pair (xk
i , y

k
i ) refers to the spatial location of an object

at the time instant tki . As already mentioned, the trajectory is
approximated by a polyline, each segment being the linear
interpolant between two consecutive points (Figure 1).

A Time Interval Query (TIQ) aims at detecting all those
trajectories passing through a given spatial area A in a given
time interval [ts, te]; assuming that the area A is rectangular,
the latter is fully identified by two points in the xy plane
P xy
m = (xmin, ymin) and P xy

M = (xmax, ymax). Each TIQ
can be thus associated to a query box B:

B = {(xmin, ymin, ts), (xmax, ymax, te)},

Differently speaking, the temporal dimension extends the
rectangular area A in the 3D space (see Figure 3).

From a geometrical point of view, in order to solve a TIQ
we need to find all those trajectories intersecting the query
box B. A simple algorithm for retrieving the trajectories
satisfying such a query is based on processing, for each
trajectory, all its segments, starting from the first one: as
soon as the intersection occurs, it can be concluded that the
trajectory intersects the query box. In order to determine if
a trajectory segment lies inside or outside a query box, a
clipping algorithm can be used.

We propose to use the 2D Cohen-Sutherland Line Clip-
ping Algorithm [25] (briefly summarized in Figure 4).
According to it, the geometric plane is subdivided into nine
areas by extending the edges of the query rectangle: if at
least one of the segment endpoints lies inside the query
box, the intersection is trivially verified (see segment AB in
Figure 4.a); if, on the contrary, both the endpoints lie outside
the query box, we check the position of the endpoints with
respect to the query area: in some cases the intersection can
be still trivially verified, as for CD and EF respectively in
Figure 4.b, otherwise the segment is split at its intersection
points and each obtained sub-segment is in turn inspected
(as in the case of the segment GH and IL in Figure 4.c).
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Figure 4. The Cohen-Sutherland Algorithm [25].

This clipping algorithm can be easily extended for dealing
with 3D trajectories by considering 27 spatial regions, rather
than 9.

Unfortunately, despite its simplicity, the use of a clipping
algorithm is not suited for handling with large datasets,
so demanding for more efficient approaches. In fact, the
clipping algorithm has to process, for each trajectory, all its
segments, starting from the first one until the intersection
occurs. The worst case arises when a trajectory does not
intersect at all the query box; in this case, in fact, all its
segments must be processed, making this approach infeasi-
ble for large amount of data.

When the number of trajectories increases, more efficient
approaches are thus mandatory; for example, suitable index-
ing strategies would be necessary to reduce the number of
trajectories to be clipped. Although many spatial databases
today available, both open source and commercial ones,
provide very efficient spatial indexing techniques, these
indexes schemes are unfortunately typically restricted to
deal with 2D data; for this reason, it is worth trying to
represent the actual 3D problem in terms of (one or more)
2D sub-problems, so as to fully exploit the efficient available
bidimensional indexes.

A. The Solution Proposed in [1]

In [1], given a trajectory T k and a query box B, we
proposed a method according to which both T k and B were
first projected on the three coordinate planes; let T k

kz and
Bkz be the projections of T k and of B on the kz plane. We
then observed that, if a trajectory intersects the 3D query
box, then each trajectory projection must also intersect the
correspondent query box projection:

T k ∩B 6= ∅ ⇒


T k
xy ∩Bxy 6= ∅
T k
xt ∩Bxt 6= ∅

T k
yt ∩Byt 6= ∅

 (1)

Equation 1 represents a necessary but not sufficient condi-
tion, as the opposite is clearly not true. In fact, if all trajec-
tory’s projections intersect the correspondent box projection
on the considered spaces, they do not necessarily intersect
the 3D query box too. To better explain this concept,
Figure 5.a shows, in the 3D space, a trajectory that does
not intersect a given query box: it can be noticed that all the
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trajectory projections intersect the correspondent query box
projections (Figure 5.b-d ).

Thus, as a matter of fact, if all projections of T k intersect
the correspondent box projections, we consider T k as a
candidate to be clipped in the three-dimensional space; the
guess is that there will be not too many false positives.

According to the above considerations, in [1], for each
three-dimensional trajectory T k, we proposed to store three
bi-dimensional trajectories obtained by projecting T k on the
xy plane (T k

xy), on the xt plane (T k
xt) and on the yt plane

(T k
yt).
Given a box B representing the time interval query to be

solved, we similarly considered Bxy , Bxt and Byt.
With this strategy, by using one of the available bi-

dimensional indexes, it is possible to find on each plane
the following three trajectory sets (Θ1, Θ2, Θ3) in a very
simple and efficient manner:

Θxy = {Txy : MBR(Txy) ∩Bxy 6= ∅} (2)
Θxt = {Txt : MBR(Txt) ∩Bxt 6= ∅} (3)
Θyt = {Tyt : MBR(Tyt) ∩Byt 6= ∅} (4)

The set T of the trajectories candidate to be clipped in the
3D space is thus trivially defined as:

Θ = {T : Txy ∈ Θxy ∧ Txt ∈ Θxt ∧Θyt ∈ Tyt} (5)

This strategy, while taking advantage of widely available
efficient bidimensional indexes, still presents two weak
points. First, for a n points trajectory, we need to redundantly
store 6·n values (2·n for each of the three coordinate planes).
Another subtle crucial point is that the use of bidimensional
indexes is not optimized: as a matter of fact, the MBR of
each projected trajectory can easily span a great percentage
of the whole area.

In the following two subsections, the above problems
will be separately handled and solutions for them will be
presented.

B. Improving the Method by Removing Redundancies

It is possible to observe that, for a given trajectory T k,
rather than storing the three different trajectory projections
in each coordinate plane, we can store T k as the original
sequence of points in the 3D space, and separately main-
tain three different bidimensional MBRs: MBRxy(T k),
MBRxt(T

k) and MBRyt(T
k). MBRxy(T k) (respectively

MBRxt(T
k) and MBRyt(T

k)) is obtained by project-
ing on the xy (respectively xt and yt) plane the three-
dimensional MBR of T k.

It is worth noting that the redundancy introduced by the
three MBR projections is not dependent on the number of
points in the trajectory and, therefore, has only a marginal
impact on the spatial complexity, since it only requires the
storage of six pairs of points.

Assuming such a scheme, on each 2D plane we find
the trajectories intersecting the corresponding 2D query box
in a very efficient manner by using one of the available
2D indexes. Let Γxy , Γxt and Γyt be the resulting sets of
trajectories defined as:

Γxy = {T : MBRxy(T ) ∩Bxy 6= ∅} (6)
Γxt = {T : MBRxt(T ) ∩Bxt 6= ∅} (7)
Γyt = {T : MBRyt(T ) ∩Byt 6= ∅}, (8)

where, as usual, Bxy , Bxt and Byt are the projections of
the 3D query box B. The set Θ of the trajectories candidate
to be clipped in the 3D space is therefore now defined as:

Θ = Γxy ∩ Γxt ∩ Γyt (9)

Figure 6 resumes the method: given a set of trajectories
and a query box (Figure 6.a), we discard the green trajectory
since its MBRxy(T ) and MBRyt(T ) do not intersect the
corresponding projection of the black query box (Figure 6.b
and Figure 6.c). The candidate set Θ is thus composed by
the other two trajectories, the red and the blue one, which
are finally clipped, obtaining the desired output represented
by the blue trajectory (Figure 6.e).

C. Optimizing the Selectivity of the 2D Indexes

It should be clear at this point that the entire system
performance will strongly depend on the indexing phase and,
as a consequence, on the capability to reduce the number of
trajectories to be clipped in the three-dimensional space. At
a more detailed analysis, the selectivity of the indexes in
each plane is related to the area of the corresponding MBR
which, in turn, only depends on the trajectory geometry, so
being (apparently) fixed. This is the reason why we decided
to introduce a segmentation stage, aimed at increasing the
selectivity of the indexes.

Segmentation algorithms aim at subdividing each trajec-
tory into consecutive smaller units, which we will refer to
as trajectory units. We are interested in a segmentation algo-
rithm able to exploit the characteristics of the available bi-
dimensional indexes; this can be accomplished by decreasing
the area of the projected MBR of each trajectory unit.

The proposed algorithm works recursively: initially (that
is at iteration 0) it assumes that the trajectory T k is com-
posed by a single unit 0Uk

1 , that is split into a set of m
consecutive smaller units {1Uk

1 , . . . ,
1 Uk

m}; each of the 1Uk
i

is in turn inspected and, if the stop criteria are not satisfied,
it is further split.

Let us analyze how a generic unit (i−1)U = {P1, . . . , Pm}
is split into {iU1, . . . ,

i Un}; we first choose a split-
dimension and a split-value. Assume, as an example and
without loss of generality, that x has been chosen as the
split-dimension and let x∗ be the split-value. In addition,
assume that x1 < x∗. According to these hypotheses, iU1
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(a)

(b) (c) (d)
Figure 5. An example of 3D trajectory (a) and its projections on the different coordinate planes xy (b), xt (c) and yt (d). Although the trajectory does
not intersect the query box, its projections do it.

is the set of the consecutive points lying on the left of the
split-value:

iU1 = {P1, . . . , Pk} (10)

where Pk is the first point such that xk ≥ x∗. Then, the
second unit will be formed by the sequence of consecutive
points lying on the right of the split-value:

iU2 = {Pk+1, . . . , Pl} (11)

where Pl is the first point such that xk ≤ x∗. The inspection
of (i−1)U ends when the last point Pm is reached.

According to the above considerations, the criteria for
the choice of the two parameters, split-dimension and split-
value, play a crucial role. Since we aim at optimizing the
indexing strategy, the proposed segmentation algorithm is
based on the occupancy percentage on each 2D coordinate
plane.

First we calculate the coordinate plane corresponding to
the maximum among the three occupancy percentage values
Oxy , Oxt and Oyt of the trajectory unit MBRs, with respect
to the correspondent global volume of interest V :

Oxy =
MBRxy(U)

V xy
(12)

Oxt =
MBRxt(U)

V xt
(13)

Oyt =
MBRyt(U)

V yt
(14)

Without loss of generality, suppose that the maximum oc-
cupancy percentage value is Oxy and, consequently, the
corresponding plane is xy; let width and height be the two
dimensions of MBRxy(U), respectively along the coordi-
nates x and y; the split-dimension sd is defined as:

sd =

 x if width > height

y otherwise

Given the split-dimension sd we choose, as the split-value
sd∗, the MBR average point on the coordinate sd.

Figure 7 sketches the execution of the first iteration of our
algorithm on the trajectory T (assumed to be composed at
this iteration by a single unit U ).

In Figure 7.a we are assuming that our volume of interest
is:

0 ≤ x ≤ 150; 0 ≤ y ≤ 50; 0 ≤ t ≤ 30 (15)
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(a)

(b) (c) (d)

(e)
Figure 6. An overview of the method. (a) a query box and three trajectories; (b), (c), (d): the projections of trajectories’ MBRs on the coordinate planes;
(e) the final result of our method, after the application of the clipping algorithm on the blu and red trajectories.

We first consider MBRxy(U), MBRxt(U) and
MBRyt(U) (Figure 7.b) obtaining that:

Oxy > Oxt > Oyt. (16)

According to the above inequalities, we choose to operate
on the xy plane. As the values of the dimensions are:

width = xmax − xmin = 135 (17)
height = ymax − ymin = 40, (18)

assuming that x has been chosen as the split-dimension, the
split-value will be easily obtained as follows:

x∗ =
xmax + xmin

2
= 72.5 (19)

(20)

Now we are in the position of segmenting the unit; Figure 7.c
shows the current iteration, that is the segmentation of the
unit while, in Figure 7.d, are shown, with different colors,
the obtained 4 units with the corresponding MBRs. Last,
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Figure 7.e shows the projections of the obtained MBRs on
each coordinate plane.

The algorithm ends when all the trajectory units cannot be
further subdivided, since at least one of the stop conditions
has been reached for each unit; in particular, we employ two
stop criteria . First, we choose not to segment trajectory units
whose MBR areas are smaller than a fixed percentage of the
entire scenario (PAmin); furthermore, we do not segment a
unit with less than PSmin points.

Finally, a further refinement is needed in our algorithm for
handling with the formation of the last unit; in fact, when
the generic unit U i is splitted, it can happen that the last
unit is only composed by a few points. In this case, a suited
strategy is introduced to specifically handle with this issue.
Figure 8.a clarifies this concept: the last unit (the black one)
is composed by three points, but LUmin is set to four. For
this reason, this unit will be merged with the previous one
(the green one, see Figure 8.b).

D. Summarizing the method

In this section we will summarize the proposed method.
Each trajectory T k is segmented (when it is loaded) and
stored as a sequence of trajectory units {Uk

1 , . . . , U
k
l }; using

one of the available bidimensional indexes, we select:

ΓU
xy = {U : MBRxy(U) ∩Bxy 6= ∅} (21)

ΓU
xt = {U : MBRxt(U) ∩Bxt 6= ∅} (22)

ΓU
yt = {U : MBRxy(U) ∩Byt 6= ∅}, (23)

where, as usual, Bxy , Bxt and Byt are the projections of
the 3D query box B.

The set ΓU of units candidate to be clipped in the 3D
space is therefore defined as:

ΓU = ΓU
xy ∩ ΓU

xt ∩ ΓU
yt. (24)

By analyzing ΓU we build, as follows, the set Θ:

Θ = {∅}
∀ Uk ∈ ΓU {

if k /∈ Θ {
if Uk intersects B in the three-dimensional space {

Γ = Γ
⋃
k

}
}

}.

The set Θ represents the result of a TIQ, if we are
interested in the coordinate-based form, while the entire
trajectories have to be extracted if we are interested in
trajectory-based TIQs.

IV. EXPERIMENTAL RESULTS

In order to characterize the efficiency of the proposed
method, several trajectory-based TIQs were performed. We

conducted our experiments on a PC equipped with an Intel
quad core CPU running at 2.66 GHz, using the 32 bit version
of PostgreSQL 9.1 server and the 1.5.3 version of PostGIS.
Data have been indexed using the standard bidimensional R-
tree over GiST (Generalized Search Trees) indexes; as the
specialized literature confirms, this choice guarantees higher
performance in case of spatial queries with respect to the
PostGIS implementation of R-trees.

We represent each trajectory unit as a tuple:

(ID,UID,U,MBRxy,MBRxt,MBRyt) (25)

where ID is the moving objects identifier, UID identifies
the trajectory unit, and U is the 3D trajectory unit, repre-
sented as a sequence of segments (a PostGIS 3D multi-line).
Finally MBRxy , MBRxt and MBRyt are the three unit’s
MBRs in each coordinate plane, xy, xt and yt respectively,
represented as PostGis BOX geometries. Once data have
been indexed, PostGIS provides a very efficient function to
perform intersections between boxes and MBRs in a 2D
space.

The experimental results have been obtained by testing
the system performance on synthetic data, which have been
generated as follows. Let W and H be the width and
the height of our scene and S the temporal interval. Each
trajectory T i starting point is randomly chosen in our scene
at a random time instant ti1; the trajectory length Li is
assumed to follow a Gaussian distribution, while the initial
directions along the x axis and the y axis, respectively
dix and diy , are randomly chosen. At each time step t, we
first generate the new direction, assuming that both dix and
diy can vary with probability PIx and PIy respectively;
subsequently, we choose the velocity along x and y at
random. The velocity is expressed in pixels/seconds and
is assumed to be greater than 0 and less than two fixed
maximum, V max

x and V max
y . Therefore, the new position of

the object can be easily derived; if it does not belong to our
scene, new values for dx and/or dy are generated. We refer to
the scene populated with trajectories as the Scenario. Table
I reports the free parameters and the values for the creation
of the 30 different scenarios used in our experiments as well
as the parameters used by the segmentation algorithm. Note
that the worst case, corresponding to the maximum values
of T and L, results in 104 trajectories with 104 points, for
a total of 108 points to store and process; these values are
over and above if compared with many real world datasets.

For the evaluation of the efficiency of the proposed seg-
mentation algorithm, we generated and segmented 6000 tra-
jectories with L ∈ {1000, 2000, 3000, 4000, 5000, 10000};
for each trajectory T i we measured the number of ob-
tained segments (N i

seg) and the time needed to segment
the trajectory (T i

seg). Last, the obtained N i
seg and T i

seg

are averaged over L, so obtaining Nseg(L) and Tseg(L).
Figure 9 shows on the left the averaged number of segments
(Nseg) as L changes; not surprisingly we have, with very
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(a)

Oxy = 72% Oxt = 69% Oyt = 53.4%
(b)

(c) (d)

(e)
Figure 7. An overview of the segmentation algorithm. See text for details.
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(a) (b)

Figure 8. The effect of LUmin on a segmented unit.

Table I
THE PARAMETERS USED IN OUR EXPERIMENTS.

Scene width (pixels) 104

Scene height (pixels) 104

Time interval length (secs) 105

Number of trajectories (T ) {1, 2, 3, 5, 10} ∗ 103
Points in each trajectory (L) {1, 2, 3, 5, 10} ∗ 103

PIx 5%
PIy 5%
V max
x 10 pixels/secs

V max
y 10 pixels/secs

PAmin 1%
PSmin 100
LUmin 10

good approximation, that the number of segments linearly
increases with L. On the right of Figure 9 is shown, in
milliseconds, the averaged time Tseg needed to segment a
trajectory with L points; with good approximation, Tseg

quadratically increases with L.
The time needed to process a generic TIQ query (QT ) is

a function of at least 4 parameters, namely the number of
trajectories T , the average trajectories’ length L, the query
cube dimension Dc, expressed as percentage of the entire
scenario, and the position of the query box Pc:

QT = f(T, L,Dc, Pc). (26)

Among the above parameters, Pc strongly influences the
time needed to extract the trajectories as these are not
uniformly distributed, especially in real world scenarios. In
order to avoid the dependency on the query cube position,
we decided to repeat the query a number of times inversely
proportional to the query cube dimension, positioning the
query cube in different positions, as shown in row N of
Table II; finally, results are averaged to obtain:

QT = f(T, L,Dc). (27)

For the description of the experimental results we define
three different set of experiments, obtained by fixing two

Figure 9. The performance of the segmentation algorithm.

Table II
NUMBER N OF TIMES EACH QUERY IS REPEATED AS Dc VARIES.

Dc 1% 5% 10% 20% 30% 50%
N 200 40 20 10 7 4

of the three parameters T , L and Dc and showing the
variation of QT with respect to the third (free) parameter; an
example is shown in Figure 10, which expresses the values
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of QT with Dc and L fixed and T variable. Each diamond
refers to the real value in seconds of QT for a given value
of T ; Figure 10 shows the curve which best interpolates
the diamonds: in this case the approximation is linear, so
obtaining a line. It is worth pointing out that, for the sake
of readability, the figures for the experimental results will
be expressed in a semi-log scale as, even not permitting
to display part of the curves interpolating small values, it
provides a greater comprehension of the system behavior
for large values of the parameters.

Figure 10. QT (in seconds) as the number of trajectories increases with
Dc = 5% and L = 5000.

In Figure 11, QT relates to the variable number of
trajectories T , for various values of Dc; the number of
curves corresponds to the different fixed values of L =
{1, 2, 3, 5, 10} ∗ 103. The relationship between QT and T
has been analyzed by polynomially approximating QT (T ):
note that QT linearly increases with T , with a very small
factor of approximation.

Diamond points in Figure 12 express QT in relation to
the query box dimensions Dc and for T = 3.000 and T =
10.000; the number of curves corresponds to the different
fixed values of L = {1, 2, 3, 5, 10} ∗ 103. In this case we
obtain that QT quadratically depends on Dc.

In Figure 13, the diamonds express QT as a function
of L, for Dc ∈ {1%, 5%, 20%, 30%}, while the number
of curves corresponds to the different fixed values of T =
{1, 2, 3, 5, 10}∗103. Again we obtain that QT quadratically
depends on L.

Finally, Figure 14 highlights the enhancement of the pro-
posed indexing scheme as compared with the one presented
in [1], for Dc ∈ {1%, 20%}. In particular, the diamonds
refer to the new method, while the circles refers to the
previous one. Note that, thanks to a novel indexing strategy
and segmentation algorithm, the system performance signif-
icantly improved while the redundancy in stored data has
been significantly removed.

V. CONCLUSION

In this paper we proposed an enhanced version of the
retrieval system proposed in [1], aimed to index large
amount of 3D trajectory data by using widely available 2D
indexes. With respect to the previous method, two main
improvements have been achieved: the former is the removal
of the redundancy, obtained thanks to a novel indexing
scheme; the latter is the optimization of the selectivity of the
indexes, obtained by introducing a segmentation algorithm.

The experimental results, performed on synthetic data,
show that the proposed solution is able to fully exploit the
retrieving capabilities based on well established 2D indexes.
In fact, the system performance have been significantly
improved, if compared with the results presented in [1].

Further improvements in the performance will be achieved
by applying the clipping algorithm in parallel to each can-
didate trajectory. This step can be easily implemented using
multi-threading, in order to take advantage of multi-core and
multi-processors systems. Strategies aiming at compressing
data to be stored and retrieved are also being considered.
Finally, we are extending our system in order to answer
different query typologies.
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Dc = 1%

Dc = 5%

Dc = 20%

Dc = 50%

Figure 11. QT (in seconds) as the number of trajectories increases having
the number of points in each trajectory as parameter.

T = 1000

T = 3000

T = 5000

T = 10000

Figure 12. QT (in seconds) as the dimension of the querying cube (in
percentage of the whole volume) increases and having L as parameter.
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Dc = 1%

Dc = 5%

Dc = 20%

Dc = 50%

Figure 13. QT (in seconds) as the number of points in each trajectory
increases and having the number of trajectories as parameter.

Dc = 1%

Dc = 20%

Figure 14. The results obtained with the solution proposed in [1] (circles)
compared with the results obtained with the solution here as T varies
(L=5000).
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Abstract—Compared to search engines, recommender sys-
tems provide another means to help users to access information.
Recommender systems are designed to automatically provide
useful items to users. A new challenge for recommender
systems is to provide diversified recommendations. In this
paper, we investigate an approach to obtain more diversi-
fied recommendations using an aggregation method based on
various similarity measures. This work is evaluated using
three experiments: the two first ones are lab experiments and
show that aggregation of various similarity measures improves
accuracy and diversity. The last experiment involved real users
to evaluate the aggregation method we propose. We show that
this method allows the balance between accuracy and diversity
of recommendations.

Keywords-Recommender System; Diversity; Similarity Mea-
sures; Users Study; Information Retrieval

I. INTRODUCTION

As explained by Ricci et al. [2], “Recommender Systems
(RS) are software tools and techniques providing suggestions
for items to be of use to a user”. RS are uselly classified
according to how item suggestions are generated; three
categories are genearlly distinguished [3], [4]:
• Collaborative filtering that uses social knowledge to

generate recommendations;
• Content-based filtering that uses content features to

generate recommendations;
• And hybrid filtering that mixes content-based and col-

laborative filtering approaches.
Kumar and Thambidurai underline in [5] that “recom-

mender systems are characterized by cross-fertilization of
various research fields such as: Information Retrieval, Ar-
tificial Intelligence, Knowledge Representation, Discovery
and Data/Text Mining, Computational Learning and In-
telligent and Adaptive Agents”. Indeed, when considering
content-based filtering techniques, an important issue is to
match various items and to identify those that should be
recommend to a given user. In content-based R, such a
matching is mainly based on similarity measures coming
from Information Retrieval (IR) field [6].

IR usually sorts the retrieved documents according to
their similarity with the user’s query [7]. Doing so, IR

systems assume that document relevance can be calculated
independently from other documents [8]. As opposed to this
assumption, various studies consider a user may prefer to get
documents treating of various aspects of her information
need rather than possibly redundant aspects within docu-
ments [9], [10]. Diversity pursues this goal.

Document diversity has many applications in IR. First, it
is considered to be one solution to query term ambiguity
[8]. Indeed, queries as expressed by users are not enough to
disambiguate terms. To answer ambiguous queries, Clarke
et al. [8] suggest that IR can provide the user with a range
of documents that corresponds to the various term senses.
In that case, redundancy can be penalized by lowering
the rank of a document that is too similar to a document
ranked higher in the list. Following the same idea and to
face query term ambiguity, Chifu and Ionescu propose a
non-supervised method that clusters documents and re-order
retrieved documents based on the clustering results [11].

Diversity became a real challenge in RS field too [12].
It aims at tackling at least two objectives: removing redun-
dancy in the recommendation list (i.e. avoiding recommen-
dation of items that are too similar) and taking into account
diverse interests.

In the literature two kinds of diversity have been proposed:
individual diversity and aggregate diversity [13]. Individual
diversity aims at recommending to a single user some
recommendations that are not redundant; aggregate diversity
aims at recommending items that are not redundant from one
user to another (considering the “long tail” phenomenon).
This paper focuses on individual diversity to provide a user
with a diversified list of recommendations.

In order to achieve this goal, we investigate the relation
between diversity and similarity measures. We study how
different similarity measures, based on various aspects of
recommended items, can be aggregated to provide more
diversified recommendations while keeping a good accuracy.

Indeed, our main objective being to consider the variety
of the users’ expectations, the recommended items must be
sufficiently diversified to cover a large range of expectations.
This intuition comes from the fact that item relevance may
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be multi-dimensional and dynamic [14]. This idea was
initially developed by Candillier et al. [1] and is extended
in this paper.

The paper is organized as follows: Section II presents
the related works dealing with the links between similarity
measures and diversity. We describe in Section III two
first experiments based on TREC [15] IR tasks (adhoc
and diversity). These experiments show that aggregation
of various similarity measures may improve accuracy and
diversity. In Section IV, we complete these experiments
with a user study on a blog platform consisting of more
than 20 million of articles. We show the positive impact
of the aggregation of various similarity measures on the
users’ perception of diversity in recommendations. Section
V concludes this paper and underlines our future work.

II. RELATED WORKS

In this section, we explain that diversity can result from
the use of various similarity measures (notice that similarity
measures used in RS mostly come from IR).

Users’ interests are different, multidimensional and dy-
namic [14]. This assumption is confirmed forasmuch as
document usefulness can be estimated differently. Mothe and
Sahut [16] consider that a document can be evaluated on
various criteria:
• Relevance;
• Information validity;
• Physical and ergonomic aspects.
Each of these criterium being in turn depicted by several

sub criteria.
To deal with the variety of interests, IR systems diversify

the retrieved documents [17], [12]. Doing this, the systems
maximize the chances of retrieving at least one relevant
document to the user [18].

IR literature distinguishes topicality and topical diversity.
Topicality makes reference to which extent the document
may be related to a particular topic [19] and is not related
to diversity. Topical diversity refers both to extrinsic di-
versity and intrinsic diversity. The former helps to dispel
the uncertainty resulting from the ambiguity of the user’s
needs or from the lack of knowledge about user’s needs
[20]. The intrinsic diversity, or novelty, intends to eliminate
redundancy in the retrieved documents [8]. Very similar
documents allow the system to increase the accuracy but
do not improve the user’s satisfaction [21]. The intrinsic
diversity allows the system to present to the user:
• Various points of view;
• An overview of the topic that can only be achieved by

considering simultaneously several documents;
• Or even to check the information reliability [20].
Topical diversity is generally used to reorder the retrieved

documents. Two types of methods are generally used. The
first one considers the reordering process as a clustering

problem, while the other is based on a selection method
such as the Maximal Marginal Relevance (MMR) proposed
in [9].

With regard to clustering method, He et al. [22] use
Single Pass Clustering (SPC). In this approach, the first
document in the result list is selected and assigned to the
first cluster. Then, the algorithm processes down the list
of retrieved documents and assigned each document to the
nearest cluster. If the document-cluster similarity is below a
defined threshold, the document is assigned to a new cluster.
Bi et al. [23] obtained better results using the k-means
algorithm [24]. Whatever the algorithm used, assignment to
different clusters is generally done using a distance such as
the Euclidean distance or the Cosine measure, eventually
weighted by the terms frequency. Meij et al. [22] apply a
hierarchical clustering algorithm on the top fifty retrieved
documents using document language modeling based ap-
proach. The document selection phase used to build the
result list is based on cluster quality and stability metrics.
Then, the best documents from each cluster are selected.

In these approaches, the clustering step takes place after
a set of documents has been retrieved; the documents
are grouped together according to the sub-topics clusters
identify.

Topical diversity is also used to reduce redundancy in
the retrieved document list. MMR [9] or sliding window
approaches [25] aim at selecting the documents maximizing
the similarity with the query and, at the same time, minimiz-
ing the similarity with all the documents already selected.
The function used to compute the similarity between a given
document and the documents already selected can differ
from the similarity function used to estimate the relevance
with the query [9].

Several approaches select the documents to be reordered
using indicators or filters to increase the diversity in the
results. Kaptein et al. [26] employ two types of document
filters: a filter, which considers the number of new terms
brought by the document to the current results and a link
filter, which uses the value added by new input or output
links to select new documents. Furthermore, Ziegler et
al. [21] propose an intra-list similarity metric to estimate
the diversity of the recommended list. This metric uses a
taxonomy-based classification.

However, some user’s needs cannot be simply satisfied by
topic-related documents. For instance, serendipity aims at
bringing to the user attractive and surprising documents she
might not have otherwise discovered [27]. It is an alternative
to topical diversity. For example Lathia et al. [28] investigate
the case of temporal diversity. In the other hand, Cabanac
et al. [29] consider organizational similarity that considers
how the users sort their documents in a folder hierarchy.

Thus, similarity measures are different and may either be
based on document content or structure, or on document
usage considering popularity or collaborative search.
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In the literature, several types of similarity functions have
been considered:

• Based on document content: to be similar two docu-
ments should share indexing terms. Example of such
measures are the Cosine measure [7], or semantic
measures [30], [31];

• Based on document popularity such as the BlogRank
[26];

• Collaborative: the document score depends on the
scores that previous users assigned to it [32];

• Based on browsing and classification: document simi-
larity is either based on browsing path [33] or consider-
ing the categories users assigned to viewed documents
[23];

• Based on relationships: social similarity functions use
relationships between contents and users [34], [35].

In this context, we hypothetise that diversification of
recommendations can be obtained by combining several
similarity metrics. The reason is that each metric answers
a specific need or represents a particular view of the infor-
mation interest. Similarly, Ben Jabeur et al. [34] combined
a content similarity measure, based on TF-IDF [36], with
a social measure which reflects the relationships in a social
network of authors. The main difficulty with this kind of
approaches lies in the way of combining the similarity
measures. Whether it is a linear combination, or a successive
application of measures, a combination boils down to give
some importance to each measure and to favor certain facets
over others.

An alternative to similarity combination is to consider
different similarity metrics independently. Amazon.com [37]
offers several recommendation lists to the user and indicates
the type of measure used in naming these lists (e.g. “Cus-
tomers who viewed this item also bought”, “Inspired by the
general trends of your purchases”). However, this indepen-
dence of similarity metrics sometimes leads to a redundancy
of information: one document can be recommended to the
user in several lists of recommendations.

Fusion approaches offer a way to solve this problem.
Indeed, the fusion of results from different similarity metrics
within a single list of recommendations eliminates dupli-
cates. Shafer et al. [18] and Jahrer et al. [38] propose to
merge multiple sources of recommendations and therefore
present a “Meta RS”. Depending on the fusion approach, it
is possible to favor documents appearing in multiple lists or
not [39].

Finally, a graph approach can be used to fuse a set
of similarity measures [40]. The results of each measure
help to establish links between documents. These links are
materialized by edges in a graph, weighted by the similarity
scores and the documents are represented by nodes. The
number of edges between two documents is only limited by
the number of similarity measures used.

To be able to evaluate and compare topical diversity
oriented approaches, TREC Web 2009 campaign [15] defines
a dedicated topical diversity task. This task is based on the
ClueWeb09 dataset, which consists in roughly one billion
web pages crawled during January and February 2009. The
size of the whole dataset (named Category A) is about
twenty five Terabytes of data in multiple languages. The
set B of the corpus we use for our experiments only focuses
on a subset of English-language documents, roughly fifty
million documents. The diversity task uses the same fifty
queries as the adhoc tasks [41].

Clarke et al. [42] present the panel of metrics used
to estimate and compare the performances of the topical
diversity approaches. In our experiments, we only consider
the Normalized Discounted Cumulative Gain (α-nDCG) [8]
which is the metric used for the TREC Web 2009 evaluation
campaign.

This evaluation framework is not enough to evaluate RS
diversity when not only content-based elements are used but
others also. Indeed, it turns out that the proposed approaches,
either based on clustering algorithms or on selection criteria,
are mainly focused on content and on topical diversity.
The available evaluation frameworks, such as the TREC
Web diversity task, have been designed to measure the
performances of these content-based approaches. To be able
to evaluate other types of diversity, like serendipity, and to
truly gauge the user’s satisfaction, a user study is necessary
[43].

The hypothesis of our work is that diversity obtained
when aggregating the lists of items resulting from different
similarity measures is a means to diversify recommendations
in a RS. Indeed, even if a unique recommendation method
is efficient in the majority of the cases, it is useful to
consider other users’ expectations. Content-based diversity,
but also other sorts of diversity, should be considered in
recommendations.

This paper aims at showing the impact on diversity in
RS of an aggregation method applied to various similarity
measures. To achieve this goal we propose to verify three
hypotheses:
• The aggregation of similarity measures considering the

same aspect of item (e.g. item topic) improves the
accuracy of recommended items;

• The aggregation of a variety of similarity measures
improves the overall diversity of recommended items;

• The users’ perception of diversity is high when ag-
gregating various similarity measures while keeping a
perception of a good level of accuracy.

These hypotheses are studied in this paper through three
experiments we conducted.

III. EXPERIMENTS

We hypothesize there is not one single approach that
can satisfy the various users’ expectations, but a set of
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complementary approaches. In our view, each approach
could correspond to a different point of view on the infor-
mation and thus answers to specific users’ expectations. We
hypothesize that aggregating various approaches could be a
relevant solution. To start with, we decided to verify that
two distinct approaches retrieve different documents for a
given IR tasks (adhoc, diversity). We then show the positive
impact of the aggregation of these distinct approaches on
accuracy.

For the experiment, we consider several systems, which
were evaluated within the same framework to ensure they
are comparable, and for which the evaluation runs were
available. We focus on the adhoc and diversity tasks of the
TREC Web 2009 campaign considering only the set B of the
corpus to get comparable systems. Moreover, we choose the
four best runs for each task rather than taking into account
all the submitted ones.

To compare the selected runs, we follow the framework
and the metric proposed by Lee [44] in the context of IR.
This framework is widely used in the literature. We compute
the overlap for each pair of runs, that is to say the number
of common documents between the two compared runs.
The overlap is computed for the n first documents. We
first compare the global overlap considering all retrieved
documents. Then, we focus on the relevant document overlap
and on the non relevant document overlap.

We use the metric proposed by Lee [44] and defined as
follows:

overlap =
2 · |run1 ∩ run2|
|run1|+ |run2|

(1)

Where run1 and run2 are the documents of the two runs to
be compared. The value of the overlap is between 0, when
both runs have no common document, and 1 if the same
documents are retrieved by run1 and run2.

In this section, we compare the results obtained by the
best runs in two tasks: adhoc task and diversity task.

A. Adhoc task experiment

1) Adhoc task and compared runs: The TREC adhoc
task is designed to evaluate the performances of systems,
that is to say their ability to retrieve relevant documents
for a given query. These systems have to return a ranked
list of documents from the collection, ordered by decreasing
expected relevance. The expected relevance considers each
document independently: it does not take into account the
other documents that appear before it in the retrieved list.
The full evaluation counts fifty queries [41].

The performances of the different evaluated systems are
compared using MAP which is based on precision. The
precision P defines the proportion of relevant documents
among the retrieved documents and is formally expressed
by:

P =
|{relevant documents} ∩ {retrieved documents}|

|{retrieved documents}|
(2)

Thus, the average precision AveP is defined as:

AveP =

n∑
k=1

(P (k) · rel(k))

|{relevant documents}|
(3)

Where
• P (k) is the precision considering the k first documents

in the result list;
• rel(k) is a function which indicates if a document is

relevant (1) or not (0).
Finally, the MAP measure, used for the TREC evaluation

campaigns, is the mean of the average precision scores
AveP for each query q of the set of queries Q:

MAP =

|Q|∑
q=1

AveP (q)

|Q|
(4)

The scores of the four best run at the TREC Web 2009
adhoc task are presented in Table I.

Table I
TREC WEB 2009 ADHOC TASK RESULTS

Group Id Run Id MAP
UDel udelIndDRSP 0.2202
UMD UMHOOsd 0.2142
uogTr uogTrdphCEwP 0.2072

EceUdel UDWAxQEWeb 0.1999

The runs (Run Id) we kept are the following ones:
• udelIndDRSP: this run, generated using the Indri search

engine [45], combines the query-likelihood language
model with the Markov Random Fields (MRF) model
of term dependencies and the pseudo relevance feed-
back with relevance models. It also uses a metric to
define trust in a domain. This metric is supported by
content filtering whitelists and blacklists and publicly-
available sendmail [46];

• UDWaxQEWeb: relies on an axiomatic retrieval frame-
work where the relevance is modeled with retrieval
constraints. The retrieval process aims at searching
for functions that can satisfy these constraints. The
approach is completed by a query expansion step. The
expansion terms semantically related to the query terms
are extracted from a Web search engine [47];

• UMHOOsd: uses a model based on the MRF in a
distributed retrieval system built on Hadoop [48], the
open source implementation of MapReduce [49];

• uogTrdphCEwP: uses the Terrier IR platform [50] with
the implementation of the DPH weighting model de-
rived from the Divergence From Randomness (DFR)



238

International Journal on Advances in Intelligent Systems, vol 5 no 3 & 4, year 2012, http://www.iariajournals.org/intelligent_systems/

2012, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

model. A query expansion step completes the retrieval
process using the ClueWeb09 Wikipedia [51] docu-
ments [52].

2) Results:
a) Overlap of retrieved documents: Figure 1 presents

the average overlap and precision for the four runs selected
in the adhoc experiment, considering the fifty queries of the
task. The precision and the overlap both take their values
in between 0 and 1. We note that when we focus only on
the first retrieved documents the global overlap is low, in
spite of the fact that the first retrieved documents are most
relevant. For example, taking the ten first documents for
which the precision reaches its highest value (0.386), the
average global overlap is only 0.255. The global overlap is
low, even on a set of hundred documents (0.390).

Table II
GLOBAL OVERLAP CONSIDERING THE RUNS OF THE TREC WEB 2009

ADHOC TASK

Runs udwa umhoo udel
umhoo Relevant 0.8120

Non Relevant 0.5958

udel Relevant 0.7616 0.7806
Non Relevant 0.4721 0.5177

uog Relevant 0.7223 0.7583 0.6915
Non Relevant 0.5133 0.4754 0.4066

Average Relevant 0.7544
Non Relevant 0.4968

Next, we focus on the average global overlap of relevant
and non-relevant documents. We first compute the overlap
(see Table II) for the overall runs, that is to say considering
one thousand documents per query. We obtain an average
global overlap equals to 0.754 for the relevant documents,
and 0.497 for the non-relevant ones. These results are
consistent with Lee’s conclusions [44] on the TREC3 adhoc
task: different runs retrieve different non-relevant documents
but retrieve similar relevant documents.

Generally speaking, IR users focus on the first documents
only [53]. In the same way, in the context of RS, only a small
set of recommendations is proposed to the user. The choice
is harder when there are a lot of documents provided to the
user [54].

Therefore, we further analyze the evolution of relevant and
non-relevant document overlap depending on the number of
retrieved documents. Figure 2 shows that when we consider
at the fifty top documents, the overlap is low for both
relevant and non-relevant documents and it is pretty much
the same until twenty documents.

b) Aggregating retrieved documents: The experiment
demonstrates that, for a given query, two distinct systems are
unlikely to retrieve the same set of top documents. There-
fore, it is reasonable to expect that system result aggregation
is relevant and could help to improve the accuracy of the

Figure 1. Average global overlap and precision for TREC Web 2009 adhoc
task

Figure 2. Average overlap for TREC Web 2009 adhoc task considering
relevant and non relevant documents

results. To assess the relevance of approach aggregation, we
aggregate the four runs previously used. For each query, all
the retrieved document sets are aggregated using the fusion
CombMNZ function [55] to generate a new run. CombMNZ
has shown to be very efficient in the IR context.

CombMNZ(di) = (

n∑
j=1

wij) · Count(di) (5)
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Where
• di is a document;
• n is the number of similarity measures ;
• wij is the document score obtained with a similarity

measure;
• Count is a function which indicates the number of

similarity measures that have retrieved the document
di.

Then, following the adhoc task evaluation framework, we
compute the MAP and obtain a score of 0.237, which
outperforms the best run (0.2202).

In the next experiment, we apply the framework used
on the adhoc task to the diversity task. We first aim at
checking if various diversity-oriented approaches retrieve the
same relevant documents. Subsequently, we investigate the
consequences of approach aggregation on the diversity in
the retrieved documents.

B. Diversity task experiment

1) Diversity task and compared runs: Similarly to the
previous experiment, we center on several systems submitted
at the TREC Web diversity task. All these systems aim at
providing users with diversified result lists. The goal of the
diversity task is to retrieve a ranked set of documents that
together provide complete coverage for a query. Moreover,
excessive redundancy should be avoided in the result list.
The probability of relevance of a document depends on
the documents that appear before it in the result list [41].
The queries are the same for the adhoc and the diversity
tasks. The evaluation measures and the judging process
differ from the adhoc task. The measure used for the TREC
Web 2009 diversity task is the α-nDCG [8] derived from the
Discounted Cumulative Gain (DCG) proposed in [25].

The DCG is based on the gain vector G and on the
Cumulative Gain CG defined as:

G[k] =

m∑
i=1

J(dk, i)(1− α)ri,k−1 (6)

CG[k] =

k∑
j=1

G[j] (7)

Where J(dk, i) is equal to 1 if the kth document is judged
as relevant and 0 otherwise. Thus, DCG is formalized by:

DCG[k] =

k∑
j=1

G[j]

log2(1 + j)
(8)

Normalized Discounted Cumulative Gain (nDCG) is the
ratio between the Discounted Cumulative Gain DCG and
the ideal Discounted Cumulative Gain DCG′:

nDCG[k] =
DCG[k]

DCG′[k]
(9)

For the evaluation process, α is set to 0.5 according to
[8]. Table III presents the scores obtained by the different
systems at their best run.

Table III
TREC WEB 2009 DIVERSITY TASK RESULTS

Group Id Run Id α-nDCG@10
Waterloo Uwgym 0.369

uogTr uogTrDYCcsB 0.282
ICTNET ICTNETDivR3 0.272

Amsterdam UamsDancTFb1 0.257

For the diversity task, we retained the following runs:
• uwgym: this run acts as a baseline run for the track

and should not be considered as an official run. It was
generated by submitting the queries to one of the major
commercial search engines. The results were filtered to
keep only the documents included in the set B of the
ClueWeb collection [41];

• uogTrDyCcsB: similarly to the adhoc task, this runs
relies upon the DPH DFR weighting model but uses
a cluster-based query expansion technique, using the
Wikipedia documents retrieved [52];

• ICTNETDivR3: this run applies the k-means clustering
algorithm to the set of documents retrieved at the adhoc
task. A document is assigned to the nearest cluster using
Euclidean distance or Cosine measure. Each cluster
identified represents a subtopic of the query [23];

• UamsDancTFb1: this run uses a sliding window ap-
proach that intends to maximize the similarity with the
query and, at the same time, to minimize the similarity
with the previous selected document. The documents
are selected depending on two metrics: Term Filter (TF)
and Link Filter (LF). TF focuses on the number of
new unique terms to select a new document, while LF
uses the new incoming or outgoing links. The document
bringing the most new information (links or terms) is
selected [26].

2) Results:
a) Overlap of retrieved document sets: As shown in

Figure 3, the behavior observed in the previous experiment
is more pronounced: the global overlap does not exceed
0.1, even when one hundred retrieved document lists are
considered.

These observations are also true when we focus only
on relevant and non-relevant documents (see Figure 4),
independently of the number of documents considered. In
fact, Table IV shows the overlap reaches 0.238 for relevant
documents and 0.065 for non-relevant documents when the
overall runs (thousand documents) are taken into account.
These results confirm our hypothesis that distinct approaches
produce distinct results, even if they attempt to reach the
same goal.
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Figure 3. Average global overlap and precision for TREC Web 2009
diversity task

Figure 4. Average overlap for TREC Web 2009 diversity task considering
relevant and non relevant documents

b) Aggregating retrieved documents: In the same man-
ner as for the adhoc task experiment, we aggregate the
runs to check if it helps to bring more diversity in the
retrieved documents. However we do not use uwgym run
which should not be considered as an official run [41]. The
aggregation step is also based on the CombMNZ function.
Finally, we compute α-nDCG for the generated run and we
obtain 0.283. Although this score stays below the score of

Table IV
GLOBAL OVERLAP FOR THE OVERALL RUNS OF THE TREC WEB 2009

DIVERSITY TASK

Runs Documents considered ictnet uams uog
uams Relevant 0.1953

Non Relevant 0.0456

uog Relevant 0.4051 0.2823
Non Relevant 0.1818 0.1052

uwgym Relevant 0.1498 0.2095 0.1870
Non Relevant 0.0154 0.0217 0.0177

Average Relevant 0.2382
Non Relevant 0.0645

the uwgym run which acts as the baseline, it outperforms the
best official run (0.282). It confirms that aggregating such
approaches produce a more diversified list.

C. Conclusion on the impact of the aggregation method

Whatever is the purpose of the different approaches,
whether they intend to diversify the recommended items
or whether they are designed to retrieve items matching
the users’ needs (e.g. topical search), the overlap between
the lists of items they retrieve is low. Few documents are
retrieved in multiple lists. We note that this observation is
especially true when we consider only the first documents,
which should theoretically be the most relevant. Finally,
the experiment demonstrates that the aggregation of results
coming from the selected systems improves accuracy and
diversity.

The last experiment we present in Section IV is designed
to evaluate the users’ perception of diversity and accuracy of
a recommendations resulting from the aggregation of various
similarity measures. This experiment is conducted thanks to
a RS we integrate in a blog platform.

IV. USERS STUDY: THE CASE OF OVERBLOG

A. Diversifying recommendations

We conducted a user experiment to check hypotheses
about the relevance of providing diversified recommenda-
tions to users in RS while keeping a good level of accuracy.
The hypotheses are:
• Most of the time, IR users search for focus information

(topicality);
• Sometimes, users want to enlarge the subject they are

interested in (topical diversity);
• Some users are in a process of discovering and search-

ing for new information (serendipity);
• The interesting links between documents do not only

concern the similarity of their content;
• The integration of diversity in a RS process is valuable

because it allows the system to answer additional users’
needs.
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Figure 5. OverBlog aggregation prototype architecture

To check these hypotheses, we recruited 34 Master stu-
dents in management, fluent in French, and asked them to
test and compare various RS. This task lasts about one hour.
The users were first asked to type a query on our search
engine (first time the query was set, to ensure overlap about
the documents they all considered, and then a query of their
choice). They had to choose one relevant document and were
then shown two lists of recommended documents related to
this document:

• One list was based on one of the five similarity mea-
sures we designed: mlt and searchsim that use topi-
cality, kmeans that uses topical diversity, and topcateg
or blogart that use serendipity (see system description
Section IV-B). These measures act as baselines;

• The other list was our RS, designed by aggregating
the results of those five previous defined similarity
measures (choosing the first document in the result list
for each measure).

Each resulting list contained five documents, and the users
did not know which measure it corresponds to. They were
then asked to choose which list they found the most relevant,
and which one they found the most diversified.

Finally, the two lists were mixed into one, and the users
had to assess which documents were relevant according to
them.

B. Data and systems

In this experiment, we focused on the French documents
of the OverBlog platform [56]. The data used represent more
than twenty million articles distributed on more than one
million blogs.

We use five similarity measures that have been applied
to OverBlog documents to get various recommendation lists
which are then aggregated. We define a similarity measure
as a function which associates a initial document d0 (the
document visited by the user) with a set of couple (di, wi)
where di is a document from the available collection and wi

the weight affected to this document by the function. It can
be formalized as follows:

f(d0) = {(di, wi)} (10)

The OverBlog similarity measures are:
• blogart (serendipity): returns documents randomly se-

lected in the same blog of the visited document. The
author is also the same;

• kmeans (topical diversity): classifies the documents re-
trieved by the Solr search engine [57] with the k-means
clustering algorithm [24]. The documents retrieved are
those that are most similar to the title of the visited
document. We assume each cluster corresponds to one
sub-topic of the document subject. The final result list
is built by picking up in each cluster the document with
the higher score in the initial result list;
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• mlt (topicality): uses Solr MoreLikeThis module to
retrieve similar documents considering all the content
of the visited document. The MoreLikeThis module
extracts ten representative terms within the visited
document. These terms are chosen according to their
frequency in the overall corpus and in the document,
and then are used to selected similar documents;

• searchsim (topicality): uses the Solr search engine
which is based on a vector-space model to retrieved
documents similar to the title of the visited document;

• topcateg (serendipity): retrieves the most popular doc-
uments randomly selected in the same category (e.g.
“High-tech”, “Entertainment”, . . . ) from the OverBlog
hierarchy as the visited document. The number of its
unique visitors defines the document popularity the day
before.

Figure 5 presents the prototype architecture we use to
recommend blog articles during the users study. According
to this architecture, the available collection and the visited
document, each similarity measure independently retrieves
an ordered set of documents. These results constitute input
data for the aggregation process that picks up the best
document from each system. The final recommendation list
counts five distinct documents, one per similarity measure.

The use of these five measures aims at simulating the var-
ious types of diversity (topicality, topical diversity, serendip-
ity) and intents to limit the overlap between the documents
they retrieve.

To ensure that the similarity measures used in the user
study retrieve distinct results, we compute the overlap
between each pair, similarly to the previous experiments
described in Section III.

We observe in Figure 6 the same trends as in the ex-
periments led on the adhoc and diversity tasks: the overlap
is low between the similarity measures based on content
similarities (mlt, searchsim and kmeans) and is null in the
case of serendipity (blogart, topcateg).

C. Results

Table V shows the feedback the user panel gave concern-
ing the interest of the proposed lists, and their feeling on
the document diversity. For example (4th row), 76.5% of
the lists provided by mlt measure have been considered as
more relevant than the aggregated lists. We can see that the
similarity measures perceived as the most relevant are those
that focus on topicality.

The aggregated recommendations are seen as more rel-
evant than recommendations coming from other similarity
measures roughly once upon two times on average. We get
the same result for blogart similarity measure. This is more
surprising, but confirms that users’ expectations sometimes
do not concern the document content only.

The answers to the question “Which one of the following
result lists seems the most diversified to you?” are even

Figure 6. Average overlap for the different results obtained by the five
OverBlog similarity

more surprising: there are not high differences between the
systems, and the aggregated system is seen, on average,
as more diverse in 50% of cases. We think this might be
explained by the fact that users have difficulties in defining
the notion of diversity. We should have probably helped them
by clarifying the question we asked.

Table V
PERCENTAGE OF USERS WHO CONSIDER THE SYSTEM TO BE MORE

RELEVANT/DIVERSIFIED THAN THE AGGREGATED SYSTEM

System Relevance Diversity
blogart 44.7% 55.3%
kmeans 70.8% 33.3%

mlt 76.5% 50.0%
searchsim 64.3% 42.9%
topcateg 15.4% 65.4%

Table VI describes the precision of each similarity mea-
sure, that is to say the proportion of relevant documents
within the retrieved document set. Results confirm the
approaches that use content similarities are seen as more
relevant. kmeans, that proposes topical diversity, has the best
results. On the contrary, topcateg and blogart that search for
serendipity have lower results.

As expected, the aggregated recommendations offer an
interesting compromise between these different similarity
measures and a good balance between diversity (previous
result) and precision. Indeed, it obtains a precision value
of 0.267 that is higher than the average precision of other
similarity measures (0.228). Even if it is lower than the best
one (kmeans), this result is encouraging regarding the very
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Table VI
PRECISION PER SYSTEM

System blogart kmeans mlt searchsim topcateg aggregated
Precision 0.147 0.385 0.265 0.307 0.038 0.267

Table VII
DISTRIBUTION OF THE RELEVANT DOCUMENTS

System: aggregated against blogart kmeans mlt searchsim topcateg
Retrieved by the system only 35.00% 52.46% 54.69% 52.43% 8.77%

Retrieved by aggregated system only 65.00% 21.31% 32.81% 38.83% 91.23%
Commons 0.00% 26.23% 12.50% 8.74% 0.00%

low precision value of topcateg, blogart measures. In fact
the low precision value of those measures may introduce
noise in the recommendations, which consequently affects
the overall precision. At the same time, this loss in precision
is not surprising since the result of the aggregation is more
diversified: it is considered as more diversified in more than
50% of cases on average. Such negative effect of diversity
on accuracy has already been illustrated in [13].

Finally, Table VII compares the aggregated system with
the others. It gives the proportion of relevant documents
that have been retrieved by each similarity measure. For
example, when comparing mlt to aggregated (4th column),
54.69% of the relevant documents have been retrieved by mlt
only, 32.81% by aggregated only and 12.50% by both only.
We can thus observe that, even if more relevant documents
come from the similarity measures searching for topicality, a
significant part of them comes from the aggregated system.
Compared to the first experiment (Section III), we think that
this result justifies our approach, because more than 20%
of relevant documents are retrieved by our system only. It
means that one document among the five that are proposed
is considered as relevant and would not have been returned
when using any system alone.

D. Users study conclusion

The aggregated system we propose offers a new frame-
work to combine various similarity measures to recommend
items to users. The one implemented and tested here does
not outperform the others, but that was not our goal. Rather,
our idea is to promote diversity, and we have seen with the
user experiments that this is a relevant track. Indeed, by
diversifying our recommendations, we are able to answer
different and additional users’ needs, when the other simi-
larity measures focus on the majority needs: most often the
content similarity. The measures we tested for serendipity
were quite simple. Nevertheless, the results they returned
were considered as relevant by users, and we think this
is an encouraging result for improving RS since users are
interested in various forms of diversity in result lists.

V. CONCLUSIONS

Users have different expectations when searching and
browsing information. Systems that aim at providing tailored
results to users should consider this fact. IR systems and RS
should aim at answering various facets of the information
needs, especially since users become used to be given
personalized tools. Diversity in system answers is a way
to answer this issue.

In this paper, we have shown the impact of the aggregation
of various similarity measures on recommendation diversity.

Our first contribution has been to study the overlap
between the documents retrieved by several IR approaches
from the literature using the TREC Web 2009 datasets
(adhoc and diversity) and the impact of the aggregation
approach on accuracy and diversity. For the adhoc task,
we have demonstrated that different approaches retrieve
different relevant documents even if based on the same
aspect of documents as the document topic. The average
overlap of the result lists is low, even when the first hundred
documents are considered. Moreover, this experiment has
underlined an improvement of the accuracy inferred when
aggregation is applied. We have also investigated the over-
lap for topical diversity oriented approaches and obtained
similar conclusions: two distinct approaches are unlikely
to retrieve the same relevant documents. In the context of
topical diversity, we have proved the positive impact of the
aggregation approach on recommendation diversity.

Although those approaches are all topical similarity-
based, we have noted that they are based on different
underlying assumptions, which explains that their overlap
is low. The low overlap between the relevant retrieved
documents indicates that a perfect system which would be
able to satisfy the diversity of the users’ needs does not
exist, but rather a set of complementary approaches does.
This result was the main argument in favor to the approach
we defined which aims at aggregating various recommanded
item lists.

To validate our proposition in a real context, we conducted
a users study. This study aimed at checking if the aggre-
gation of various similarity measures based on topicality
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Figure 7. Integration of the learning process in the OverBlog aggregation prototype architecture

(searchsim), topical diversity (kmeans, mlt) or serendipity
(blogart, topcateg) helps to diversify the recommendations
and improves the users’ satisfaction. We effectively observed
a better users’ perception of diversity with our RS, without
a loss of precision. Indeed, the recommendations resulting
from the aggregate similarity measure offer a good balance
between accuracy and diversity.

Additionnaly, we promote a framework in which different
similarity measures can be combined. One of the main points
of this framework is that it is adaptable: any other measure
can be added to the framework. It seems that it is worth using
approaches that offer serendipity; to this extend, blogart
seems to be an interesting one. On the other hand, topcateg
is to be improved.

Our model is not the only one that promote fusing
recommandations. Other RS fusion approaches have been
proposed in the literature. For example, Schafer et al. [58]
and Jahrer et al. [38] present a “Meta RS”. However, when
they choose to focus on results shared by the different RS,
we instead propose to select the best recommendations from
each similarity measure to ensure diversity. We assume that
it is important to give a chance to enlarge facets contained
in retrieved documents.

When existing approaches focus on designing methods to
force diversity in their results (using clustering or MMR),
we choose to consider multiple similarity measures to build
the recommendation list and ensure diversity. Moreover, it
is important that every document may give rise to a wide
range of interests for users (a good perception of diversity
while keeping a good accuracy level in the recommendation
list).

We will direct our future work towards completing the RS
architecture to better fit with users’ expectations. That is why
we will study the learning mechanism to find the proportion
of documents coming from every similarity measure, for
a given browsed document. As shown on Figure 7, the
system may learn the main interests that are important
for end-users. To do this, the idea is to use an automatic
learning process based on users’ feedbacks. We could for
example simply initialize the system with equal distribution
for each RS (each system contributes equaly to the final list
of recommendations), and then increase the proportion of
recommendations comming from systems that recommend
documents that are more often clicked by the users, and
decrease the proportion of recommandation from RS less
often considered. Considering the results of the experiments
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presented in this paper, we could expect a 80% proportion
for topicality systems, and 20% for more original systems.
Our future work will also analyze if results are consistent
on a real scale experiment using the online blog platform
OverBlog when using learning.
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Abstract—This article considers the software problems of
reuse and evolution in the context of Ambient Intelligence. The
main contribution of the article is the Environment, Application,
Adaptation (EAA) approach, evolved from state of the art
methods used in software engineering and architecture. In the
EAA approach, the applications are written such that they only
reference some abstract functionalities. On the other side, the
capabilities of the environment are exposed as an individual
service. The power of EAA comes from its adaptation layer
that bridges the gap between capabilities of the environment
and functionalities required by the applications. The adaptation
layer can be dynamically enriched and controlled, giving the
end user an easy way to set up the system. The approach is
shown to favor development of reusable services and to enable
unmodified applications to use originally unknown services.
Overall the contributions of the article are: a) the introduction
of the EAA approach with an adaptation layer as first-class
citizen, b) an illustration through different use cases, c) a
feasibility evaluation with implementation details and complete
source code available on-line.

Keywords-Environment; Application; Adaptation; Open
Source; Community Architecture; Ambient Intelligence; DCI;
SOA; End-User Programming

I. INTRODUCTION

With modern devices and technologies, and with sufficient
engineering effort, it is relatively easy to implement smart
office and smart home applications. Such applications are
usually bound to the considered environment and hard to
adapt to a new environment. In the context of Ambient
Intelligence, such static application design fails because the
user is mobile and the environment evolves continuously.
Also, an Ambient Intelligence system is always running
and is open: new services (of possibly unknown types) are
introduced from time to time. The challenge of software
architecture for Ambient Intelligence is to provide a way of
maximizing reuse and limiting maintenance. For example,
applications should not require any modification or rede-
ployment to handle new service types. Our approach tackles
this problem and others.

This papers provides additional details over [1], on various
aspects of the work. Importantly, many implementation de-
tails had been omitted in [1] and were leaving the reader with
unanswered interrogations. To improve on this, we provided
both more details within the paper and an online release of

all the source code necessary to run the experiments, in the
form of a “git” repository (see [2]). Together with [1], this
article brings the following contributions:

• we review two important software architectures: the
Service Oriented Architectures (SOA), which are
widely used in Ambient Intelligence and Data Context
Interaction (DCI), which is a relatively recent innova-
tion in the design of “traditional” systems and often
ignored by the Ambient Intelligence community;

• we combine and adapt SOA and DCI, together with
the factory and whiteboard patterns, and propose a
new architectural approach that we name Environment,
Application, Adaptation (EAA) and that favors reuse
and runtime extensibility;

• we illustrate the EAA approach by detailing multiple
use cases of applications and showing the advantages
of the approach;

• we propose an implementation of the approach using
an existing open source service oriented middleware;

• finally, we provide an open-access release of the source
code of all the provided use cases to allow introspec-
tion, experimentation and reproducibility.

The article is structured as follows: relevant architectural
approaches are presented in Section II and we introduce the
new EAA architecture in Section III. Section IV introduces
the implementation, which is fully detailed with complete
examples in Section V. Finally, Section VI provides conclu-
sions and future directions.

II. RELATED WORK AND APPROACH FOUNDATIONS

Our approach can be seen in continuity with previous
architectural concepts. In this section, we introduce the
architectural concepts that motivate our approach and we
provide discussions about related work.

A. Related Work in Service Oriented Architectures (SOA)

Service Oriented Architectures (SOA) are used in many
different contexts ranging from business integration (within
and between companies) to Ambient Intelligence. The prin-
ciple of SOA is to expose software components as “ser-
vices”. Each service encapsulates a particular functionality
and provides access to it through a clearly defined interface.
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Figure 1. Service discovery, a fundamental aspect of Service Oriented
Architectures (SOA). To find concrete providers of the functionality they
are looking for, service consumers query a service repository to which
all providers are registered. With service discovery, the consumer and the
provider are properly decoupled.

One important characteristic of SOA is “service discov-
ery”: a service consumer first queries a service repository (or
service resolver) to be able to access a matching provider.
This discovery process is illustrated in Figure1. Most service
oriented frameworks operate with networked services: ser-
vices that can run on different machines and communicate
through a network. A notable exception is OSGi that is
broadly used as in [3]. With networked services, one effect
of service discovery is to simplify configuration: service
consumers only need to know where to find the service
repository.

SOA encourages good encapsulation, loose coupling and
abstraction. With little effort, it also helps service consumers
in reacting to runtime events like the absence or disap-
pearance of a particular service. With encapsulation and
discovery, SOA makes it possible to replace a service by
another equivalent one, providing the same interface.

As in many other domains, a variety of service oriented
initiatives have been proposed but no single standard is
clearly dominating. Also, even if service based approaches
provide a good way of implementing some “dynamic dis-
tributed components”, they fail at solving more advanced
integration problems.

Consider the use case of having an application dynam-
ically (and with no modification) start using services it
was not originally designed to use. Such case is typical
of Ambient Intelligence systems where applications and
services evolve continuously. SOA allows this if the services
have been properly abstracted out and if the integrators
make the effort of writing adapter services to bridge the
functionality gap. We consider that this integration use case
is actually a common one, rather than an exception. Our
approach is designed to encourage better abstractions and to
make adapter writing a simpler task.

B. Semantic Web Services (SWS) and Service Composition

The convergence of “Semantic Web” and SOA have been
trying to solve the integration problem by letting service
designers use their own ontology to describe their services.
Ontology alignment methods are then used to make corre-

spondences between services from different providers. Using
such correspondence, a service for a given provider can be
consumed by a consumer that was designed in ignorance of
this particular provider.

Multiple approaches mixes web services (WS) technolo-
gies with semantic web principles. These are called Semantic
Web Services (SWS). Two major set of technologies are
used for semantic web services: Web Ontology Language for
Services (OWL-S) and the Web Service Modeling Ontology
(WSMO) [4]. Both technologies have been very active. An
analysis in [5] places WSMO as more promising but less
mature than OWL-S; since this analysis was written, WSMO
has evolved and matured.

One interesting element of WSMO is the concept of
“mediators” that are used to do alignment, conversion or
adaptation of different concepts, data and functionalities.
From our point of view, this explicit role of mediators is
important and close to our approach with an adaptation layer.
Depending on the context of use, SWS technologies have
some important drawbacks. First, SWS build upon on web
service technologies which add complexity and overhead
not suitable for certain platforms and developers. Second,
service and functionality descriptions in SWS are very
detailed, describing IOPE (inputs, outputs, preconditions,
effects) of each operation. These details are used to make an
automatic, sound and complete reasoning possible, but put
an important modeling load on the service writers.

More recently, model driven approaches, such as UWE
(UML-based Web Engineering) [6], have been proposed to
try to do adaption. However, like other approaches such
as [7], the focus is put on the adaptation of graphical user
interface to different devices and contexts. The focus is put
on proper engineering of web application while ours is to
make ambient applications able to evolve and cope with the
dynamic nature of the environment. Our proposed approach
can actually be seen as orthogonal to such model driven
approaches. As web applications are becoming pervasive,
both approaches could be put in practice together, replacing
our implementation layer by adapting the model driven web
engineering technologies.

In Ambient Intelligence, many projects attempt to inte-
grate different services by building upon both SOA and ideas
from the semantic web. Fully automatic service composition
and adaptation have been explored, e.g., using multi-agent
reasoning as in [8]. Some interesting and well designed ap-
proaches are [9] and its evolutions. Also, the soft appliances
from [10] envision a systematic decomposition of all existing
appliances as independent services. In this vision, end-user
programming is used to recreate new innovative appliances
from services. One of the main difficulty (and limitation) of
end-user programming is to make it both accessible to any
end user and powerful enough.

As a conclusion, SOA provides a good basis for Ambient
Intelligence but it does not ensure good integration capabil-
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Figure 2. Common representation of the Data, Context, Interaction (DCI)
architecture, which complements the Model, View, Controller. Each use
case or interaction (I) is implemented using only roles that are fully abstract.
The Data (D) are plain objects holding only data and no business specific
logic. The Context (C), assembled automatically or through user interaction,
is responsible for making some objects play a certain role in the interaction.

ities. Semantic web services are well designed solutions to
some of these integration problems but go somewhat to tech-
nical and fail at being usable and focused on the adaptation
problem. We also think that fully automatic approaches are
not desired by the end user: these are not optimal and thus
can create frustration, and they prevent end users to express
their creativity. Classical end-user programming is also too
limited to exhibit, at the same time, these two important
aspects: enabling anyone to customize and innovate with
applications, and enabling some users to help in integrating
new devices. The approach we propose has an explicit
adaptation layer and focuses on it, removing the need to
describe every possible element in the computational world
and making it accessible to most developers.

C. Data Context Interaction: DCI

In our opinion, the most interesting and relevant evo-
lution in recent software architecture and design is the
Data Context Interaction (DCI) [11] approach. DCI can be
seen as a second attempt to make object orientation (OO)
right. The original goal of object oriented programming (and
design) was to align the program data model with the user’s
mental model. This feature is the key to a good human
computer interaction: you cannot hide a bad design behind
any interface. This becomes more and more important in
Ambient Intelligence where user interaction is augmented.

The main principles of DCI are illustrated in Figure2
and can be explained as follows. The data objects have the
only responsibility to access data (e.g., from a database or
memory). In DCI, any use case of the software is a piece of
code that manipulates some roles, which are fully abstract. A
use case is actually an interaction between roles and can be
pictured as the scenario involving different roles. A use case
uses only a set of roles and never manipulates directly data
objects. The concept of role together with the context are
the cornerstone of DCI. A context is responsible for doing
the mapping of some roles onto some concrete data objects.
The context is populated in response to user interaction (e.g.,
selecting things then clicking on a submit button) and then
the use case is executed using this context.

Figure 3. Proposed EAA architecture – Environment provides low-level
services. Applications manipulate only high-level abstract services. Adap-
tation bridges the two and is dynamically extensible and user-controlled.
Lighter chain on the right: inversion due to the whiteboard pattern.

As an example, we can consider a banking application
with the use case of making a money transfer between two
accounts. More precisely, consider the MoneyTransfer use
case: it involves three roles that are the SourceAccount role,
the DestinationAccount role and the MoneyAmountProvider
role. The MoneyTransfer code will start a transaction, then
query the amount to transfer from the MoneyAmount-
Provider, then call withdraw on the SourceAccount and call
credit on the DestinationAccount. The context is created
and populated by the application when the user is asked
to select a source account (e.g., his CheckingAccount data
object) and a destination account (e.g., one of his SavingsAc-
count) and an amount (e.g., could be just a plain “int” value).

D. Other Related Work

A mobile agent is an autonomous program that can
migrate between computers over a network. Even if this is
an interesting feature for Ambient Intelligence, it can be
seen as orthogonal to the subjects discussed in this article
and can complement the proposed approach. An example of
using mobile agents as an infrastructure is presented in [12].

The domain of human computer interaction tends to
evolve from desktop-like applications to Ambient Intelli-
gence. In this context, an emphasis is put on how to dynam-
ically split and distribute user interfaces based on the avail-
able devices. The concept of meta-User Interfaces (meta-
UI) has been introduced in [7] and consists in having an
interface to control and introspect an Ambient Intelligence
environment. A deep and interesting analysis related to our
problems is conducted in [7], however, their application is
limited to the migration and adaptation of graphical user
interfaces between devices.

III. PROPOSED APPROACH

In this section, we introduce our Environment, Applica-
tion, Adaptation (EAA) approach and how it can interact
with a community built around it. In the same way as DCI
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Table I
CORRESPONDENCE BETWEEN DCI AND EAA TERMS, TOGETHER WITH

TYPICAL IMPLEMENTATION (OUTSIDE THE WHITEBOARD PATTERN).

DCI Term EAA Term Implementation
Data Environment service providers

Context Adaptation adapter factories
Interaction Application service consumers

is an attempt to make OO right (see Section II-C), EAA is
an attempt to make SOA right.

A. Environment, Application, Adaptation

The Environment, Application, Adaptation (EAA) ap-
proach builds on top of Service Oriented Architectures
(SOA) and takes similar inspiration as Data, Context, Inter-
action (DCI). In EAA, most of the elements are services: in
some sense, services act as objects (with interfaces) that can
be distributed and dynamically discovered. As in SOA, the
capabilities of the environment are exposed as plain services
in EAA. In a parallel with DCI, these environment services
are corresponding to the data part from DCI.

Most importantly, EAA has the equivalent of roles in DCI.
Any application only manipulates some abstract services
(roles) that correspond to its exact requirements. The design
of the application is done without bothering about what
concrete service can or will be used to fulfill the role. With
this choice, the environment will never directly provide any
service that an application needs.

In DCI, the context is responsible for the casting: concrete
data objects are recruited to play some roles. In EAA, the
adaptation layer is responsible for the equivalent, which
consists in using services from the environment to create
services required by the applications. The adaptation layer
is populated through implicit or explicit interaction with the
end user (same as in DCI).

In Figure 3 (ignoring the lighter rightmost elements), a
set of applications, environment services and adapters are
shown. Colors are used to distinguish service types coming
from the environment (in blue), the applications (in red)
or the adaptation (in green). Table I provides a mapping
between EAA and DCI terms, and indication on how EAA
elements are implemented.

B. Using Service Factories for Adapters

To populate the adaptation layer, some adapter factories
are used. Each factory is actually a service that exposes
which kind of adapters it can create and that creates them on
demand. The concept of service factory is taken from [13]
and restricted to adapters: we do not consider the case of
“open factories” that can create services without requiring
any other service. With our restriction, the number of instan-
tiable adaptation paths becomes finite and it is thus possible
to filter and display them to the user (see Section IV).

C. Refinement using the Whiteboard pattern

A useful pattern in service oriented design is the “white-
board” pattern [14]. The goal of this pattern is to simplify
the design of clients of a particular service. Let’s consider
a Text2Speech service that is designed to receive some text
sentence and that outputs it as speech through loud speakers.
In a classical approach, any client of the Text2Speech service
would first look for the service, then connect to it and then
send the message to it. Eventually, the search-and-connect
code is here duplicated in all clients.

Using a whiteboard pattern, the situation is reversed
and the Text2Speech service is actually doing the
search-and-connect. Each client just declares itself as
Text2SpeechSource and the Text2Speech will connect to it
as soon as it finds it. With the whiteboard pattern, some
code is moved from the client to the “server”, which limits
redundant code writing and makes backward compatible
evolutions easier (the server handles the various versions
of clients). From a service point of view, now the “server”
looks for its clients, which causes an inversion of the
provides/requires dependency as shown in Figure 3 (on the
right) and in Figure 4 (on the right).

In EAA, the whiteboard pattern is typically used on the
view side, i.e., when the application state needs to be brought
back to the user (through the environment). The above
example of voicing the output of an application using a
Text2Speech service is a typical example of this.

D. Community Architecture and Sharing

The structure of the proposed EAA makes it a “commu-
nity architecture” [15] in a double sense. First, the approach
encourages the creation of a community around it and
provides a structure for it, and second, it is the community
itself that is creating the actual, live, evolving architecture.

We distinguish four entry points in EAA for innovation
and extension, each requiring different skills. Compared to
some end-user programming approach where there is trade-
off to make between the expressive power of the program-
ming and the required skills to use it, EAA has multiple
values for this trade-off. It would be interesting to investigate
how EAA can be combined with an end-user approach
targeting more ease of use than power of expression (higher
expression power being provided by EAA).

The first two entry points are for a relatively large
audience. First, most end users will be able to innovate at
the adaptation level by doing a smart and original choice of
adapters for a particular application in their environment.
Also, any end user can take part in the community by
suggesting new ideas for services, applications or adapters.
With proper documentations and examples, we can expect
a reasonable part of the users (surely less than 10%) to be
able to create new adapters by copying an existing one or
using a wizard tool (in current implementation, an adapter
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is an XML file that can be easily copied and tuned as shown
in following sections).

More advanced extension points concern the contribution
of new applications or new environment services. Both
require more advanced computer skills but really different
ones. Application developers will probably write their ap-
plication and maybe a couple of adapters to integrate it into
the existing ecosystem: the skills required here are mostly
classical application development skills. The contributors of
new environment services will probably be people that like
hacking with new devices or new signal processing methods
(image or audio processing, accelerometers, etc.): their goal
would be to innovate by providing innovative input or output
medium to transform existing applications.

The EAA does not define by itself what kinds of services
are used by the people. It is the community itself, by creating
new environment services, applications and adapters that
decides on what is the actual architecture. We cannot rely
on any user to make the best architectural choices. However,
if the community is sufficiently large and open, we can
expect to find a small proportion of “architects/moderators”
as in other open community projects: their role could be for
example to avoid proliferation of totally similar concepts and
avoid fragmentation of the community.

IV. GENERAL IMPLEMENTATION ASPECTS

To experiment with the proposed approach, we imple-
mented different test cases. The source code of all use cases
can be found on-line [2] for additional details and reference.
For easier understanding and to allow for reproducibility of
the approach, we detail the main aspects of the test case
implementation.

Throughout this section and the following, we may refer-
ence projects or files from the code available on-line [2]. It
is interesting that most of the tasks presented, from coding
applications or services to deciding which adapters to use
can each be executed by different actors (each with their
own skills). This illustrates that most tasks are actually
independent and that the resulting system is thus highly
extensible.

We implemented the whole presented EAA approach.
Most of the tools are written in Java but some commands,
usually available under Linux, are used for special function-
alities (e.g., text to speech). The “community architecture”
aspect, that was totally left out in [1], is now provided. A
simple script now allows for an easy download of adapters
shared on a central web server. Write access to the server
is currently restricted: interested users need to contact us
to upload new adapters, or another custom repository can
easily be used.

A. The OMiSCID Service Oriented Middleware
Our implementation is based on the open-source OMiS-

CID [16] service-oriented middleware. A service in OMiS-
CID can be written in almost any programming language

(Java, C++, Python, and most languages running on the
JVM) and is discoverable on the network. Each service has a
name and may have state variables (also used as properties).
In our implementation, we use service variables to expose
the information related to the EAA architecture.

Each service can also have connectors. The term “con-
nector” refers to a communication port that can be used
to receive messages, broadcast messages or do both. Each
message is of arbitrary type but most often either plain text,
JSON, or XML. Connectors are the normal mean of passing
information between services and we will use it as such.

OMiSCID comes with a graphical user interface (GUI)
that can be used to list, monitor and control the services
running on a network. The GUI is designed to be highly
extensible and allows the user to install plugins in an easy
way. As illustrated in the examples and in Figure 4 (detailed
later), we designed an interface for the user to decide which
adapters should be instantiated among the possible ones.
This interface is actually implemented as a plugin for the
OMiSCID GUI.

B. Environment Implementation

To compose the environment, we created a set of small
reusable functionalities, all exposed as services. Each func-
tionality is actually exposed as a service and an OMiSCID
variable “provides” is used to specify which functionalities
are provided by the service. In the case of inversion due to
the whiteboard pattern, the services from the environment
might instead have a “requires” variable.

The developed services that are available online [2] in-
clude the following ones: exporting a display area (on a
screen or video projector), exporting a mouse pointer, and
exporting a “chat” service to allow to open pop-up messages
on a computer. Also, under Linux operating systems, we
provide additional features like a text-to-speech service
based on “espeak”, a volume controller and a service to
generate synthetic keyboard events on a computer (this one
is used for example to control presentations, slide-shows or
games). We also provide a computer vision based button to
allow user interaction via the real world (e.g., the program
detects when the user “clicks” a post-it that he put on a
board).

C. Applications Implementation

The applications are also implemented as OMiSCID ser-
vices that explicitly require some functionalities. The needed
functionality is expressed using the “requires” variable.
Symmetrically to the environment, when the whiteboard
pattern is applied, the “provides” OMiSCID variable is used
instead.

The applications that we provide at [2] are a TicTacToe
game and a MagicSnake game. It is important to be noted
that, thanks to the whiteboard pattern, it is possible to
combine multiple services from the environment with only
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adapters, without having any application. This can also be
seen as a logic-less application. An example of this is to use
a button (e.g., any event or a computer vision based button
as in Figure 8) to step to the next slide in a presentation.

D. Adaptation Implementation: adapter factories

For the adapters, we designed a generic program that
takes an XML description of a family of adapters and
starts the corresponding adapter factory (that can start an
adapter instance on demand). By convention the service
name for adapter factories is AdapterFactory. The XML
description contains information about the adapter such as
which functionality it takes as “input” and to which one it
converts it. The adaptation code, that is usually simple, can
be provided within the XML file using languages such as
JavaScript, XSLT or dedicated custom languages. Examples
of XML descriptions are provided in Section V.

The factory description contains information about what
adapter the factory can create (see Figure 7 for an example
fully detailed in Section V). A “from” variable contains the
name of the functionality that the adapter will take as input.
The “to” variable is used for the target functionality that
the adapter produces. Some parameters can be used in the
“to” variable and are defined in the “parameters” variable. In
the “parameters” variable, a special construct can be used to
specify that the parameter must take a value that corresponds
to an existing requirement (a value present in the “requires”
variable of a running service).

E. Adaptation Implementation: user interface

As mentioned in previous section and illustrated in Fig-
ure 4, we implemented the control of the adaptation layer
as an OMiSCID GUI plugin. This plugin mainly involves
Netbeans Platform programming (source to be found in
projects/AdapterFramework) and won’t be detailed
here, only its behavior will be described.

Using service discovery, the plugin lists of all relevant
services:

• any service having a “provides” variable,
• any service having a “requires” variable,
• any service named AdapterFactory.

Then the plugin displays all provided functionality, together
with all required ones and all possible adaptation paths
that can get constructed using the running adapter factories.
The adapters on the paths are initially not instantiated and
displayed using a shaded style. When the user double clicks
on an adapter, the GUI plugin automatically formats a
message and sends it to the appropriate AdapterFactory that
in turn will create the necessary adapter. Once the adapter
is started, it changes from shaded to solid in the GUI panel.
The user can also easily stop any started adapter, by using
a dedicated action provided in the OMiSCID GUI service
tree.

V. DETAILED TEST CASES

To showcase our approach, we detail the case of a
simple tic-tac-toe game we developed, starting by a global
architecture, which is then detailed.

A. Tic Tac Toe Architecture and Benefits

For now, we consider that the environment contains only
two computers, and from each one we export some services:
a Display, a Mouse3 (mouse pointer with 3 buttons) and a
Text2Speech. In total we thus get six environment services
running, three on each computer. Each exported Display
service has a unique identifier and follows a whiteboard
pattern to connect to any matching DisplaySource it finds.
A DisplaySource is expected to send drawing commands to
the Display.

The game logic is implemented as a service that exposes
a TicTacToeModel functionality. The TicTacToeModel en-
capsulates the state (current board, current player) and the
rules of the game (only the current player can play, who
wins, etc.). In addition it also requires some functionalities
for the input of the players, more precisely, it needs two
Grid3x3Clicker with two different unique identifiers. Fol-
lowing a whiteboard pattern, the game logic automatically
connects to the matching Grid3x3Clicker it finds.

To bridge the gap between the environment (Display,
Mouse3) and the application (Grid3x3Clicker, TicTacToe-
Model), we introduced a set of simple adapters. The first
ones are for input and can be heavily reused in other context:
one adapter converts a three button mouse Mouse3 to a
single button mouse Mouse1, the second adapter converts
a Mouse1 to a Grid3x3Clicker by converting clicked x, y
position to some grid index from 0 to 8. We could have
skipped the distinction between Mouse3 and Mouse1 but
we kept it as it is useful in some other contexts. On
the display side, a specific adapter was written to convert
TicTacToeModel to a DisplaySource: the tic-tac-toe state
change events are converted to drawing commands such as
drawing circles.

By letting the user control the adaptation layer, EAA
makes the tic-tac-toe become ambient. The use of properly
decoupled services (“SOA done right”) makes it possible for
the user to dynamically select where and how to display the
game and how to control it. EAA, with its explicit adaptation
layer, makes it also possible to easily create variations
of the game that integrates into an Ambient Intelligence
vision. To this end, different adapters can be used. A first
adapter, which is simple but specific, transforms the game
state (TicTacToeModel) to some short textual output to be
processed by a Text2Speech service. A reusable adapter,
used for input of the game, could use a SpeechRecognizer
and converts voice commands such as “play in three” to a
Grid3x3Clicker. In addition to the audio modality, computer
vision is also used as a possible input: by sticking post-its
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Figure 4. Screen capture of the OMiSCID Graphical User Interface (GUI) for service monitoring and control. On the left side, the default service tree
provided by the GUI. On the right, the panel provided by the plugin for the EAA architecture. All provided and required functionalities are shown, using
a color for each functionality type. The plugin also considers information from all running adapter factories and proposes all possible adaptation paths to
the user. The user can click on a instantiable adapter (shaded), then the plugin queries the corresponding factory for the creation of the adapter. Once it is
started, the adapter becomes opaque. Note that due to the whiteboard pattern, the provides/requires relation is reversed for the display side (right part of
the panel) where the environment (Display) requires services from the applications (TicTacToeModel).

on a surface, the user can transform it to a Grid3x3Clicker
thanks to a dedicated adapter.

B. Tic Tac Toe Implementation Details
The source code for all elements mentioned in this section

is provided at [2]. As suggested by the feedback received
about [1], we provide a detailed view of how different parts
of the system are implemented and articulated. To help in
following the explanations of this section, Figure 6 provides
a sequence diagram of the interactions between different
elements of the system.

Environment – In the provided use case, the environment is
populated using a single Java program, the code of which can
be found in projects/ComputerExporter. The user
interface for exporting environment capabilities is shown on
the right of Figure 5. This interface can be used to export
any number of views, each being a frame, only one being
shown on the left of Figure 5. Using multiple views is useful
for example when multiple screens or video projectors are
plugged to a single computer: in such case, exporting one
view per physical display makes more sense.

Each view can be used as input, exporting a “Mouse3”
functionality, which is backed by an OMiSCID service,
which sends XML messages for each mouse event such
as motion events and click events. Each view is also a
“Display”, also backed by an OMiSCID service that expects
to receive messages containing some rendering code frag-
ments. The display service handles multiple simultaneous
clients and merges their rendering code fragments. A typical

example of a display having multiple clients is the case
where we want to display the tic-tac-toe game and also add
the rendering of a mouse cursor on top of it (e.g., the cursor
of a remote player or a cursor controlled using some hand
gestures) as it is the case in Figure 5.

Technically, the rendering code fragments are expressed
in JavaScript. The display service sets up a script engine
for JavaScript interpretation and fills some context variables
so that the snippet can access the rendering context of the
frame. Then, the received code fragment is interpreted in
context, and this results in graphical elements being drawn
in the frame.

Overall, all the services exported by the ComputerEx-
porter are very generic and can be reused over and over for
different applications. They are indeed reused in the other
use cases presented in Section V-C.

Application – The tic-tac-toe application code can be found
in projects/TicTacToe and is written in Java. The
code simply implements the tic-tac-toe game logic and
starts an OMiSCID service. In addition to the variables
“provides” and “requires” (presented in previous section),
the service has one input connector to receive commands
such as “player 1 plays in bin 0”, encoded as two digits
“10”. The service also broadcasts on two output connectors.
The connector “model” is used to send the complete game
model (expressed in XML) each time a change is made to it.
For convenience for the clients, a connector “output” is also
used to broadcast events of model changes, i.e., the fact that
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Figure 5. The “ComputerExporter” user interface is shown on the right. It is used to start environment services. On the left is shown an exported display
that is currently displaying a tic-tac-toe game. See Section V-B for details.

a given player played at some position, or the fact that one
player won. Overall the tic-tac-toe application is minimal,
containing only the necessary elements: the game model, the
game logic and some interfaces for control and view using
an OMiSCID service.

Adaptation – By convention, any OMiSCID service named
“AdapterFactory” is considered as a factory of adapters, pro-
vided it has the necessary variables introduced in Section IV.
Such a factory service has a “create” input connector and
when it receives a message on it, it parses the parameters
provided inside and starts the corresponding adapter.

Even, if we could write each adapter factory from
scratch, we simplified the writing of these. The code,
which is generic and shared by all factories, is en-
capsulated in a java program that can be found in
projects/AdapterTools. All the information spe-
cific to a given adapter factory is included in an XML
service description file using conventions that we will
illustrate below. For convenience, a script located at
tools/xml-service.sh, can be called with multiple
XML descriptions as parameter and it invokes appropriately
the Java program to start all the adapter factories described
by the XML files.

Figure 7 illustrates how adapters are written, it provides

a complete example of the cursor renderer. The goal might
be to create a visual feedback in the same way it is done
on classical desktop interfaces to show the mouse pointer
position (but here many modalities can be used, e.g., a
pointer controlled by hand gestures). As detailed hereafter,
this adapters uses the Java2D API through JavaScript and
also uses XSLT (Extensible Stylesheet Language Trans-
formations): this adapter can be seen as one of the most
complex adapters involved.

The XML service description provided in Figure 7 has
a root “service” element and the “name” attribute is used
to provide the service name, here “AdapterFactor” on line
1. Then the description contains a succession of OMiSCID
variable descriptions: in the example, all these service prop-
erties are defined as “constant”, meaning they don’t change
during the lifetime of the service.

Lines 2 to 7 (Figure 7) define the functionality adaptation
that this factory can perform. The factory can transform any
“Mouse3” functionality, as expressed in the “from” variable.
The “to” variable on line 6 is a little more evolved: the
factory can create any “Display” source with properties “for”
and “z” set according to some parameters. The two variable
references “${id}” and “${z}” are references to instantiation
parameters, declared in the “parameters” variable detailed
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Figure 6. Sequence diagram showing the interactions between different parts of the system. First, the application and some base services are deployed,
then the adaptation layer is populated and finally the player plays a turn. Only one input is provided, no display/output for the game is shown in this
diagram. See Section V-B for details.

below.

Lines 10 to 14 (Figure 7) define what we call the in-
stantiation parameters. When a client (the main client being
the GUI plugin) asks a factory to instantiate an adapter, it
sends a message containing the OMiSCID service identifier
of the service to adapt (here, the identifier of the Mouse3 to
adapt) plus a set of custom instantiation parameters. In the
example, there are 5 instantiation parameters. The four last
ones are just arbitrary customization parameters, each having
a name, a type and a default value. The first parameter in
the example, named “id” uses a special construct in place
of the default value.

To understand the “#(someRequirement DisplaySource
for)” from line 10, we have to remember that the display ser-
vices from the environment, are actually using a whiteboard
pattern. Each Display has a unique identifier. It explicitly
“requires” and automatically connects to any service with a
“DisplaySource” functionality having a “for” property equal
to this unique identifier. The “someRequirement” construct
just expresses that the value of the instantiation parameter
should correspond to the value of the “for” property of a
currently required “DisplaySource” functionality.

Lines 17 to 48 define two other variables that have a
special purpose: instead of being solely OMiSCID vari-
ables, they also describe the behavior of the adapters. Their
respective names “start” and “code” are conventions and
these are treated specially by the program that interprets
the XML description. The “start” variable describes some
(additional) code that will be executed each time an adapter
is instantiated by the factory. Starting with “js:”, it tells
the interpreter that the behavior is expressed in JavaScript.
The two lines 19 and 20 respectively add a “display”
output connector to the adapter (that it will use to send
messages) and create a local input connector that it plugs
to the “events” connector of the source service (the Mouse3
to be adapted) on which a listener is registered. With
the “listenTo(...)” command, all messages received on the
corresponding OMiSCID connector will be processed by the
code described in the “code” variable, starting at line 23.

Lines 24 to 44 (Figure 7) define the message handler that
each adapter will use to process messages. The code is pro-
tected inside an XML CDATA section to avoid escaping all
brackets. The code starts with “xslt:” and thus is expressed
using the XSLT language which is a standard explicitly
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1 <service name="AdapterFactory" ...>
2 <variable name="from"> <access>constant</access>
3 <value>Mouse3</value>
4 </variable>
5 <variable name="to"> <access>constant</access>
6 <value>DisplaySource for=${id} z=${z}</value>
7 </variable>
8 <variable name="parameters"> <access>constant</access>
9 <value>

10 id : string ... = #(someRequirement DisplaySource for)
11 size : float ... = 32
12 z : float ... = 90
13 color1 : Color ... = 0x00FFFF
14 color2 : Color ... = 0x000000
15 </value>
16 </variable>
17 <variable name="start"> <access>constant</access>
18 <value>js:
19 addOutput("display");
20 listenTo("events");
21 </value>
22 </variable>
23 <variable name="code"> <access>constant</access>
24 <value><![CDATA[xslt:
25 <xsl:template match="events/move">
26 <message on="display" type="text">
27 var x = <xsl:value-of select="@x"/>;
28 var y = <xsl:value-of select="@y"/>;
29 var s = <xsl:value-of select="$size"/> / 50.0;
30 var C = java.awt.Color;
31 var c1 = C.decode("<xsl:value-of select="$color1"/>");
32 var c2 = C.decode("<xsl:value-of select="$color2"/>");
33 g.translate(x, y);
34 var p = java.awt.geom.GeneralPath();
35 p.moveTo(0,0);
36 p.lineTo(s*31.12, s*(50-10.83));
37 p.lineTo(s*12.13, s*(50-15.28));
38 p.lineTo(0, s*50);
39 p.closePath();
40 var grad = new java.awt.GradientPaint(s*5, s*5, c1, s*30, s*40, c2);
41 g.setPaint(grad);
42 g.fill(p);
43 g.setColor(C.WHITE);
44 g.draw(p);
45 </message>
46 </xsl:template>
47 ]]></value>
48 </variable>
49 </service>

Figure 7. XML description of a adapter factory transforming a “Mouse3” functionality into a “DisplaySource” functionality, the goal being to render a
cursor on the display at the position of the Mouse3 cursor. See Section V-B for details. For reproduction in this paper, file is reformatted and irrelevant
parts are replaced with “...”. In this case the “...” are placeholders for namespace declarations and some type information that is unused in this context.
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designed to transform XML documents. The adapters expect
to receive XML messages and line 25 defines how the
“<move>” messages received on the “events” connector
should be processed. Line 26 expresses that (for each move
message that is received) the adapter should broadcast a
new text message on the “display” OMiSCID connector. Re-
member that these output messages are eventually reaching
a Display service, which will expect some drawing code
written in JavaScript. That is exactly what lines 27 to 44
produce: some JavaScript code using an implicit graphic
context “g”. The JavaScript code is generated by resolving
some XSLT variable (using “<xsl:value-of...”). The “@x”
and “@y” make use of the XSLT notation to access at-
tributes, here the attributes of the “<move>” element. The
“$size”, “$color1” and “$color2” use the XSLT notation
for accessing variables. These variables actually correspond
to the instantiation parameters for the considered adapter
and they are brought into the XSLT context by the adapter
factory program. In the example, we see that the position
from the move message is used to translate the rendered
cursor (lines 27, 28, 33), while the parameters (that can be
tuned by the client of the factory or by the GUI plugin)
control the size and the colors of the cursor.

Figure 9 provides another adapter factory description,
transforming a Mouse3 into a Mouse1 by just filtering click
events and forwarding move ones. All the concepts involved
in this adapter factory description have been covered in pre-
vious paragraphs. The main novelty in this adapter lies in the
“code” variable at lines 12 to 18. Again the input messages
are expected to be XML messages but this time two different
possible root elements are handled: the “<click>” and the
“<move>” elements on lines 13 and 16. Another difference
is that the output messages sent at lines 14 and 17 are not
textual messages but rather XML messages (when omitted,
the “type” attribute defaults to “xml”). In the case of XML
output, the XSLT language is again very well suited as it
has been designed for XML transformation.

Figure 10 shows the use of a dedicated language in the
“code” variable. This example is actually the one of an
adapter from Android key events to some slide controller
commands. The language has been designed to make it easy
to express a mapping between arbitrary string messages to
string messages. XSLT could be used for this purpose but
would be unnecessarily verbose. The “code” variable from
Figure 10, lines 12 to 15, starts with “map:” indicating the
use of the custom mapping language. This language is a
domain specific language designed for mapping string to
strings. The mappings are given, one by line, each string on
the left of the arrow “->” is mapped to the string on the
right. In this case, for example, when a message containing
“KEY25UP” is received from the “events” connector of
the source service, the adapter will broadcast a message
containing “next” on its “events” connector. What is not
illustrated in this example is the fact that the left part of

the arrow is actually a regular expression and the right part
a replacement expression. With the “map:” language, most
people can create new mappings by copying and updating an
existing adapter, without any knowledge of XSLT, JavaScript
or even XML.

All adapters are present in a adapters/ folder in
the git repository. The adapters are written using exactly
the principles explained previously in this section. Some
knowledge of XSLT is required to understand advanced
constructs, e.g., as in Figure 7 and Figure 9.

C. Other Test Cases

Apart from the tic-tac-toe game, we also implemented
other environment services, applications and adapters.

Games With Analogous Controls – For example we cre-
ated a MagicSnake game that consists in guiding a
snake in a 2D maze to reach a target as fast as pos-
sible while avoiding walls. The game can be found in
projects/MagicSnake and, in the same way as the tic-
tac-toe game, it requires a specific controller and exposes its
model (but no event-based output). The game is rendered
thanks to a dedicated adapter (output illustrated in Figure 8)
and reuses the exact same Display service as the tic-tac-
toe. As an experiment, we also modified a game called
“Nuncabola” where the player controls a ball rolling in a
3D environment. Both games use a two dimensional analog
input: we implemented this input with different combina-
tions of environment services and adapters. Eventually, we
control these games using:

• obvious device such as a mouse or a keyboard,
• more exotic devices such a accelerometer-based devices

(e.g., smart phone, WiiMote) or WiiFit-like devices,
• computer vision and human tracking (e.g., the player

moves in the room to control the ball acceleration, or
the player moves his hands, arms, etc.)

Various Use of Simple Events – The main use of the “map:”
dedicated language that we proposed (see Section V-B) is
to easily write adapters for services that exchange only very
simple events. We considered various input modalities for
such events and various applications and logic-less applica-
tions where an adapter links directly an input service from
the environment to an actuator service of the environment.

Using simple generation of keyboard events, we imple-
mented a slide presentation controller. We used various
methods to skip to the next/previous slide including for
example computer vision, e.g., gestures; sound recognition
(clapping hands); and voice recognition, e.g., saying “next
slide”.

We provide an example of computer vision
based push button: the code is available in
projects/AdditionalModules and is actually
implemented using a multi-language component framework
(see [2]), the assembly of components being defined in
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Figure 8. Showing a rendered view from the MagicSnake game together with a debugging window explaining computer vision based environment services.
See Section V-C for details. Detecting and tracking the finger tip, its 2D position can be used as an analogue input for the MagicSnake game. We also
show a computer-vision based button: we want the button to be triggered if the white box in the center is covered by the user’s hand. We also want to
avoid unwanted clicks, for example, when the user’s hand is fully covering the patterns (including the red boxes) we don’t want a click to be triggered.

the file pipelines/clicklet-omiscid.xml. The
push button is exposed as an OMiSCID service and sends
simple “ON” or “OFF” events when it changes state. The
overall principle of the vision-based button is to extract the
foreground image of the scene, e.g., containing the user or
his hand.

Imagining we want a small rectangle (e.g., a post-it) to
act as a button, then, we define a region of the size of this
rectangle and we detect when it is covered by the foreground
pixels. An example of such region is the white box shown
in Figure 8. However, in the example of Figure 8, we want
a click to be generated if the user covers the white box
with his finger. However, if the full hand covers it, then it
probably means that the intention of the user is different
(reaching another button or just passing between the camera
and the post-it). To be able to filter out these wrong clicks,
we reason about whether the red boxes from Figure 8 are
covered or not (how many of them and which ones). To
avoid unwanted repetitive clicks, some delay is added: a
button click is validated only if the click detection stays
stable for a few frames.

We also implemented a minimal application for An-
droid devices: it exposes an OMiSCID service that sends
events each time a physical key is pressed (e.g., volume
keys, camera button, etc). The source code is available in
projects/AndroidDeviceExporter. We could also
export a “Display” for the Android device but the Android
platform does not implement Java2D and thus it would

require to express the rendering in a different way (compared
to what we currently used). The Scalable Vector Graphics
(SVG) format is a good candidate for an evolution of the
display, to have some cross-platform rendering primitives.

Events produced from the Android application can be
transformed, for example to a controller for a slide presen-
tation. The corresponding adapter uses the “map:” language
and is provided in Figure 10. Similarly, using the computer
vision based push button to change slide can be done with
a simple mapping like “ON -> next”, considering only the
press of the button and ignoring when it gets released.

The computer exporter presented in previous sections
(source to be found in projects/ComputerExporter)
can export various services that expect simple string events.
The slide presenter accepts four commands: “next” and
“previous” for stepping within slides (actually sending left
and right arrow key events to the system) and “next+” and
“previous+” for skipping directly to the following slide,
skipping animations (actually sending up and down arrow
key events to the system). There is also a volume controller
that accepts “volumeup”, “volumedown” and “mute”, which
impact the system volume in the expected way.

Two services from the computer exporter actually accept
any simple string message: the chat service and the text to
speech (TTS) service. When it receives a message, the chat
service displays the message in a frame on the computer
where it is running (the frame is opened if it was closed
before). This can be used for popup notifications, application
reporting or the textual rendering of models such as the tic-
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tac-toe model. Similarly the TTS service will use “espeak”
to voice any text message it receives. The TTS can be used
for mostly the same purposes as the chat service, the main
differences being the throughput (speaking is slower than
writing) and the fact that the TTS works even if the user is
not facing a screen.

VI. CONCLUSION AND FUTURE WORK

This article presented the Environment, Application,
Adaptation (EAA) architectural approach. It reuses service
oriented principles (SOA) and takes inspiration from the
Data, Context, Interaction (DCI) approach. Within our EAA,
the environment and the applications are fully independent
of each other. This both encourages the design of more
generic environment services and eases the deployment of an
unmodified application in a new environment: this deploy-
ment is possible even if, eventually, the application ends up
using only originally unknown services. The glue between
what a particular environment offers and what a particular
application requires is done by a dedicated adaptation layer.
This layer makes the overall system easier to adapt and open
to user control and innovation.

An implementation of this approach was showcased: this
implementation is fully operational and allows dynamic
run-time extension with new services, applications and
adapters. To incorporate informal feedback received on [1],
we provided very detailed explanations of the mechanisms
involved in the implementation. We also cleaned up and
made available the source code for all presented use cases
on a dedicated page [2].

The foreseen future directions involve the improvement
of the user interface (icons for service types, quick filtering,
etc), and the exploration of a dedicated interface to create
simple adapters based on the mapping language we used.
More structured variations of the proposed approach, with
different implementation choices, should also be explored:
indeed, the approach matches recommendations made by
the European IST Advisory Group (ISTAG) in a recent
report [17] mentioning that “we might expect to see new
programming or modeling languages which include adapta-
tion mechanisms as first-class citizens”.
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1 <service xmlns="..." name="AdapterFactory">
2 <variable name="from">...Mouse3...
3 <variable name="to"> ... Mouse1...
4
5 <variable name="parameters"> <access>constant</access>
6 <value>button1 : int = 3</value>
7 </variable>
8
9 <variable name="start">... js: addOutput("events"); listenTo("events"); ...

10
11 <variable name="code"> <access>constant</access>
12 <value><![CDATA[xslt:
13 <xsl:template match="events/click[ @button = $button1 ]">
14 <message on="events" type="xml"><click button="1" x="{@x}" y="{@y}"/></message>
15 </xsl:template>
16 <xsl:template match="events/move">
17 <message on="events"><move x="{@x}" y="{@y}"/></message>
18 </xsl:template>
19 ]]></value>
20 </variable>
21 </service>

Figure 9. XML description of an adapter factory transforming a Mouse3 functionality into a Mouse1 functionality by simply filtering click messages
and forwarding move messages. The “code” of the service uses an “xslt:” transformation, see Section V for details. For reproduction in this paper, file is
reformatted and irrelevant parts are replaced with “...”.

1 <service xmlns="..." name="AdapterFactory">
2 <variable name="from"> ... AndroidKeys ...
3 <variable name="to"> ... RemoteControl for=${id} ...
4
5 <variable name="parameters"> <access>constant</access>
6 <value>id: float ... = #(someRequirement RemoteControl for)</value>
7 </variable>
8
9 <variable name="start"> ... js: addOutput("events"); listenTo("events"); ...

10
11 <variable name="code"> <access>constant</access>
12 <value>map:
13 KEY24UP -> next
14 KEY25UP -> previous
15 KEY80UP -> next
16 </value>
17 </variable>
18 </service>

Figure 10. XML description of an adapter factory transforming an AndroidKeys functionality into a RemoteControl functionality. The “code” of the
service uses a custom “map:” type, see Section V for details. For reproduction in this paper, file is reformatted and irrelevant parts are replaced with “...”.
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Abstract—Supervised learning methods rely heavily on the
quantity and quality of annotations provided by humans.
As more natural language processing systems utilize human
labeled data, it becomes beneficial to discover some hidden
privileged knowledge from human annotators. In a traditional
framework, a human annotator and a system are treated
as isolated black-boxes. We propose better utilization of the
valuable knowledge possessed by human annotators in the
system development. This can be achieved by asking anno-
tators to provide “rich annotations” for feature encoding.
The rich annotations can come at multiple levels such as
highlighting and generalizing contexts, and providing high-
level comments. We propose a general framework to exploit
such rich annotations from human annotators. This framework
is a novel extension of our previous work by adding two
more levels of rich annotations and two more systematic case
studies. To demonstrate the power, generality and scalability
of this approach, we apply the method in four very different
applications in various domains: medical concept extraction,
name translation, residence slot filling and event modality
detection. Since richer annotations come at a higher cost (for
example, take more time), we investigated the trade-off between
system performance and annotation cost, when adding rich
annotations from various levels. Experiments showed that the
systems trained from rich annotations can save up to 65%
annotation cost in order to obtain the same performance as
using basic annotations. Our approach is able to bridge the gap
between human annotators and systems in a seamless manner
and achieve significant absolute improvement (6% - 15%) over
state-of-the-art systems for all of these applications.

Keywords-rich annotation; feature engineering

I. INTRODUCTION

As an inter-disciplinary area, statistical natural language
processing (NLP) requires two crucial aspects: (1) good
choice of machine learning algorithms; (2) good feature
engineering. In particular, (2) significantly affects the per-
formance of systems. Linguistic annotation is a fundamental
and crucial step of supervised learning. However, feature

engineering remains a challenging task because it encom-
passes feature design, feature selection, feature induction
and studies of feature impact, all of which are very time-
consuming, especially when there are a lot of data or errors
to analyze. As a result, in a typical feature engineering
process, the system developer is only able to select a repre-
sentative data set as the development set and analyze partial
errors. Moreover, annotated corpora are usually prepared
by a separate group of human annotators before system
development. As a result, almost all of the previous NLP
systems only utilized direct manual labels for training, while
ignoring the valuable knowledge that human annotators
have learned and summarized from corpora preparation. In
fact, compared to system developers who normally design
features based on partial data analysis, human annotators
are usually more knowledgeable because they need to go
through the entire data set and restrictively follow annotation
guidelines.

To draw a parallel, if we consider an NLP system as
a “student” while a human annotator as a “teacher”, then
the answers or grades (i.e., basic annotations) are just a
small part of the pedagogy. Besides grading, a teacher also
provides explanations and insights about why an answer is
correct or incorrect, comments about what kind of further
knowledge the student can benefit from, and how this
can be further generalized. Similarly, besides using a text
book, a teacher can also highlight part of the content or
compose lecture notes. All of these additional evidences
and comments can be considered as “rich annotations”.
When human annotators provide certain labels, they rely on
certain rationales for the annotation of each instance. The
feature engineering is expected to serve as a surrogate for
this implicit knowledge. However, in order for that to be
accomplished, large amounts of annotated data and highly
specialized features are required which is often not feasible.
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On the other hand, besides providing the basic annotations,
the expert labellers can explicitly provide their rationales for
those annotations, which can reduce the amount of training
data and thus the annotation effort needed. The challenge
then becomes two-fold:

1) feasibility of encoding this extra information such that
the machine learning algorithms can exploit. Where
as certain additional annotation can automatically be
constructed into features, some others would require
a systems developer to manually convert the addi-
tional information (such as comments) into features.
Thus the burden on the system developer (specifically
feature engineer) needs to be optimized such that
the manual encoding (if necessary) does not require
tremendous amount of effort or expertise.

2) the extra annotation effort involved needs to be ac-
ceptable to the annotators and the overall cost of the
system. For example, simply highlighting the evidence
in contexts would not add any significant burden
where as generalizing enough knowledge to suggest
what kind of linguistic features might be helpful adds
slightly more effort. This calls for a fine compromise
between the amount of additional information that
can potentially make the system better and avoiding
burden on the humans.

In this paper, we propose a new and general Rich An-
notation Guided Learning (RAGL) framework in order to
fill in the gap between an expert annotator and a feature
engineer. As an extension of the comment-guided learning
framework proposed in our previous work [1], this new
framework aims to enrich features with the guidance of
all levels of rich annotations from human annotators. We
will also evaluate the comparative efficacy, generality and
scalability of this framework by conducting case studies
on four distinct applications in various domains: medical
concept extraction, name translation, slot filling and event
modality detection. Empirical studies demonstrate that with
about little longer annotation time, we can significantly
improve the performance for all tasks. We shall measure
the annotation cost on these different domains so that this
framework is also scalable. For example, the case study
on event modality detection demonstrated that the system
trained from rich annotations can save 65% annotation cost
in order to obtain the same performance as using basic
annotations.

The rest of this paper is structured as follows. Sec-
tion II describes some related work. Section III presents an
overview of our new learning framework incorporating rich
annotations from human annotators. Section IV, Section V
and Section VI present the detailed algorithms to incorporate
rich annotations from various levels and four distinct case
studies. Furthermore, Section IV illustrates the advantage
of Level 1 on medical concept extraction, and Section V

shows the contribution of Level 3 on two case studies, name
translation and slot filling. After exploring both Level 1
and Level 3, Section VI applies all three levels to a single
task, event modality detection, to compare the performance
and investigate a trade-off provided by Level 2. Section VII
then concludes the paper and sketches the possible future
directions.

II. RELATED WORK

In this section, we describe some related work about rich
annotations and the applications.

A. Exploiting Rich Annotations

This paper is an extended version of our conference
paper published at IMMM2011 [1]. In [1] we only asked
human annotators to write down comments and suggestions
that might improve re-scoring system output (Level 3 rich
annotations) and provided two case studies. In this paper we
extended rich annotations to Level 1, 2 and 3, and conducted
systematic study on four case studies.

In some NLP tasks such as information retrieval, it’s
proven effective to incorporate user feedback to customize
or tune a system, such as personalized search (e.g., [2];
[3]). However, such user feedback is not always available.
Nevertheless most supervised learning methods rely on
the labels by human annotators. Therefore there is great
potential to fully utilize the deep knowledge from human
annotators. [4] proposed to incorporate more of “teacher’s
role” (i.e., privileged knowledge) into traditional machine
learning paradigm. We follow this basic idea and incorporate
additional feedback from annotators into system develop-
ment.

Several recent work has pointed out the problem that
human annotators are “underutilized” and incorporated rich
annotations into many classification problems [5], [6], [7].
Some other work [8], [9], [10] asked human annotators to
label or select features. In this paper we shall generalize all
kinds of annotator rationales into multiple levels and conduct
a systematic study.

Castro et al. [11] investigated a series of human active
learning experiments. Our experiment of using Rich An-
notation Guided Learning to speed up human assessment
exploited assistance from multiple systems.

Our idea of learning from error corrections is also similar
to Transformation-based Error-Driven Learning, which has
been successfully applied in many NLP tasks such as part-
of-speech tagging [12], chunking [13], word sense disam-
biguation [14] and semantic role labeling [15]. In these ap-
plications the transformation rules are automatically learned
based on sentence contexts at each iteration. However, our
applications require global knowledge that may be derived
from diverse linguistic levels and vary from one system to
the other, and thus it’s not straightforward to design and
encode transformation templates. Therefore, in this paper
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we choose a more modest way of exploiting the comments
encoded by human annotators.

B. Applications

Information extraction from clinical text has recently
received a lot of attention. Significant amount of this work
in the literature has focused on areas such as radiology
and pathology reports [16], [17]. For instance, Taira et al.
[18], [19] have performed research on automatic structuring
of radiology reports. More recently, researchers are making
progress in the automated classification of clinical free text
to code [17], [20] and applying machine learning and natural
language processing for text mining in systems like BAD-
GER [21], MedLEE [22] and CLEF [23]. Friedman et al
[24] discussed the potential of using NLP techniques in the
medical domain, and also provides a comparative overview
of the state-of-the-art NLP tools applied to biomedical text.
Literature in [24], [25], [26] provided a survey of various
approaches to information extraction from biomedical text
including named entity tagging and extracting relationship
between different entities and between different texts. Of
direct relevance is the analysis of doctors dictations by
Chapman [26], which identified the seven most common
uses of negation in doctors dictations. Some of the draw-
backs of these works include: i) based on hard coded rules
making them difficult to maintain and adapt [21], [23], ii)
tuned for specific tasks (e.g., breast care reports [22] or
pathology reports [27]) thus failing to generalize, iii) based
on institution-specific styles, rules and guidelines (e.g., [28]).
In all fairness, this is partially because high quality, labeled
datasets of clinical documents have not been available. This
is partly due to privacy laws and partly because they are
expensive to create. Thus, learning valuable human (in this
case clinical) knowledge during the course of annotation
would significantly increase the quality of these systems
and reduce the annotation efforts at the same time (given
we posit that lesser data will need to be annotated).

Name translation is important well beyond the relative
frequency of names in a text: a correctly translated passage,
but with the wrong name, may lose most of its value. Most
of the previous name translation work combined supervised
transliteration approaches with Language Model based re-
scoring ([29], [30]). Some recent research used parallel cor-
pora or comparable corpora to re-score name transliterations
([31], [32]) or mine name translation pairs ([33], [34], [35],
[36], [37], [38], [39], [40], [41]). However, most of these
approaches required large amount of seeds and suffered
from information extraction errors, and relied on phonetic
similarity, context co-occurrence and document similarity
to re-score candidate name translation pairs. In contrast,
our approach described in this paper does not require any
machine translation or transliteration features. Some recent
work explored unsupervised or weakly-supervised name
translation mining from large-scale data ([41], [42]) and

Infoboxes ([43], [44], [45], [46], [47]). For example, Bouma
et al. [44] aligned attributes in Wikipedia Infoboxes based
on cross-page links; Ji et al. (2009) described various ap-
proaches to automatically mine name translation pairs from
aligned phrases (e.g., cross-lingual Wikipedia title links)
or aligned sentences (bi-texts). Some other work mined
name translations from mono-lingual documents that include
foreign language texts. For example, Lin et al. [48] described
a parenthesis translation mining method; You et al. [49]
applied graph alignment algorithm to obtain name translation
pairs based on co-occurrence statistics. But none of these
approaches exploited the feedback from human annotators.

There are many other alternative automatic assessment
approaches for slot filling. Besides the RTE-KBP valida-
tion [50] discussed in the paper, some slot filling systems
also conducted filtering and cross-slot reasoning (e.g., [51],
[52]) to improve results.

Not many methods were proposed to address the problem
of event modality attribute. [53] exploited surface features
such as part-of-speech tags to detect event modalities and
then applied them to improve event coreference resolution.
Recent work by [54] described a statistical model based
on annotations from rules and crowdsourcing tools. In the
meanwhile, a linguistic corpus called ”FactBank” with event
semantic attributes has been developed by [55].

III. RICH ANNOTATION GUIDED LEARNING

In this section, we present the general framework of incor-
porating rich human annotations into the learning process.

In Table I, we aim to formalize the mapping of some
essential elements in human learning and machine learning
for NLP.

In regular annotation interface, a human annotator is only
asked to provide the final labels (e.g., 0/F or 1/T in binary
settings). We call this as the basic annotation in ‘Level 0’.
We can see that among these elements, little study has been
conducted on incorporating rich annotations from human
annotators. In most cases it was not the obligation for the
human annotators to write down their evidence or comments
during annotation. In contrast, the human learning scenario
involves more interactions. However, we can assume that
any annotator is able to verify and comment on his/her
judgement. We propose to unleash the powerful knowledge
based on rich annotations from human annotators on various
deeper levels:

• Level 1: Ask an annotator to verify a label by providing
surface evidence (e.g., highlighting indicative contexts);

• Level 2: Ask an annotator to verify a label by providing
deep evidence (e.g., generalizing indicative contexts);

• Level 3: Ask an annotator to provide comments about
linguistic features or resources that might be helpful for
system development.
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Table I
SOME ELEMENTS IN HUMAN LEARNING AND MACHINE LEARNING

FOR NLP

Human  
Learning 

Machine Learn-
ing for NLP 

Approaches 

student system 
teacher/ 
teaching  
assistant 

human annotator/ 
human assessor 

textbook/ 
homework 
answer key 
graded  
homework 

training data  
with basic 
annotations 

 
 
 
baseline 
NLP 
system 

lecture notes/ 
graded home-
work with com-
ments 

training data 
with rich  
annotations 

Our proposed 
approach 

erroneous  
homework set  

negative  
samples/errors 

transformation 
based learning 

homework  
review against 
lecture 

system output 
with background 
documents 

recognizing 
textual  
entailment 

group study pooled system 
responses 

voting, learn-
ing-to-rank 

 

Entry-level annotators are capable enough to provide
rich annotations from Level 1 and Level 2, but we do need
some annotators who have some certain knowledge about
the task for Level 3 annotations. Based on this intuition we
propose a new Rich Annotation Guided Learning (RAGL)
paradigm as shown in Figure 1.

IV. LEVEL 1: CHEAP RICH ANNOTATIONS

In this section, we introduce the framework to incorporate
rich annotations from level 1, and then apply it to the case
study on extracting medical concepts from clinical text.

A. General Framework

While the annotators are providing basic annotations,
e.g., the class labels, we can often obtain richer annotations
at almost no extra cost by highlighting part of text that
leads the annotator to that conclusion (often called evidence
or rationales). As described earlier in our discussion, this
is the Level 1 of rich annotation. For instance, if the text
contains the sentence the patient has no history of alcohol
abuse, and does not smoke, the annotator will label it as no
for the question whether the patient in question is a smoker
or not. In addition, they can also highlight the evidence
does not smoke since this part of the sentence leads to the
no label. Providing this additional evidence adds marginally

 

Labeled Data 

Rich Annotations 

Unlabeled Data

Human annotator

Level 0 Basic Annotations

Level 1 Highlight Evidence

Level 2 Generalize Evidence

Level 3 Provide Comments

Small 
 portion as 

development 
set 

Feature 
Engineering 

System 

System Developer 

Figure 1. Rich Annotation Guided Learning Framework

to the annotation effort, since the annotators would need
to read the whole passage regardless, and highlighting the
relevant part of the text would be simple if an easy-to-use
graphical user interface is provided, such as selecting a
contiguous piece of text using the mouse as in Figure 2.

Figure 2. Providing Level 1 Rich Annotations

B. Case Study

For the purposes of this case study, we selected the
problem of extracting medical concepts from clinical text.
This problem lends itself directly to such a setting because
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annotations (provided by clinical experts) are very expensive
and often the systems not only have to yield the final answer
(Y/N in binary cases), but also the evidence for that answer.
Many of these information extraction tasks involve learning
of certain medical concepts from the clinical free text, or
learning to answer certain clinical questions about the pa-
tient. For instance, hospitals in the United States are required
by CMS (Centers for Medicare & Medicaid Services) to
submit answers of certain quality related questions (called
quality measures) after patient discharge. In addition, as part
of the meaningful use (MU) of Electronic Medical Records
(EMR) initiative under the HITECH Act of the American
Recovery and Reinvestment Act, certain key elements need
to be reported as well. This is because actionable information
that can be regularly and systematically mined from EMRs
could lead to improved operational, financial, and clinical
outcomes. The answers and the corresponding evidences are
often found in the free text medical records (e.g., discharge
summary) of the patient. Example questions include Was
the patient given aspirin within 24 hours of admission?,
Did the adult patient smoke cigarettes anytime during the
year prior to hospital arrival? and Was the patient assessed
for rehabilitation services. Since these concepts could be
represented in different clinical terminologies e.g., rehabil-
itation assessment can be referred to as physical therapy,
occupational therapy, PT, rehab etc., we concentrated on
gathering information about five medical concepts with the
help of expert medical personnel (such as expert chart
abstractors). These concepts were chosen primarily due to
their prevalence in quality reporting.

C. Experiments

In our implementation, we choose a state-of-the-art sys-
tem [56] and show how using rich annotations can sig-
nificantly improve the classification performance. With this
annotation process, providing Level 1 rich annotations does
not add a significant burden to the annotators, as they
can perform this effortlessly while reading the text. In our
experiments, we employed three clinical experts to serve as
annotators. Based on past statistics, these annotators spent
on average 1.5 hours to annotate 100 examples (of about
200 words each) without providing any rationale. In this
new setting, we asked these experts to annotate new datasets
with both the class labels as well as highlight rationales
by selecting contiguous pieces of text. It was observed that
with the rationale, annotation time changed marginally to
1.6 hours for 100 similar such examples, which is ∼ 10%
longer. In our experience, the additional annotation effort
was acceptable.

Let xi denote the features for an example text i computed
from a dictionary of dimension d. Let X = x1, . . . , xN
and Y = y1, . . . , yN denote the N training examples and
their labels, respectively. In the training phase, we learn the
model parameter w ∈ Rd by minimizing a cost function C

Table II
COMPARISON OF LEVEL 0 VS LEVEL 1 ANNOTATIONS FOR MEDICAL

CONCEPT EXTRACTION

Medical
Concepts

Level 0
AUC

Level 0
Accuracy

Level 1
AUC

Level 1
Accuracy

ST Elevation
Assessed 0.87 0.82 0.96 0.90

Assessed for
Rehabilitation 0.72 0.74 0.85 0.76
VTE Present

on Arrival 0.90 0.83 0.95 0.89
Smoking History 0.72 0.61 0.83 0.80
Joint (e.g., knee)

revision 0.87 0.75 0.94 0.80

between X and Y plus a regularization term on w, which
can be denoted in the general form as

w∗ = argminw
∑N

i=1 C(yi, w
Txi) + λ · g(w)

with possible constraints on w. Here g(w) > 0 denotes the
regularization term on w (such as ‖w‖2), and λ > 0 is the
regularization parameter.

When the rich annotations are available, let
R = r1, . . . , rN denote the highlighted evidences,
where ri denote the word sequence of highlighted evidence
for example i. The objective is to learn the weight vector
w such that the cost function C between X and Y ,
conditioned on the rich annotations R, is minimized
(with regularization). Intuitively, the highlighted evidences
provide additional insight to the assigned class label. Since
each evidence ri is simply a sequence of words, let us
assume that additional features zi of dimension s can be
induced from the annotations for each example i. With
this feature augmentation we can formulate the learning
problem as

(w∗, v∗) = argminw,v

∑N
i=1 C(yi, w

Txi, v
T zi) + λ1 ·

g(w) + λ2 · g(v)

with possible constraints on w and v, where v ∈ Rs

is the weight vector for the evidence-induced feature zi,
and the regularization term involves both w and v (one can
also assume a different regularization term for w and v).
Then one can use the same solver as the standard binary
classification to solve this optimization problem.

Experiments were performed using actual EMR data from
various medium/large-size hospitals. We built 5 datasets, one
for each concept. The questions and the results for the two
settings are shown in Table II. These passages were obtained
from a set of ∼ 10 million sentences by searching, in each
case, for a few concepts of interest provided by the clinical
experts. For each dataset, we first divided it into two subsets,
one held out for testing only (30%) and one used for training
(70%).

As the results show, there is significant improvement
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across the board in all datasets, both for area under the
ROC curve as well as absolute accuracies. This also means
that same level of accuracies as Level 0 could have been
achieved in the Level 1 setting by annotating fewer data,
which would well compensate for the additional effort spent
in highlighting.

D. Discussions

Level 1 approach assumes that the annotation evidence
exists in the surface texts of the input data, and thus can
represent them by simply highlighting such texts at the same
time as producing labels. This hypothesis is not valid when a
complicated task requires deep understanding of the contexts
and external background knowledge. For comparison, we
shall present a systematic study on incorporating Level 3
annotations in next section.

V. LEVEL 3: EXPENSIVE RICH ANNOTATIONS

In this section, we present the algorithm to incorporate
rich annotations from level 3, and then apply it to the case
studies on both name translation mining and slot filling.

A. Algorithm Overview

Recently many NLP tasks have moved from processing
hundreds of documents to large-scale or even web-scale
data. Once the collection grows beyond a certain size, it
is not feasible to prepare a comprehensive answer key in
advance. Because of the difficulty in finding information
from a large corpus, any manually-prepared key is likely to
be quite incomplete. Instead, we can pool the responses from
various systems and have human annotators manually review
and judge the responses. Assessing pooled system responses
as opposed to identifying correct answers from scratch has
provided a promising way to generate training data for NLP
systems. Usually such tasks require deep knowledge beyond
surface information provided by Level 0 and 1. In contrast,
the comments from Level 3 can be exploited as features
for automatic assessment. Then these features are manually
constructed from the comments.

This algorithm aims to extensively incorporate all com-
ments from an old development data set (i.e., “old home-
work” in human learning) into an automatic correction
component. This assessor can be applied to improve the
results for a new test data set (i.e., “new homework” in
human learning).

The detailed algorithm can be summarized as follows.
1. The pipeline starts from running the baseline system to

generate results. In this step we can also add the outputs from
other systems (i.e., classmates in human learning) or even
human annotators (i.e., Teaching Assistant (TA) in human
learning). We will present one case study on slot filling that
incorporates these two additional elements, and the other
case study on name translation that only utilizes results from
the baseline system.

2. We obtain comments from human annotators on a
small development set Di. Each time we ask a human
annotator to pick up N (N=3 in this paper, the value of 3
was arbitrarily chosen; variations in this number of clusters
produce only small changes in performance) random results
to generate one new comment. One could impose some pre-
defined format or template restrictions for the comments,
such as marking the indicative words as rich annotations and
encoding them as features. Nonetheless, we found that most
of the expert comments are rather implicit and even requires
global knowledge. Nonetheless these comments represent
general solutions to reduce the common errors from the
baseline system.

3. We encode these comments into features through man-
ual construction. We then further train a Maximum Entropy
(MaxEnt) based automatic assessor Ai using these features.
For each response generated from the baseline system, Ai

can classify it as correct or incorrect. We choose a statistical
model instead of rules because heuristic rules may overfit
a small sample set and highly dependent on the order. In
contrast, MaxEnt model has the power of incorporating all
comments into a uniform model by assigning weights au-
tomatically. In this way we can integrate assessment results
tightly with comments during MaxEnt model training.

4. Finally, Ai is applied as a post-processing step to any
new data set Di+1, and filter out those results judged as
incorrect.

The algorithm can be conducted in an iterative fashion.
For example, human annotators can continue to judge and
provide comments for Di+1 and we can update the auto-
matic assessor to Ai+1 and apply it to a new data set Di+2,
and so on.

We conduct case studies on two distinct application do-
mains: a relatively simple name translation task(V-B) and a
more challenging residence slot filling task(V-C).

B. Name Translation Mining

This section presents the first case study of applying
Level 3 (human comments) guided learning for name trans-
lation validation.

1) Task Definition: Previous name translation pair mining
approaches suffer from low accuracy and thus it is important
to develop automatic methods to evaluate whether the mined
name pairs are correct or not. For example, we need to
determine whether the English name “Michael Jackson” and
the Chinese name “Mai Ke Er . Jie Ke Xun” are a correct
translation pair. In this paper we focus on validating person
name translations by encoding the comments that human
annotators made on a small data set.

2) Baseline System: We applied a simple weakly-
supervised approach similar to [47] to mine name translation
pairs from English and Chinese Wikipedia Infoboxes. A
standard Wikipedia entry includes a title, a document de-
scribing the entry, and an “infobox”, which is a fixed-format



267

International Journal on Advances in Intelligent Systems, vol 5 no 3 & 4, year 2012, http://www.iariajournals.org/intelligent_systems/

2012, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

table designed to be added to the top right-hand corner
of the article to consistently present a summary of some
unifying attributes about the entry. Based on the fact that
some certain types of expressions are written in language-
independent forms (such as dates and numbers), we generate
seed name pairs automatically based on some simple facts
(e.g., if two person entries had the same “birth-date” and
“death-date” Infobox slot values, they are considered as
a seed pair). Starting from these seeds, we then apply a
bootstrapping algorithm based on Infobox slot comparison
to mine more pairs iteratively. For example, after we get the
seed translation pair of “Mai Ke Er . Jie Ke Xun (Michael
Jackson)”, we can iteratively get new pairs with a large
portion of overlapped slots. For example, since “Ji Xun
Wu Ren Zu” and “The Jackson 5” share many slot values
such as “member = Michael Jackson” and “years active =
1964-1990”, they are likely to be a translation pair. Next we
can use the new pair of “Ji Xun Wu Ren Zu (The Jackson
5)” to mine more pairs such as “Gang Cheng Chang Pian
(Steeltown Records)” their “labels”.

3) Comments and Feature Encoding: The detailed com-
ments used for validating name translations are as follows.
• Comment 1: “these two names do not co-occur often”

This comment indicates that we can exploit global statis-
tics to filter out some obvious errors, such as “Ethel Port-
noy” and “Chen Yao Zu”. Using Yahoo! search engine, we
compute the co-occurrence, conditional probability and
mutual information of a Chinese Name CHName and an
English name ENName appearing in the same document
from web-scale data with setting a threshold for each
criteria.

• Comment 2: “these two names have very different
pronunciations”
Many foreign names are transliterated from their origin
pronunciations. As a result, person name pairs (e.g.,
“Lomana LuaLua” and “Luo Ma Na . Lu A Lu A”)
usually share similar pronunciations. In order to address
this comment, we define an additional feature based on the
Damerau-Levenshtein edit distance ([57]; [58]) between
the Pinyin form of CHName and ENName. Using this
feature we can filter out many incorrect pairs, such as
“Maurice Dupras” and “Zhuo Ya . Ke Si Mo Jie Mi Yang
Si Qia Ya”.

• Comment 3: “these two names have different profiles”
When human annotators evaluate the name translation
pairs, they often exploit their world knowledge. For ex-
ample, they can quickly judge “Comerford Walker” is not
a correct translation for “Sen Gang Er Lang (Jiro Oka
Mori)” because they have different nationalities (one is
U.S. while the other is Japan). To address this comment,
we define the profile of a name as a list of attributes.
Besides using all of the Wikipedia Infobox values, we also
run a bi-lingual information extraction (IE) system [59]
on large comparable corpora (English and Chinese Giga-

word corpora) to gather more attributes for ENName and
CHName. For example, since “Nick Grinde” is a “film
director” while “Yi Wan . Si Te Lan Si Ji” is a “physicist”
in these large contexts, we can filter out this incorrect
name pair.
The detailed features converted from the above comments

are summarized in Table III.

Table III
VALIDATION FEATURES FOR NAME TRANSLATION

Comments Features 
co-occurrence, conditional 
probability and mutual information of 
CHName and ENName appearing in 
the same document from web-scale 
data 
conditional probability of CHName 
and ENName appearing in the same 
document from web-scale data 

 
 
 
 

1 

mutual information of CHName and 
ENName appearing in the same 
document from web-scale data 

 
2 

Damerau-Levenshtein edit distance 
between the Pinyin form of CHName 
and ENName 
overlap rate between the attributes of 
CHName and the attributes of 
ENName according to Wikipedia 
Infoboxes 

 
 
 

3 
overlap rate between the attributes of 
CHName and the attributes of 
ENName according to IE results of 
large comparable corpora 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 4) Data and Scoring Metric: We used English and Chi-

nese Wikipedias as of November 2010, including 10,355,225
English pages and 772,826 Chinese pages, and mined 5368
name pairs, where 3719 pairs are correct pairs used as
positive samples, and the rest 1649 pairs are incorrect pairs
as negative samples. This also shows the capacity of rich
annotations to target the problem of unbalanced data. A
small set of 100 pairs is taken out as the development set
for the human annotator to encode comments. The comment
guided assessor is then trained and tested on the remaining
pairs by 5-folder cross-validation.

It is time consuming to evaluate the mined name pairs
because sometimes the human annotator needs Web access
to check the contexts of the pairs, especially when the trans-
lations are based on meanings instead of pronunciations. We
implemented a baseline of mining name pairs from cross-
lingual titles in Wikipedia as an incomplete answer key, and
so we only need to ask two human annotators (not system
developers) to do manual evaluation on our system generated
pairs, which are not in this answer key (1672 in total). A
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name pair is judged as correct if both of them are correctly
extracted and one is the correct translation of the other.
Such a semi-automatic method can speed up evaluation.
On average each human annotator spent about 3 hours on
evaluation.

5) Overall Performance: Table IV shows Precision (P),
Recall (R) and F-measure (F) scores before and after ap-
plying the comment guided assessor on name translation
pairs. As we can see from Table IV, our approach achieved
28.7% absolute improvement on precision with a small loss
(4.9%) in recall. In order to check how robust our approach
is, we conducted the Wilcoxon Matched-Pairs Signed-Ranks
Test on F-measures. The results show that we can reject the
hypothesis that the improvements using Level 3 annotations
were random at a 99.8% confidence level.

Table IV
THE IMPACT OF LEVEL 3 ANNOTATIONS ON NAME TRANSLATION

Annotation Type P (%) R (%) F (%) 
Basic Annotation Level 0 69.3 100.0 81.9 
Rich Annotation Level 3 98.0 95.1 96.5 
 

C. Slot Filling

In this section, we shall apply Level 3 annotations to
a more challenging task of slot filling and investigate the
detailed aspects of human comments guided learning by
comparing it with other alternative methods.

1) Task Definition: In the slot filling task [60], [61],
attributes (or “slots”) derived from Wikipedia infoboxes are
used to create the initial (or reference) knowledge base (KB).
A large collection of source news and web documents is
then provided to the slot filling systems to expand the KB
automatically.

The goal of slot filling is to collect information regarding
certain attributes of a query from the corpus. The system
must determine from this large corpus the values of specified
attributes of the entity. Along with each slot answer, the
system must provide the ID of a document that supports the
correctness of this answer.

We choose three residence slots for person entities
(“countries of residence”, “stateorprovinces of residence”
and “cities of residence”) for our case study because they
are one group of the most challenging slot types, for
which almost all systems perform poorly (less than 20%
F-measure). For example, we need to decide whether it is
true that the query “Adam Senn” has lived in the country
“America” or in the city “Paris”.

2) Baseline Systems: We use a slot filling system [51] that
achieved highly competitive results (ranked at top 3 among
31 submissions from 15 teams) at the KBP2010 evaluation
as our baseline. This system includes multiple pipelines
in two categories: two bottom-up IE based approaches

(pattern matching and supervised classification) and a top-
down Question Answering (QA) based approach that search
for answers constructed from target entities and slot types.
The overall system begins with an initial query processing
stage where query expansion techniques are used to improve
recall. The best answer candidate sets are generated from
each of the individual pipelines and are combined in a
statistical re-ranker. The resulting answer set, along with
confidence values are then processed by a cross-slot reason-
ing step based on Markov Logic Networks [62], resulting
in the final system outputs. In addition, the system also
exploited external knowledge bases such as Freebase [63]
and Wikipedia text mining for answer validation.

In order to check how robust the RAGL assessor is, we
also run it on some other anonymous systems in KBP2010
with representative performance (high, medium and low).

3) Comments and Feature Encoding: The detailed com-
ments used for our slot filling experiment are as follows.
• Comment 1: “this answer is not a geo-political name”

This comment is intended to address some obvious er-
rors that could not be Geo-Political (GPE) names in
any contexts. In order to address this comment, we
apply a very large gazetteer of GPE hierarchy (coun-
tries, states and cities) from the geonames website
(http://www.geonames.org/statistics/) for answer valida-
tion.

• Comment 2: “this answer is not supported by this
document”
Some answers obtained from Freebase may be incorrect
because they are not supported by the source document.
Answer validation was mostly conducted on the document
basis, but for the residence slots we need to use sentence-
level validation. In addition, some sentence segmentation
errors occur in web documents. To address this comment,
we apply a coreference resolution system [59] to the
source document, and check whether any mention of the
query entity and any mention of the candidate answer
entity appear in the same sentence.

• Comment 3: “this answer is not a geo-political name
in this sentence”
Some ambiguous answers are not GPE names in certain
contexts, such as “European Union”. To address this
comment, we extract the context sentences including the
query and answer mentions, and run a name tagger [64]
to verify the candidate answer is a GPE name.

• Comment 4: “this answer conflicts with this sys-
tem/other system’s output”
When an answer from our system is not consistent with
another answer that appears often in the pooled system re-
sponses, this comment suggests us to remove our answer.
In order to address this comment, we implemented a fea-
ture based on hierarchical spatial reasoning. We conduct
majority voting on all the available system responses, and
collect the answers with global confidence values (voting
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weights) into a separate answer set ha. Then for any
candidate answer a, we check the consistency between
a and any member of ha by name coreference resolution
and part-whole relation detection based on the gazetteer of
GPE hierarchy as described in Comment 1. For example,
if “U.S.” appears often in ha we can infer “Paris” is
unlikely to be a correct answer for the same query; on
the other hand if “New York” appears often in ha we can
confirm “U.S.” as a correct answer.
The detailed features converted from the above comments

are summarized in Table V.

Table V
VALIDATION FEATURES FOR SLOT FILLING

Comments Features 
1 whether the answer is in the geo-

political gazetteer 
 
 

2 
 

whether any mention of the 
query entity and any mention of 
the answer entity appear in the 
same sentence using coreference 
resolution 

 
3 

whether the answer is a GPE name 
by running name tagging on the 
context sentence 

 
4 

whether the answer conflicts with 
the other answers which received 
high votes across systems using 
inferences through the GPE 
hierarchy 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
4) Data and Scoring Metric: During KBP2010, an ini-

tial answer key annotation was created by Linguistic Data
Consortium (LDC) through a manual search of the corpus,
and then an independent adjudication pass was applied by
LDC human annotators to assess these annotations together
with pooled system responses to form the final gold-standard
answer key. We incorporated the assessment comments for
our system output on a separate development set (182 unique
non-NIL answers in total) from KBP2010 training data set to
train the automatic assessor. Then we conduct blind test on
the KBP2010 evaluation data set that includes 1.7 million
newswire and web documents. The testing data from our
KBP system output consists of 25 positive samples and
121 negative samples, which is also unbalanced. The final
answer key for the blind test set includes 81 unique non-NIL
answers for 49 queries.

The number of features we can exploit is limited by the
unknown restrictions of individual systems. For example,
some other systems used distant learning based answer val-
idation and so could not provide specific context sentences.
Since comment 2 and comment 3 require context sentences,
we trained one assessor using all features and tested it on

our own system. Then, we trained another assessor using
only comment 1 and 4 and tested it on three other systems
representing different levels of performance.

Equivalent answers (such as “the United States” and
“USA”) are grouped into equivalence classes. Each system
answer is rated as correct, wrong, or redundant (an answer
that is equivalent to another answer for the same slot
or an entry already in the knowledge base). Given these
judgments, we calculate the precision, recall and F-measure
of each system, as defined in [60], [61].

5) Overall Performance: Table VI shows the slot fill-
ing scores before and after applying the RAGL assessors
(because of the KBP Track requirements and policies, we
could not mention the specific names of other systems). The
Wilcoxon Matched-Pairs Signed-Ranks Test show we can
reject the hypothesis that the improvements using RAGL
over our system were random at a 99.8% confidence level.
It also indicates that the features encoded from comment
2 and comment 3 that require intermediate results such as
context sentences helped boost the performance about 3.4%.
We can see that although the other high-performing system
may have used very different algorithms and resources
from ours, our assessor still provided significant gains. Our
approach improved the precision on each system (more than
200% relative gains) with some loss in recall. Since most
comments focused on improving precision, F-measure gains
for moderate-performing and low-performing systems were
limited by their recall scores. This is similar to the human
learning scenario where students from the same grade can
learn more from each other than from different grades. In ad-
dition, the errors removed by our approach were distributed
equally in newswire (48.9%) and web data (51.1%), which
indicates the comments from human annotators reached a
good degree of generalization across genres.

Table VI
OVERALL PERFORMANCE OF SLOT FILLING

Slot Filling Systems Annotation 
Category 

P 
(%) 

R 
(%) 

F 
(%) 

Level 0 17.1 30.9 22.0 
Level 3 
(f1+f4) 26.2 27.2 26.7 Our system 
Level 3 
(full) 38.5 24.7 30.1 

Level 0 13.7 29.6 18.8 High-
Performing Level 3  

(f1+f4) 40.9 22.2 28.8 

Level 0 12.2 7.4 9.2 Moderate-
Performing Level 3 

(f1+f4) 35.7 6.2 10.5 

Level 0 6.7 3.7 4.8 

 
 
 
Other 
systems 

Low-
Performing Level 3 

(f1+f4) 50 3.7 6.9 
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6) Cost and Contribution of Each Comment: The com-
ments from the RAGL assessor may reflect different aspects
of the system. Therefore it will be interesting to investigate
what types of comments are most useful and not costly.
We did another experiment by applying one comment at
a time into the assessor. Table VII shows the results along
with the cost of generating and encoding each comment (i.e.,
knowledge transferring to its corresponding feature), which
was carefully recorded by the human annotators.

Table VII
COST AND CONTRIBUTION OF EACH COMMENT

Level 3 Annotations Level 
0 f1 f2 f3 f4 

P (%) 17.1 17.6 26.4 26.7 25.6 
R (%) 30.9 30.9 28.4 28.4 27.2 

Perfor- 
mance 

F (%) 22.0 22.4 27.4 27.5 26.3 
#samples 
reviewed - 3 3 3 3 

providing 
comments 
(minutes) 

- 3 3 3 3 Cost 

encoding 
comments 
(minutes) 

- 30 240 60 30 

 

Table VII indicates that every feature made contribu-
tions to precision improvement. Comment 1 (gazetteer-based
filtering) only provided limited gains mainly because our
own system already extensively used similar gazetteers for
answer filtering. This reflects a drawback of our comment
generation procedure - the assessor had no prior knowledge
about the approaches used in the systems. Comment 2 (using
coreference resolution to check sentence occurrence) took
most time to encode but also provides significant improve-
ment. Comment 4 (consistency checking against responses
with high votes) provided significant gains in precision
(8.5%) but also some loss in recall (3.7%). The problem was
that systems tend to make similar mistakes, and the human
annotator was biased by those correct answers that appeared
frequently in the pooled system output. However, Comment
4 was able to filter out many errors that are otherwise very
difficult to detect. For example, because “Najaf ” appears
very often as a “cities of residence” in the pooled system
responses, Comment 4 successfully removed six incorrect
“countries of residence” answers for the same query: “Syr-
ian”, “Britain”, “Iranian”, “North Korea”, “Saudi Arabia”
and “United States”. On the other hand, Comment 4 con-
firmed correct answers such as “New York” from “Brooklyn”,
“Texas” from “Dallas”, “California” and “US” from “Los
Angeles”.

7) Impact of Data Size: We also did a series of
runs to examine how our own system performed with

different amounts of training data. These experiments are
summarized in Figure 3. It clearly shows that the learning
curve converges quickly. Therefore, we only need a very
small amount of training data (36 samples, 20% of total)
in order to obtain similar gains (6.8%) as using the whole
training set.

0 10 20 30 40 50 60 70 80 90 100
22

23

24

25

26

27

28

29

30

F-
Me

as
ur

e (
%

)

Percentage (%) of Training Data

Figure 3. Impact of Training Data Size

8) Speed up Human Assessment: Human assessment for
slot filling is also a costly task because it requires the annota-
tors to judge each answer against the associated source doc-
ument. Since our RAGL approach achieved positive impact
on system output, can it be used to as feedback to speed up
human assessment? We applied the RAGL assessor trained
from comment 1 and comment 4 to the top 13 KBP systems
for KBP2010 evaluation set. We automatically ranked the
pooled system responses of residence slots according to their
confidence values from high to low.

For comparison, we also exploited the following methods:
• Baseline

As a baseline, we ranked the responses according to the
alphabetical order of slot type, query ID, query name and
answer string and doc ID. This is the same approach used
by LDC human annotators for assessing KBP2010 system
responses.

• Oracle (Upper-Bound)
We used an oracle (for upper-bound analysis) by always
assessing all correct answers first.
Figure 4 summarizes the results from the above 3

approaches. For this figure, we assume a labor cost for
assessment proportional to the number of non-NIL items
assessed. Note that all redundant answers are also included
in these counts because human annotators also spent time
on assessing them. This is only approximately correct; it
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may be faster (per response) to assess more responses to
the same slot. The common end point of curves represents
the cost and benefit of assessing all system responses. We
can see that if we employ the RAGL assessor and apply
some cut-off, the process can be dramatically more efficient
than the regular baseline based on alphabetical order. For
example, in order to get 79 correct answers (76% of total),
RAGL approach took human annotators only 5.5 hours,
while the baseline approach took 13.4 hours.

0 1 2 3 4 5 6 7 8 9 1 0 1 1 1 2 1 3 1 4 1 5 1 6 1 7 1 8
0

1 0
2 0
3 0
4 0
5 0
6 0
7 0
8 0
9 0

1 0 0
1 1 0

#c
orr

ec
t a

ns
we

rs

c o s t  ( # p e r s o n  h o u r s )

 O r a c l e
 L e v e l  0
 L e v e l  3

Figure 4. Human Assessment Method Comparison

9) Comparison with Alternative Methods: An alternative
approach to validate answers is to use textual entailment
techniques as in the RTE-KBP validation task [50], [65],
which was partly inspired by CLEF Question Answering
task [66]. This task consists of determining whether a candi-
date answer (hypothesis “H”) is supported in the associated
source document (text “T”) using entailment techniques. For
the residence slots, we are considering in this paper, they
treat each context document as a “T”, and apply pre-defined
sentence templates such as “[Query] lived in [Answer]”
to compose a “H” from system output. Entailment and
reasoning methods from the TAC-RTE2010 systems are then
applied to validate whether “H” is true or false according
to “T”. These RTE-KBP systems are limited to individual
H-T instances and optimized only on a subset of the pooled
system responses. As a result, they aggressively filtered
many correct answers and did not provide improvement
on most slot filling systems (including the representative
ones we used for our experiment). In contrast, our RAGL
approach has the advantage of exploiting the generalized
knowledge and feedback from assessors across all queries
and systems.

D. Discussions

We have demonstrated that the comments from Level
3 provided significant improvement for two distinct ap-
plications, which require deep understanding of the con-
texts beyond surface texts. However, we also observed that
some comments still require a system developer to fully
understand and transfer the knowledge into detailed feature
encoding by incorporating external resources. Therefore,
the additional cost may vary based on the clarity of each
comment and the availability of linguistic resources. In next
section we will focus on investigating whether Level 2 is
a good trade-off approach between performance gains and
cost.

VI. LEVEL 2: A TRADE-OFF

In this section, we will compare three levels of rich
annotations by applying all of them to one single task of
event modality detection, and investigate whether Level 2
rich annotations can provide a trade-off.

A. Task Definition

We conduct a case study on predicting Modality at-
tributes for events defined by the Automatic Content Ex-
traction (ACE) evaluations (http://nist.gov/speech/tests/ace).
The Modality attribute indicates whether an event really
took place. An event is “Asserted” when the author or
speaker makes reference to it as though it were a real
occurrence, such as “A car bomb exploded Thursday in
the heart of Jerusalem, killing at least two people, police
said.”. All other events will be annotated as “OTHER”,
such as “He asked the committee to accept his paper.”
(Commanded and Requested Events), and “Promises of
aid made by Arab and European countries.” (Threatened,
Proposed and Discussed Events). The annotators were
trained to follow the ACE2005 event annotation guide-
line: http://projects.ldc.upenn.edu/ace/docs/English-Events-
Guidelines v5.4.3.pdf.

B. General Model

We use a MaxEnt based classifier to detect the modality
attribute of a given event instance. This model has the
power of assigning weights automatically to features from
all levels of rich annotations. During the annotation process,
annotators were asked to provide different levels of rich
annotations for training data, and we then encoded such
rich annotations into a MaxEnt model, as illustrated in the
following subsections.

C. Level 0: Baseline

In Level 0, the annotators were asked to label each
instance as “Asserted” or “Other” without providing addi-
tional markups or comments. During the baseline system
development, we selected an n-gram ng (n=1, 2, 3) as an
indicative context if it matches one of the following two
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conditions: (1) ng appears only in “Other” events, and with
frequency higher than a threshold δ. (2) (the frequency
of ng occurring in “Other” events) / (the frequency of ng
occurring in “Asserted” events) is higher than a threshold
θ. Both δ and θ were optimized from a small development
set including 30 events. The baseline feature is based on the
number of indicative context n-grams. For example, given
a “Movement Transport” event in “Bush and Putin were
scheduled to leave straight after their talks for the Group of
Eight summit of the largest industrialised nations in Evian,
France.” triggered by “leave”, the indicative context n-grams
are “leave”, “straight” and “to leave”, thus the feature value
is 3.

D. Level 1: Highlight Contexts

In Level 1, we ask the human annotators to highlight
indicative contexts while labeling modality attribute of each
event. The features implemented by the system developers
are based on the number of indicative context n-grams,
which are highlighted by human annotators. Table VIII
presents examples with “Other” modalities and their cor-
responding highlighted contexts for both Level 1 and Level
2.

E. Level 2: Generalize Contexts

The highlighted features from Level 1 are effective if
the contexts are explicit. However, in many other cases
the annotators may want to highlight categories of some
certain evidence, to indicate informative semantic concepts,
templates or patterns that are beyond bag-of-words. For ex-
ample, instead of highlighting “scheduled to”, the annotator
may want to generalize a category of “words indicating
planning” because other phrases such as “plan for” can play
the same role. In Level 2, the human annotators marked
up the categories of trigger words and contexts as shown
in Table IX, which may indicate “Other” modality. In this
Level, annotators only suggest category names, and system
developers try to acquire contextual word clusters for each
category.

Table IX
CONTEXTUAL CATEGORIES FOR LEVEL 2

Category Name Size Example Words/Phrases 
Verb -- (Check whether the event 

trigger word is a verb) 
Modal Auxiliary 10 “could”, “would” and 

“might” 
Uncertainty 21 “perhaps”, “maybe”, 

“possibly”, and “likely” 
Planning 11 “planned” and “scheduled” 
Assumption 72 “supposed”, “estimated” 

and “expected” 
Negation 136 “barely”, “impossible”, 

“never”, and “declined”  

An added advantage of this level of richer annotation
is the ease of translation into features. The classification
features can, for example, be based simply on the number
of matched categories for each event instance.

F. Level 3: Human Comments
Even though Level 2 allows for more flexibility, the

annotators are still constrained by existing contexts within
the documents. This problem is more concerning in case of
sparse databases where the coverage of the explicit contexts
is poor. Often, annotators make decisions using global
knowledge acquired by aggregating evidence from various
resources. This implicit knowledge inferred by annotators
cannot be easily represented by highlighted words or cate-
gories and thus is captured neither by Level 1 nor Level 2. To
address these issues, in Level 3 we allow human annotators
to provide verbose comments that represent knowledge about
generic situations. In our case study, the expert annotators
provided the following comments:
• Comment 1: “If the event is expressed by an entity (per-

son, country, organization, etc.) in a subjective way (e.g.,
based on assumption, intention, consideration, plans), it’s
likely to have ’Other’ modality. Therefore some contextual
libraries including these subjective expressions should be
constructed and utilized.”

• Comment 2: “If the event is likely to occur only under
some certain condition, it’s likely to have ’Other’ modal-
ity. Therefore some contextual libraries including these
condition expressions should be constructed and utilized.”
Note that these comments refer to generic guidelines and

provide richer knowledge. Some of the comments can be
utilized to generate and improve the annotation guideline or
train the annotators. However, a barrier in this setting is the
translation of these comments into features. In our experi-
ments, system developers manually reviewed and encoded
these comments into richer and more generic features. To
address these two specific comments, we created contextual
libraries to cover these broad situations in Table X.

Table X
CONTEXTUAL CATEGORIES FOR LEVEL 3

Category Name Size Example Words/Phrases 
Expression 116 “expressed”, “debated”, 

and “in talks about” 
Consideration 77 “like”, “consider”, and 

“estimate” 
Subjective 77 “assumed”, “supposed”, 

and “worried” 
Intention 18 “in order to” and “for the 

purpose of” 
Condition 18 “under” and “if” 
 

Consequently, features were generated by checking
whether the observed contexts (within the data) include any
words/phrases in the above categories.
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Table VIII
HIGHLIGHTED CONTEXTS FOR EVENTS WITH OTHER MODALITIES

Event Type Trigger Context Sentence with Highlighted Context  
(in bold/italic) 

Expanded Highlighted 
Context (underlined) 

Movement_ 
Transport 

leave Bush and Putin were scheduled to leave straight after their 
talks for the Group of Eight summit of the largest 
industrialised nations in Evian, France 

scheduled to : {plan to, 
plan for, …} 

Conflict_ 
Attack 

attacks “We are warning Israel not to exploit this war against 
Iraq to carry out more attacks against the Palestinian 
people in the Gaza Strip…  

 

Justice_ 
Execute 

execute “If we execute them now we can't bring them to life again 
should their appeals for a review be granted”, said 
Antasari Azhar… 

If : {in case that, with the 
condition that, whenever, 
wherever, …} 

Life_ Die death Indonesia will delay the execution of six convicts 
including an Indian on death row after five of them 
appealed to the Supreme Court for a second review 

will : {may, shall, could, 
would, … } delay 

Personnel_  
End-Position   

leave Powell, the most moderate member of the Bush cabinet, 
said he fully agreed with the president's policy on Iraq and 
had no plans to leave 

 

Transaction_ 
Transfer-
Money 

payments It would be funded in two payments of 10 million dollars 
each upon preliminary and final court approval 

It would : {may, shall, 
could , …} be funded 

sell The Stalinist state had developed nuclear weapons and 
hinted it may sell or use them, depending on US actions. 

hinted it may : {shall, 
could, would, …} 

Transaction_ 
Transfer-
Ownership 
 

acquire Chief executive Andrew Harris said the company was 
likely to abandon plans to acquire a hotel in Sydney's 
Kings Cross red light district… 

was likely : {possibly, 
perhaps, probably, …} to 
abandon plans to 

 
 

G. Data and Scoring Metric

We randomly selected a data set from ACE 2005 newswire
training set, which consists of 305 “Asserted” events and 305
“Other” events. Because of the data scarcity, ten-fold cross-
validation was used to train and test the system.

H. Overall Performance

Table XI shows the accuracy scores when applying fea-
tures derived from annotations at each level, along with
the extra annotation costs compared to basic annotations,
which were carefully recorded by the human annotators. The
annotation costs do not include the time needed to design
annotation scheme or train annotators. We also measured
the performance of two human annotators who prepared
the ACE 2005 training data on 28 newswire texts (the
only subset that includes two-way annotations). As we can
see, the system that utilized rich annotations achieved 6.4%
absolute improvement over the baseline system using basic
annotations, at a 99.9% confidence level according to the
Wilcoxon Matched-Pairs Signed- Ranks Significance Test on
each folder. We can also see that Level 2 annotation provides
more significant gains with small extra cost compared to
Level 1, therefore Level 2 can serve as a good trade-off

between Level 1 and Level 3.
Figure 5 shows the results when using various size of

training data. We can see that rich annotations consistently
outperformed basic annotations. It’s worth noting that rich
annotations using only 25% training data can provide the
same accuracy (69.08%) as basic annotations using the full
training set. Overall the annotation cost can be reduced
from 10 hours to only 3.5 hours.

I. Error Analysis

Analysis on remaining errors show that further advances
would require: (1) certain degree of reasoning. For example,
although there are many negation context words, the “Per-
sonnel Elect” event in the following sentence should still
be labeled as “Asserted” because the event did happen: “Of
course you will have input into the government but, since
you are not directly elected, it would be a nonsense for
you to have direct executive power”. (2) world knowledge
such as authority detection of the news source. For example,
the following “Transaction Transfer-Money” event should
be labeled as “Other” because the claims were made by
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Table XI
OVERALL PERFORMANCE

Annotation Type Accuracy Extra Cost Extra Effort 
Basic 
Annotation 

Level 0 69.02% 0% −− 

 
Rich  
Annotation 

Level 1 71.15% 25% Highlight contexts 
Level 2 72.95% 5% Provide category names based on highlighted contexts 
Level 3 70.82% 10% Provide comments 
Level 1+2+3 75.41% 40% All of the above 
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Figure 5. Impact of Training Data Size

an unauthorized source “the suit”: “The suit claims Iraqi
officials provided money and training to convicted bomber
Timothy McVeigh and conspirator Terry Nichols”. These are
challenging cases even for human annotators.

VII. CONCLUSION AND FUTURE WORK

In a traditional supervised learning framework, a human
annotator and a system are treated as isolated black-boxes to
each other. We propose to better utilize the valuable knowl-
edge from human annotators in the system development
loop, by asking annotators to provide “rich annotations”
for feature encoding. We investigated the trade-off between
system performance and annotation cost, when adding rich
annotations from various levels. We demonstrated the power
and generality of this new framework on four very different
case studies. The proposed framework is scalable since we
measured the annotation cost on different domains. Experi-
ments showed that the system trained from rich annotations
can significantly save annotation cost in order to obtain
the same performance as using basic annotations. It also
outperformed some traditional validation methods, which,
unlike ours, involved a great deal of feature engineering
effort. The novelty of our approach lies in its declarative
use of the privilege knowledge that human annotators utilize
during annotation, which may address some typical errors

that a system tends to make. Some of such feedback will
be otherwise difficult to acquire for feature encoding (e.g.,
Comment 3 in name translation and Comment 4 in slot
filling). On the other hand, the simplicity of our approach
lies in its low cost because it incorporates the bi-product
of human annotation, namely their evidence, comments
and explanations, instead of tedious instance-based human
correction into the learning process. In this way the hu-
man annotator’s knowledge is naturally transferred to the
automatic system. Hence, rich-annotation based learning is
amenable to implement but pertinent to a series of common
errors identified, and thus fill in the knowledge gap between
human annotators and feature engineers.

Remaining error analysis suggested that our future work
should focus on mining deeper world knowledge and global
reasoning from annotators. Moreover, we will investigate the
effects of different rich annotations provided by multiple
annotators and also apply on other problem settings. In the
future, we are interested in extending this idea to improve
other NLP applications and integrating it with human rea-
soning. Ultimately we intend to investigate automatic ways
to prioritize comments and convert comments to features so
that we can better simulate the role of teacher in human
learning.
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Abstract—This paper is about assessment models, domain
expert models and user interfaces as components in an Intelligent
Tutoring System that serves junior classes in electrical circuits.
Two student models for the purpose of automated assessment are
developed and tested. One of the models is a Markovian graph
model, while the other is a histogram model. The effectiveness
of these models in tracing the student’s declarative as well
as procedural knowledge is studied and compared to human
assessment. The domain expert models are based on qualitative
analysis and on symbolic quantitative techniques. These models
are used to test declarative statements made by the student and
also to generate a solution to the problem. The circuit analysis
techniques are also studied from an educational point of view
and are compared to numerical models on the basis of how
much they help the student assimilate the knowledge. Two types
of user interfaces are developed, one is text command line based,
and the other comprises a graphical user interface. These three
building blocks are used in the development of two independent
systems, which are field tested with the engagement of polytechnic
teachers and students at the higher national diploma level. The
technical and pedagogical results obtained for the two modules
are good and encouraging.

Keywords-Electrical; Intelligent Tutoring System; Qualitative;
Symbolic; Markov Model; Assessment;

I. INTRODUCTION

Electrical circuit theory is one of the foundational courses
studied in college, polytechnic and university degrees in the
areas of electrical and electronics engineering. Later courses,
such as electronic circuits and electrical machines, build on a
good knowledge-base in circuit theory. It is therefore important
that the student acquires a good handle in this theory. As
with other foundational courses good mentoring from the very
start is important in reaching this goal. As such Computer
Aided Learning (CAL) or Intelligent Tutoring Systems (ITS)
software can play a significant part in the progress of the
student. In [1] the authors develop a prototype circuit simulator
based on qualitative and symbolic reasoning, that emulates the
process or sequence of steps that a person carrying out circuit
analysis manually usually engages in. In this paper the system
is augmented with the addition of an assessment module that
is useful in giving feedback and following the progress of the

student. These two models form the basis or kernel for an ITS
or eTutor.

Personal human tutors are very effective in increasing the
learning rate and studies show that personal tutoring helps
students achieve significantly higher assessment scores [2] and
[3]. A system of personal human tutors is however unsustain-
able and unrealizable due to the financial cost of the project as
well as the lack of availability of human tutors. ITSs promise
to deliver a personal mentor or a tutor to each student in class.
The quest is to model the tutor using artificial intelligence
techniques. Two early and substantially successful systems are
PUMP [4] and SHERLOCK [5]. PUMP is a secondary school
algebra tutor and SHERLOCK is a virtual practicing space
for apprentices in electronics troubleshooting. More recent
systems were designed for physics [6] and medical sciences
[7], and the systems proposed and explored in [8] and [9]
are probably the first ITS for electrical circuits. The system
described in [8] is a production system and rules are defined
to generate problems, solve problems and judge mistakes. The
system generates and solves problems that consist of simple
parallel and series combinations of impedances. Judging mis-
takes is carried out by analysing and coding several real-world
student mistakes as mal-rules.

ITS were initially evaluated from an Artificial Intelligence
point of view rather than from an educational impact focus.
This approach is however changing and ITS is much more of
an interdisciplinary research area today. Indeed today more
emphasis is placed on evaluating the impact of ITS from
an educational point of view. Nevertheless, the independent
development of a number of components that contribute to
the realisation of the ITS is a necessity.

This paper contributes a Markovian Assessment Model
to assess solutions to problems in electrical circuits and a
Nodal Analysis electrical circuits expert model for circuits of
arbitrary topologies. Two systems that target electrical circuit
classes are discussed. The first system accepts input circuits
that are made up of an arbitrary number of resistors and
one voltage source. This system processes serial and parallel
connections of resistors to provide a machine generated full
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answer and allows the student to drive the process him/herself.
In the latter case, the output log-file provides the input to a
student assessment model that assesses the student for both
declarative and procedural knowledge. The second system
accepts input circuits that are made up of an arbitrary number
of resistors, voltage sources and current sources. The software
tool then tutors the user on how to select valid spanning trees
and the corresponding fundamental cutsets for the input circuit.
The symbolic Kirchhoff’s Current Law (KCL) equation for
each fundamental cutset is then generated by the program,
which the user or student can compare to his/her workings.
Both tools analyse the topology of the input circuit to ac-
complish their respective type of analysis. The first system
is targeted to Malta Qualifications Framework (MQF) Level
Four students while the second system is to be used by MQF
Level Five students.

This section introduced and motivated the need for tutoring
systems in electrical engineering. The rest of the paper is
organised as follows: Section II gives background information
and discusses related work in the literature. In particular
Section II-C reviews circuit analysis techniques and section
II-D reviews student models, both of which are important in
this work. The framework and models developed are described
in section III. Sections IV and V describe and discuss the
results. Finally, section VI concludes the paper.

II. BACKGROUND AND LITERATURE REVIEW

This section provides (a) background to the current state-
of-the-art ITS architecture and the current practices in schools
teaching electrical theory, and (b) a literature review of do-
main expert models, which in this case are circuit analysis
techniques, and students assessment models that have been
proposed in various ITS research projects.

A. Intelligent Tutor Architecture

Fig. 1 depicts the general architecture for an ITS, summa-
rized from [10] and [11]. The main components of such a
system are a Domain or Expert model, a Student Model and
a Tutoring or Pedagogical model. The problem Solving Envi-
ronment or Human Computer Interface is another component
that should not be underestimated. To these components we
have added a human Tutor model, which is useful to tune the
ITS system to the peculiarities of specific human tutors. This
involves machine learning from data generated by the human
tutor and may contribute to a more effective ITS.

The problem solving environment defines the way the
human student interacts with the system. It defines for example
whether the interaction is via a text editor, via a graphical
editor and more recently via speech and vision. The interface
selected has a profound effect on the pedagogical nature of
the system. It can for example limit the types of inputs that
a student is allowed to enter. This can be either thought of
as a limitation, in other words less freedom of roaming space
for the student or as a forced scaffolded learning pedagogy. In
general, the ITS research community agrees that the problem
solving environment should emulate as far as possible the real

Fig. 1. Intelligent Tutoring System architecture, summarized from [10] and
[11]

world environment and at the same time facilitate the learning
process [10]. The latter requirement should be considered in
the light that scaffolding should be completely removed at the
tail end of the learning process [12].

The Domain Expert module provides an interpretation to
the student’s input. This module determines whether the
atomic assertions of the students are correct in the specific
domain area. Additionally the expert module should generate
a full answer to problems given to the student, including an
explanation in a natural humanistic language, symbols and
diagrams included. This implies that the system must apply
a causal human-like reasoning process when generating an
answer. Finally, this module encompasses all the knowledge
that a student is expected to learn and can therefore be termed
as the ideal student model. In other words it is a benchmark
that students strive to reach.

The student model is a record of the knowledge state of a
student. In its most simple form it is a copy of the expert’s
model that is tagged with information of how well the student
has demonstrated knowledge of each component in the expert
model. Knowledge can be classified into classes; declarative
and procedural [10]. Most often declarative knowledge implies
learning rules and relationships. On the other hand procedural
knowledge is not typically well defined and relates to the
problem solving approach itself. For the case of declarative
knowledge statistical models may suffice, while for procedural
knowledge models that consider the sequence and order, in
which declarative knowledge is applied are desired. In the
electrical circuits ITS described in [9] and [8] the student
model is limited to recording declarative knowledge and
Mishra et al point out that the model should also capture
the knowledge flow [13]. Finally, the student model is used
to assess the progress of the student and its output is very
useful for the pedagogical module that observes the student
and controls the actions taken by the ITS.

The Pedagogical Module decides the problems and se-
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quence that are presented to the student and, at which mo-
ment it offers support to the student. This model is usually
considered to be domain independent. Typically there are six
types of support that an ITS can provide to the students [14]
and [10]; (1) Problem solving demonstration, (2) Scaffolding,
(3) Monitored from a distance, (4) Goal seeking, (5) Free
exploration and (6) No support is provided. The optimal choice
of these six types of support services is the topic of a highly
debated question in pedagogical research. In [13], Mishra et al
cast this problem as an intelligent questioning system. Mishra
et al argue that current electrical engineering ITS available are
a ”little more than a computerized version of home problems
found in a typical textbook” and without an appropriate student
model the pedagogical module does not function well or not
at all. Another way to approach this problem of choice is to
consider a domain independent help-seeking model, that aims
at detecting inappropriate help requests and a gaming model
that detects attempts at gaming the system. This approach is
studied in depth by Roll et al in [15].

Notwithstanding the significant progress in the field of ITS,
the products developed are still deemed not as effective as
a human tutor in the situation of when he/she is leading
discussions with students [13].

B. Electrical Theory Classes in Schools

Most college, polytechnic and university electrical circuit
theory courses include theoretical as well as practical sessions.
The practical sessions are important for two reasons; (a)
students learn how to link theoretical models to the real-
life circuits, and (b) students learn how to carry out the
appropriate measurements using the right instrument. These
practical skills are indispensable for professional engineers
during the installation, testing and maintenance, of electrical
and electronics systems. However instrumentation is generally
expensive and its use is restricted to labs. In this respect
numerical circuit simulators, such as SPICE, augmented with
a graphical schematic capture front and back ends are very
useful. With such elearning tools students connect virtual
components together using virtual wires, choose and add
virtual instruments to the circuit, and finally, carry out a
computer analysis. The software outputs the variables chosen
or measurements as displayed on the virtual instruments.
Such measurements include numerical values, like for example
electrical current on a virtual meter, and voltage waveforms on
a virtual oscilloscope. This type of eLearning software, widely
distributed among colleges and polytechnics helps students in
the acquisition of practical skills including the selection of
instrumentation. It also speeds up the process and reduces the
cost since there is no need for building the circuit in real life.
However it does not help the student in understanding how the
circuit works or how to design the circuit. On the contrary, it
encourages the student not to carry out a manual or mental
analysis.

The second author has carried out a study based on a
questionnaire regarding the effectiveness of using SPICE simu-
lators as a pedagogical tool and using handouts, which explain

step by step the symbolic calculations involved in electric
circuit analysis. The questionnaire involved both open ended
questions and Likert scale questions. The questionnaire was
handed out to the students of the two first year classes of the
National Diploma in Electrical and Electronics Engineering
(MQF level 4) at Malta College of Arts, Science and Tech-
nology (MCAST), Malta and a total of thirty one filled in
questionnaires were collected. The full report on this study
is published in [16]. The report outlines two conclusions that
are relevant to this paper; (a) in general although students
find the SPICE simulator as motivating very few agree that
it helps in understanding how circuits work, and (b) The
larger proportion of students acknowledge that it would be
much more useful if the simulator explains how the results
are obtained. These results confirm what other researchers [9]
and [17], who advocate the use of symbolic and qualitative
techniques have stated in their papers, i.e., software that gives
explanations, and not just results, is a better aid to students.

Apart from practical skills, electrical engineering students
learn how to analyse and design electrical circuits. Tradi-
tionally students have been taught how to analyse electrical
circuits using pen and paper through the application of the
relevant theories, including Ohm’s Law, Kirchhoff’s Current
Law and Kirchhoff’s Voltage Law. As explained above SPICE
simulators were not specifically designed to help students
learn how circuits work, consequently SPICE simulators have
some serious limitations when used as a pedagogical tool.
The electrical theories taught to students are an essential part
of the mental models that the students must develop. Using
these theories students can write down symbolic (algebraic)
equations that describe how the circuit being analysed behaves.
In contrast numerical simulators calculate values iteratively,
and this approach limits the understanding and insight that
the simulator can impart to its user about how the circuit
being analysed functions. In the last couple decades, sym-
bolic simulators have been developed that build the symbolic
equations that describe the circuit being analysed and display
these equations explicitly. By examining the transfer function
equations the student can then infer how the output changes
when the parameter values are varied. Examples of recently
developed symbolic simulators are SAPWIN [18] and SNAP
[19]. On the other hand, these simulators do not explain how
the transfer function is obtained.

Additionally, accomplished engineers apply mental models,
during what-if analysis activities, to understand how a change
in a parameter at a point of the circuit affects the other param-
eters of the circuit. A change in a parameter, like for example
the input voltage, is thought of as influencing the parameters of
its neighbouring components and nodes. In turn, these varying
parameters affect their own neighbours and hence the changes
propagate throughout the circuit. Furthermore, engineers only
consider the direction of change, that is, an increase, a decrease
or no change at all in the parameter’s value. In other words,
the quality of the change is considered and not the quantity of
the change. This method of analysing a circuit was formally
studied by Sussman and Stallman [20] and Johan De Kleer
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[21]. In [9], Ahmed et.al. note that experts apply qualitative
reasoning prior to calculation, whereas novices calculate first.

In summary, human tutors teach informal methods for what-
if qualitative analysis and quasi-formal methods such as node
and loop methods that yield quantitative answers. Likewise as-
sessment is carried out as how well a student demonstrates the
application of both qualitative analysis as well as quantitative
analysis. The most creative teachers make use of real-world
problems to motivate the students and include design questions
to give a new meaning to circuit analyses. In [17], a Practical
Relevance Module (PRM) and a Design Module (DM) are
proposed for inclusion in an electrical circuit ITS.

C. Circuit Analysis Techniques

In this section, three circuit analysis paradigms, (the quasi-
formal nodal and loop analysis, symbolic analysis and quali-
tative analysis), pertinent to ITS are discussed.

1) Ohm’s Law, Nodal and Loop Analysis: The simplest way
to analyse circuits is to identify parallel and series connections
such that the original circuit is reduced in complexity to
another equivalent circuit that is easier to analyse. However
this method fails when one section of a circuit is mutually
coupled to another section, in which case a global simultane-
ous solution is required. The electrical circuit domain model
described in [8] and [9] is based on non-coupled serial and
parallel combination of impedances and is there limited to such
circuits. On the other hand a complex circuit can be described
by using either the mesh or the nodal formulation. The mesh
equations are based on Kirchhoff’s Voltage Law (KVL), which
states that the sum of voltage drops along any closed loop is
zero, while the nodal equations are based on KCL, which states
that the algebraic sum of currents leaving any node is zero.
A more general definition of KCL is that in any fundamental
cutset that separates the network into two parts, the sum of
the currents in the cutset edges is zero. If the number of
branches in the network is denoted by the letter b and number
of ungrounded nodes is denoted by the letter n, then to solve a
circuit; (a) the number of mesh equations required is equal to
b - n, and (b) the number of nodal equations required is equal
to n. In general nodal analysis yields less equations than mesh
(loop) analysis and hence nodal analysis is usually easier to
carry out [22].

The nodal and loop methods are widely manually applied
in circuit analysis. Automation of these methods however
requires formalising it in graph theory, for example as Signal
Flow Graphs. The model implemented in this paper focuses
on the use of graph theory to analyze the topology of elec-
trical circuits, which is the study of inter-connected objects
represented by ’edges’ in a graph [22]. The points where
the end-points of edges touch together are formally called
’vertices’ or ’nodes’. A graph is extracted from the schematic
diagram of a circuit by replacing the components with edges.
For example the graph shown in fig. 2(b) is extracted from
the circuit shown in fig. 2(a). A graph of an electrical circuit
contains more than one spanning tree, and from each spanning
tree a set of fundamental loops and fundamental cutsets can be

Fig. 2. (a) Example Electrical Circuit, and (b) Graph for Example Circuit.

extracted. A spanning tree of a graph is defined as any set of
connecting branches that connects every node to every other
node without forming any closed paths or loops [22]. Fig. 3(a)

Fig. 3. (a) Spanning Tree I, and (b) Spanning Tree II.

and fig. 3(b) show two different spanning trees for the graph
shown in fig. 2(b). Once a spanning tree has been defined,
the edges making part of the spanning tree are referred to as
branches. The remaining branches are referred to as links or
chords. A fundamental loop is a loop that contains one (and
only one) link in its set of edges [22]. Fig. 4(a) shows the

Fig. 4. (a) Fundamental Loop for R1, (b) Fundamental Cutset for V1.

fundamental loop for link R1 when considering the Spanning
Tree shown in fig. 4(b). To construct a loop that includes only
the link R1 (shown as a thick black line) and no other links,
the tree branches shown in red must be used. Therefore the
fundamental loop of R1 is made up of the edges: R1, R3, and
V1. A cut set is a minimal set of edges that when cut, divides
the graph into two groups of nodes. A fundamental cutset is
a cutset that contains one (and only one) tree branch in its set
of edges [22]. Fig. 4(b) shows the fundamental cutset for tree
branch V1 when considering the Spanning Tree shown in fig.
3(b). By cutting V1 node 1, shown in green becomes isolated
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from the group of remaining nodes, that is nodes 2, 3 and 4,
which are shown in red. Together with branch V1, the link
R1 has to be cut to keep the two groups of nodes separated,
hence the complete fundamental cutset is: V1, and R1.

2) Symbolic Simulators: Symbolic simulators are based on
formal circuit theory and are able to generate the transfer
function of circuits input to them. The transfer function is
a commonly used symbolic expression that describes how
a circuit behaves. Using the transfer function the output
signal that the circuit generates for a given input signal can
be calculated. The advantage of using a symbolic transfer
function is that the circuit is analysed symbolically only once
to obtain the transfer function and then as many numerical
answers as needed can be obtained from the transfer function
by substituting the symbols with the numerical values being
considered. Considerable research has been carried out on the
symbolic analysis of electrical circuits in the late 1960’s and
a number of software Symbolic Simulators were developed in
the 1980s [23]. For example De Kleer developed a symbolic
simulator called SYN together with Sussman in 1979 [24].
De Kleer states that SYN has several limitations that are were
overcome in EQUAL, the Qualitative Analysis Simulator that
he developed [21]. These limitations include the lack of the
ability to use approximations that drastically simplify the alge-
bra without sacrificing accuracy. Some of these problems have
been addressed in modern symbolic simulators [25]. Good
examples of modern symbolic simulators that are equipped
with a Graphical User Interface (GUI), including a schematic
capture front end, are SAPWIN [18] and SNAP [19].

3) Qualitative Electrical Circuits Analysis: De Kleer [21]
divides qualitative analysis of electrical circuits into two
independent types of analysis, which are; (a) causal analysis,
and (b) teleological analysis. The way that the components
are connected together in a circuit gives a specific structure to
the circuit. The schematic diagram of a circuit describes this
structure. Each component in the circuit causes some effects
on the other components that are connected to it, and these
in turn affect the components that are connected to them, and
so on. The aim of causal analysis is to combine the behaviour
of the individual components to explain the behaviour of the
overall composite system. That said, a composite system is
built so that it serves a purpose. The purpose of a circuit is
also referred to as the function of the circuit. Teleological
analysis describes how by knowing the behaviour of a circuit
one can deduce its function. Causal analysis relates structure
to behaviour and teleological analysis relates behaviour to
function. These two types of analysis were also investigated
by Marc Fossprez in 1988 [6]. Marc Fossprez states that it
is relatively easy to deduce how a circuit behaves once its
function is known, but it is much harder to deduce how a
circuit behaves if only the circuit’s structure (its schematic
diagram) is given. His work focuses on this latter task and he
gives definitions about the different structures that circuits can
possibly have and mathematical proofs that employ topology
and graph theory.

The ”Propagation of Constraints” technique, developed by

Sussman and Stallman [20], is the first attempt at formalizing
qualitative analysis. This method is inspired by the what-if
qualitative and informal procedure applied by experts in elec-
trical engineering and described in section II-B. The algorithm
developed by Sussman and Stallman calculated the numerical
values of voltages and currents and therefore goes beyond
qualitative analysis. In 1984 Johan De Kleer implemented
the Qualitative Analysis of electrical circuits in a program he
called EQUAL [21]. This program is able to explain how a
circuit works using qualitative arguments and even categorize
the circuit as being a power-supply, logic-gate, amplifier or
multivibrator. Furthermore, the propagation of Constraints has
proved to be a powerful algorithm in circuit analysis. Fossprez
recommends its use when searching for a pair of compatible
current and voltage (i, v) orientations, while analysing circuits
qualitatively [26]. In 2006, Rehman et al developed a type
of software authoring tool for an ’Intelligent Book’ [27], in
which this algorithm is used to find the currents, voltages
and component values inside different circuits. The values
generated by the Propagation of Constraint algorithm are used
to verify the values input by the students that make use of the
’Intelligent Book’.

D. Student Models For Assessment

Alongside the domain expert model, the student model is
indispensable in an ITS since this stores information about the
student’s knowledge state, progress and learning behaviour.
The two main characteristics of an ITS system is adaptivity
to the student and assessment. In the case of being adaptive it
is necessary to build a model for each student that is updated
as the student progresses through the learning process. In the
case of assessment it may not be necessary to store a model for
each student. Instead models that the define certain levels of
attainment, such as distinction, merit and pass, to which the
student’s profile is compared will suffice. In an assessment
system the goal is to determine what the student knows or
the knowledge state. Knowledge is often described as being
either declarative, procedural, or a mixture of both. Ideally
the assessment system models all three types. Additionally
other variables that relate to the student’s human attributes
and aptitudes, such as cognitive, conative, meta-cognitive,
motivational and affective can be added to the student model
to deliver systems that consider hidden skills and states of
mind [28] and [29]. Finally, the terms knowledge tracing and
model tracing are often used to distinguish between assessment
and adaptivity. Knowledge tracing refers to what the student
knows, whereas model tracing refers to the steps taken by
a student when solving a problem. Model tracing implies
the sequence of selecting the right or wrong items versus
time, that lead to a solution or an impasse. It is our view
that model tracing can be split into two types, those that are
directly related to the domain and therefore can be linked to
the knowledge model and those that related to generic items
or skills, such as self-regulation. In summary, student models
are compared and contrasted on the basis of how well they
can model knowledge that is either declarative, procedural, or
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a mixture of both.

The pre-cursor of ITSs are Computer Adaptive Testing
(CAT) systems that attempt to adjust test questions to suite
the ability of the examinee. The principle behind CAT is to
build and update a student model that reflects the knowledge
state versus time. The choice of the next item or problem to
solve is therefore based on the model output. Item Response
Theory (IRT) was developed for this purpose [30],[31] and was
the prevalent method of choice until the Bayesian modeling
approach was extensively studied and adapted to modeling
the student’s knowledge state [32], [33], [34] and [35]. More
recently Hidden Markov Models (HMMs) have been proposed
to study the metacognitive behaviour of students during the
learning process [36] and [37].

Bayesian Networks and Markovian Models are graph mod-
els that consist of nodes and directed edges. Bayesian networks
are acyclic, while Markovian models allow cycles. Markovian
models therefore have the property of representing knowl-
edge in a more compact form at the expense of granularity
and inference. Bayesian networks can be more complex and
computationally intensive, however they have been shown to
perform well in knowledge tracing and model tracing [28]
whereas Hidden Markov Models have been limited to model
tracing [36]. The graphical networks are characterized by two
types of variables or nodes; target variables and evidence
variables. Target variables are for example the knowledge
state (both procedural and declarative) and cognitive skills.
Evidence variables are attributes that can be measured such
as answers to questions, selection of items, assertions and
sequence of events including timing information. Granularity
has an effect on computational time required and may have
an effect on the accuracy of the judgment made on a student.
Therefore, models have to be compared on this attribute.
Depending on the target variables the ITS designer has to
decide on what to model with a network. For example in
[6], separate Bayesian networks are built for each student and
for each problem presented to a student. The total number of
networks that a system handles can therefore be high. Finally,
in most ITS Bayesian network implementations, such as in
[6] and [33] the networks are knowledge engineered and very
few are constructed from empirical data. One such case is
described in [35].

The work reported in [36] is motivated by an emphasis
on preparation for future learning. Therefore, the goal is not
to assess the knowledge state but to study strategies and
behaviours that students engage in during the learning process.
The proposed solution then consisted of deriving a HMM from
the measured and tagged students’ activity sequences. The
model identifies sequence patterns to a student behaviour type
or hidden state. In other words one model is required for each
behavioural trait.

In this paper a Markovian Model or finite-state machine and
a Histogram-based model are developed and studied in terms
of how well they perform in knowledge and model tracing.

III. IMPLEMENTATION OF MODELS AND FRAMEWORK

Two separate systems were developed. The first tool is text
based and input is provided via a command-line interface. The
user interface for the second tool provides a Graphical User
Interface for part of the input and output, which makes it more
adequate to be used as an eTutor. For both tools circuits are
input via a text file. The student assessment model is integrated
with the first tool only and does not provide feedback during
the problem solving process. The second tool uses the expert
model directly to provide feedback after each event.

A. Qualitative Analysis based Expert Model

This module is intended for entry level students and deals
directly with the analysis of simple circuits made up a voltage
source and a set of resistors. The software tool requires the
user to input the circuit to be analysed as a text file. As
such the circuit has to be specified in a matrix, in which
the rows represent nodes and columns represent components.
The first row of this matrix is reserved for the components’
values, that is the voltage of the battery and the resistance of
each resistor. In the cells of the other rows a ’1’ means that
terminal one of the corresponding component is connected
to the node corresponding to the cell’s row, ’2’ means that
terminal two of the corresponding component is connected to
the node corresponding to the cell’s row and ’0’ means that
the corresponding component is not connected to the particular
node considered.

The first software tool accepts input circuits that are made
up of an arbitrary number of resistors and only one battery.
This program then analyses the connections of all the resistors
and identifies resistors that are connected in parallel. Each
group of resistors connected in parallel is replaced by one
equivalent resistor. The program then identifies serially con-
nected resistors and replaces each group by one equivalent
resistor. This process is depicted in fig. 5. At each step the
program outputs a matrix in text format, which specifies the
connections in the resultant simplified circuit. If the resultant
circuit contains other groups of resistors that are connected in
parallel or in series further reductions are done. This process is
repeated until no further reductions are possible. The process
is traced backwards and the required voltages and currents
across and through the various resistors are calculated. The
program is used in this mode when a demonstration or a full
solution to the problem is required. In this mode, the student
can then manually compare the eTutor’s solution to his/her
own and discover where s/he erred.

The program can be used in an interactive mode, where
the student solves the problem on the eTutor console, or at
least records his/her steps and calculations on the eTutor. The
learner enters statements via a command-line interface, for
example Parallel(1,R1,R2,5), which means that in circuit 1,
R1 is in parallel with R2 and the equivalent resistance is 5
ohms. The Domain Model checks that the statement is correct
or incorrect. The assertion is recorded in a log-file and tagged
as correct or not correct, following output from the expert
model. Changes in the circuit are entered via a labeled text
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Fig. 5. Example of the parallel and series resistors reduction processes carried
out by the first program.

file, whose format was described above, and the circuit is
linked to the previous assertion that motivated the change in
the circuit. If the same assertion is repeated, i.e. the learner
back-tracks and repeats statements, the previous copies are
deleted. Although deleting repeated assertions results in a loss
of behavioural traces, it relaxes the task of the assessment
module, which is required to output a summative value for
the assessment. It also reduces the possibility of a student
gaming the system. Furthermore the number of commands and
inputs possible are grouped into six events. The granularity
is thus reduced with some possible loss of precision. The
latter step is a pre-processing step to relax the requirements
from the data mining technique. It also has a positive effect
of minimizing overfitting. The six events are; (a) The correct
assertion of a series or parallel combination and the calculation
of the equivalent resistance, (b) the incorrect assertion of the
latter, (c) The correct modification of a circuit, (d) the incorrect
modification of a circuit, (e) the correct assertion of a voltage
or a current, and (f) the incorrect assertion of the latter. These
six events labelled as (SP , ¬SP , C, ¬C, V I , ¬V I) are used
by the models described in the next section, III-B. In summary,
for the purpose of developing the assessment models described
in section III-B, the sequence of events are saved to a log-file.
The relationship in between events is not however preserved,
although these are implicity coded in the sequence. On the
other hand all the activity, including the commands and circuit
scripts are saved for the purpose of manually assessing and
marking the solutions. The test group for this software tool
included 27 students and 3 members of the academic staff. In
general the students and the academic staff think that the tool is
very useful and should be expanded to include further expert
knowledge. The text based user interface is a bit daunting,
especially when modifying the circuit. The teachers think that

the restrictions imposed by the program during the circuit
analysis process can give some false expectations to students.
The assessment module is described in the next section.

B. The Assessment Models

The assessment module is required to assess the perfor-
mance of a student after attempting a solution to a given
problem. Two different types of models are considered. One
model is a Markovian Model that outputs a probability distri-
bution over four levels of knowledge attainment and the other
model is a histogram-based model that outputs a measure of
difference between the ideal student model and the given case
input. The six variables used in these models are the events
described in the previous section, III-A and the sequence of
events pertinent to a given student is obtained from the log-
file described in the previous section, III-A. The following
sections describe the implementation of these models.

1) The Markovian Model: Fig. 6 depicts the architecture
for the model. The model consists of eight states or nodes,

Fig. 6. The Markovian Model. Not all possible transitions are shown.

the six events described in section III-A and two new states
(START and END). The value of the directed edges represent
the probability of the student moving to a new state. A fully
connected graph will have 64 edges in total, although the
START and END states are typically only visited once. Four
such models are required to assess a student in a discrete
probability distribution over four levels of mastery. In this
paper these four levels are labelled as 1, 2, 3, and 4, 1 being
mastery of electrical circuit theory and 4 being a failure in
learning electrical circuit theory. 3 and 4 are intermediate
levels. The four models are all based on the same architecture
in fig. 6 but the transition probabilities are different. Each
case therefore models typical sequences that a student from
a particular attainment level typically follows. In other words
the model classifies patterns of sequential events. On the other
hand atomic knowledge is assessed by the domain expert
knowledge. Therefore intuitively the expert model and the
Markovian Model will together achieve both knowledge and
model tracing.
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2) Histogram Model: The histogram-based model com-
putes the difference between the ideal student model histogram
and the case to be assessed. In the test case available there was
only one ideal student model. This was due to both the nature
of the problem and the fact that the human-interface module
inherently restricted the freedom of the student. Two different
histograms are considered. One histogram is a frequency count
of the six events (SP , ¬SP , C, ¬C, V I , ¬V I) that a student
engages in. This will be called the state vector histogram. The
difference between a given case and the ideal student model
is computed as, ∑

i

√
(Smodel

i − Stest
i )2 (1)

where Smodel is the state vector histogram for the ideal student
model and Stest is the state vector histogram for the given test
case.

The second histogram is a frequency count of the 64
state transitions possible. This is termed the transition matrix
histogram. The difference between a test case and the ideal
student model is computed as,∑

i,j

√
(Tmodel

ij − T test
ij )2 (2)

where Tmodel is the transition matrix histogram for the ideal
student model and Ttest is the transition matrix histogram for
the given test case.

Since the data set includes cases that have been marked by
the highest and lowest marks possible and the output for the
ideal answer is zero then the results are scaled to reflect the
zero to ten marks range and it will then be possible to compare
the results from the histogram model to the human generated
assessment. In doing this we are assuming a linear mapping.

C. Nodal Analysis Based Expert and Tutor model

The aim of this system is to eTutor students that are learning
how to identify a fundamental tree and the corresponding
fundamental cutsets in a given circuit and how to generate
the KCL current equations for each fundamental cutset. This
topic is covered in a unit called ’Further Electrical Principles’
that higher national diploma (MQF level 5) students follow in
the second year of their course at the MCAST.

The format of the input text file for the second program
is more compact and easier to write since in it a text line
is dedicated to each component and the numbers of the two
nodes, to which the component is connected are stated in the
corresponding line. This does away with the ’0s’ that were
used for the first program. The other information included in
each line of this text file is the X and Y coordinates of where
the component is to be drawn in the GUI, the name of the
component and its value.

Once a circuit is specified correctly in the input text file
it can be loaded in the program. Fig 7. shows an example
of a loaded circuit. The user is asked to chose a spanning
tree, by clicking on the components in the circuit. Once the
user selects a group of components that s/he think makes up a

valid spanning tree, s/he must press the ’Check Spanning Tree’
button so that the program verifies if the selected group of
components makes up a valid spanning tree. If it does not the
program informs the user and gives relevant feedback to the
user of why the selection does not make up a valid spanning
tree. The program informs the user whether s/he selected the
right amount of components and whether s/he captured all the
nodes in the circuit with the group of components selected.
The program also informs the user if there are loops present
in the selection made.

Fig. 7. Example of a loaded circuit in the program’s GUI.

On the other hand, if the selection makes up a valid tree
the program informs the user and allows the user to select
this spanning tree to continue with the circuit analysis. To
do this the user has to press the ’Use this Spanning Tree
for Circuit Analysis’ button. Once this button is pressed the
program goes into Step 2, in which the user has to select the
correct fundamental cutset for each of the tree branches inside
the selected spanning tree. The tree branch, for which the user
has to select the links that make up the fundamental cutset, is
highlighted in red, as shown in fig. 8.

The fundamental cutset must separate one of the group of
nodes from the remaining group of nodes. To help the user
the program highlights all the nodes in one of these groups in
orange and the nodes in the other group in green. After that
the user selects the components that s/he thinks make up the
fundamental cutset, s/he must press the ’Check Fundamental
Cutset’ button. Once this button is pressed the program checks
if the selected components make up a valid fundamental cutset.
If this is not the case the program gives relevant feedback to
the user. The program states whether one or more components
that should be included in the selection are not selected and
it also states if one or more components that should not be
included in the selection are in fact selected. In the case
when the selected components make up a valid fundamental
cutset, then the user is informed accordingly and is allowed
to press the button labelled ”Create Current Equation for the
Cutset”. When this button is pressed the KCL equation for the
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Fig. 8. Example of a fundamental cutset KCL equation generated when the
correct fundamental cutset is selected and the appropriate button is pressed.

fundamental cutset is generated by the program and displayed
at the bottom of the screen as shown in fig. 8. The user can then
press the ’Go to next Cutset’ button to find the fundamental
Cutset of the next branch in the spanning tree. This process has
to be repeated until the fundamental cutsets of all the branches
in the spanning tree are found. At this point it is desirable that
the program tutors the user on how to find the fundamental
loop for each link present in the graph, but this feature has not
been implemented yet. The author plans to have this feature
functional in the future so that it can be used by the higher
national diploma students.

In the system developed, the nodes are implemented in a list
data structure. The branches or components at a given node are
defined in another list. The algorithms then operate on these
lists. From graph theory it is known that a valid spanning tree
must be made up of n-1 edges, where n is the number of
nodes. Hence the first check made to verify the input tentative
spanning tree is to count the number of selected components
and check if it equal to n-1. If this is not the case it means
that the selected components do not make up a valid spanning
tree.

The next step to carry out is to check that the selected
components capture all the nodes inside the circuit (graph).
The algorithm just has to go through all the selected com-
ponents and mark the two nodes, to which each component
is connected as captured. After that the algorithm has to
go through the nodes and check that none of them is non-
captured. If one or more nodes are non-captured then the
selected components do not make up a valid spanning tree.
There exist cases, in which the two checks explained above
are satisfied but the selected components still do not make up a
valid spanning tree. In this case the selected branches will not
be continuously connected and at least one loop will be present
in the selection. To check for such cases the spanning tree

algorithm starts off with one of the selected tree branches. It
checks, to which nodes this branch is connected and proceeds
to discover the other branches that one of these nodes is
connected to. If there are more than one branch connected
to this node the algorithm starts considering the first branch
and it takes note, of which branch this is so that once it
finishes checking it and returns to the last node considered,
it continues looking for the correct branch. This process is
repeated for each node. When at least one branch is found
connected to a node the algorithm jumps to the other node, to
which this branch is connected and hence travels further away
from the first node that it considered at the start. Naturally
the larger the selected tentative spanning tree is, the more
searching the algorithm has to do. But in the case of invalid
spanning tree selections there are two possible ways, in which
the algorithm completes. One way is that the algorithm steps
forward (not backwards) into a node that it already checked,
and hence a loop is discovered. The other way, in which the
algorithm can complete in the case of an invalid spanning tree
selection, is that it finds out that it exhausted all the branches
and nodes that are connected to the first branch considered,
but it did not find all the nodes present inside the graph. In
this case it means that the algorithm has found one continuous
length of connected branches, which is not connected to the
remaining branches of the selected tentative spanning trees.
Since spanning trees should not contain any discontinuities
in their branches’ connection, this means that the selected
components do not make up a valid spanning tree.

Another algorithm used in the graphical analysis program
is the one that highlights in different colours the two groups
of nodes that are to be separated by a fundamental cutset.
The searching that this algorithm does is very similar to that
done by the algorithm that verifies spanning trees. However
in this case, the fundamental cutsets algorithm does not check
for loops because it is used after that a valid spanning
tree is already selected, so it is already guaranteed that no
loops are present. The important feature that this algorithm
possesses, similarly to the previous algorithm, is that it always
remembers, which branch it checked last when jumping from
one node to another, so that when it returns back to the node
from where it jumped, it continues checking from the correct
branch.

IV. RESULTS

This section describes results pertaining to (a) the Marko-
vian Assessment Model, (b) the Histogram Assessment Model,
and (c) the Problem Solving Environment.

A. The Markovian Assessment Model

In this paper, the Markovian models are tuned using empir-
ical data. For this purpose twenty-seven students are given a
problem to solve and their solution is recorded as described in
section III-A. A human tutor then assesses the twenty-seven
solutions and marks them over a 21 point scale from 0 to
10. The data set is clustered on these marks as; marks equal
or above 7.5 corresponding to level 1, marks in between 5.0
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and 7.4 as level 2, 2.5 to 4.9 as level 3 and marks less than
2.5 as level 4. The twenty-seven cases where approximately
uniformly distributed across the four levels. Finally these
groups are used to find the transition probabilities for each of
the four models. Assessment consists of first computing the log
likelihood probability distribution for a given new student and
the case is classified by choosing the maximum log likelihood.
The Markovian Model was first tested using samples from the
data set. Fig. 9 shows the classification results for all twenty-
seven cases, out of which two were incorrectly classified.
Fig. 10 depicts the probability distributions for four correct
cases and the two incorrectly classified cases. To further test
the model, the twenty-seven test data set was split into two
data sets, one being the tuning set and the other being the
test set. The ratio of the tuning set size to the test set size
was varied. When the training set size is 27 the correct
classification rate is 93%, for a training set size of 23 the
correct classification rate is 89%, for a training set size of 19
the correct classification rate is 85%, for a training set size of
15 the correct classification rate of 85% and for a training set
size of 8 the correct classification rate is 70%.

Fig. 9. Classification of results from the Markovian model by maximum
likelihood.

B. The Histogram Assessment Model

Fig. 11 shows how the two histogram models compare
with the human generated assessment. A non-monotonically
decreasing graph indicates deviations from the human assessor.
The state vector model is characterized by a closer match
than the transition matrix histogram model. This is expected
since the former tests for the correct event selection and
its frequency of selection, whereas the latter tests for the
transitions. These results omit the states that describe an
incorrectly executed event. This makes a fair comparison since
we know that the human assessor did not negatively mark the
solutions. When these events are included in the histogram
model the deviations and oscillations increase and the model

Fig. 10. Probability distributions obtained from Markovian model. The first
four groups are correctly classified cases for each assessment score level. The
last two groups are the two out of twenty-seven incorrectly classified cases.

is accurate only for cases close to the ideal student model, fig.
12.

Fig. 11. Absolute assessment scores obtained from the state vector histogram
and transition matrix histogram.

The real number outputs from the histogram models are
used to classify the students into one of the four levels
of attainment. Fig. 13 shows that the classification results
are not very good. The state vector model classified eight
instances in the wrong class, while the transition matrix model
classified twelve instances in the wrong class. Fig. 14 shows
the classification results for the model that included negative
states. In the case of the state vector model ten instances are
not correctly, whereas for the transition matrix model eleven
instances are in error. In summary, the histogram models can
only be used to classify students in two states, mastery or non-
mastery. On the other hand, the Markovian Model grades the
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Fig. 12. Absolute assessment scores obtained from the state vector histogram
and transition matrix histogram. These results include the negative states.

Fig. 13. Linear classification of test data using the state vector histogram
and transition matrix histogram.

student on a scale of four points.

C. Problem Solving Environment

The Nodal Analysis Based Tutor System is aimed at second
year higher national diploma (MQF level 5) students. Its aim
is to tutor these students on how to find correct spanning
trees and fundamental cutsets in graphs of electrical circuits.
This program was tested and verified to function correctly. It
interacts with its users through a GUI. It lets the user input
the circuit of interest and select a valid spanning tree. When
a valid spanning tree is selected the program lets the user
work out all the valid fundamental cutsets corresponding to
this spanning tree and then generates the corresponding KCL
equations. Whenever the user does an incorrect choice during
the selection process, the tool explains why the choice is
incorrect, and hence acts like a Tutor. The tool was first tested

Fig. 14. Linear classification of test data using the state vector histogram
and transition matrix histogram. These results include the negative states.

by fifteen students that undertook courses that included the
topic under consideration in the previous academic year and
all these students stated that this tool would have been of great
help to them. The program was then tested with a class of 18
novel HND students. These students were able to choose their
own personal set of branches that make up valid spanning trees
and fundamental cutsets in class. This reduced the amount of
time that the students needed to learn and understand these
two concepts, as well as the success rate among students.

V. DISCUSSION OF RESULTS

The field studies demonstrated that students are keen to
experience software tools that help them learn how to analyze
electrical circuits in the same way a human tutor would do.
Two systems that give explanations of the analysis carried out
on circuits were developed. The expert models in both systems
are based on symbolic and qualitative analysis, and feedback
is provided on declarative and procedural knowledge. These
systems therefore simulate the full-time availability of a tutor
and immediate assessment results given to students increased
their motivation to discover and learn. These characteristics
can have a significant impact on attainment levels for a large
number of students. Besides being used by one of the authors,
this program was demonstrated to two lecturers that teach
circuit theory and both are of the opinion that this program
will help them deliver the concerned topic more efficiently,
leading to higher success rates among students.

The text-base system, whose expert model is based on
Ohm’s Law, is targeted towards first year national diploma
(MQF level 4) students. The expert model identifies resistors
that are connected in parallel and in series and replaces them
by equivalent resistors. Alternatively the process of analysis
is carried out by the student and the system responds with
immediate feedback on every assertion. Students reported,
that the expert explanation provided by the system is very
useful. However, the text-based interactive environment is not
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straightforward and the students had to adapt to it. The main
problem with this environment relates to interpretation errors
specifically when the student needs to translate text into a
circuit diagram, either mentally or on a side paper note-pad.
Augmenting the system with a graphical view of the circuit
in question would therefore mitigate this problem. Other than
the latter shortcoming, both the students and teachers liked the
tool and think that it is a useful tutor.

The user interface for the Nodal Analysis based expert
model is based on a graphical layout. So it is not surprising
that students and teachers found it easier to use. The students
and teachers noted that sometimes the system either gives too
much feedback or the feedback is too wide and not selective.
This is understandable since no personalized student model
was integrated in this system. It also shows, how important
it is for an ITS to keep the student motivated and interested.
Nonetheless field tests showed a reduction in the amount of
time that the students needed to learn and understand the
concepts in electrical circuit theory classes, as well as an
increase in the success rate among students, when subjectively
compared to previous groups that did not use the system.

An important aspect of the contribution in this paper is
the Markovian assessment model that traced both declarative
and procedural knowledge components in the student solution.
The main drawback of the Markovian model is the fact
that a training set is required for every problem set by the
human tutor. It may be possible to generate the ideal student
model from the solution generated by the domain model.
Perturbations from the ideal model can then generate inferior
answers to the problem and the models are tuned or fitted with
simulated data. It may also be possible to use past answers
and sample human generated assessments to generate synthetic
answers and assessments. This solves the problem of requiring
the human tutor to correct a sample class to tune the model
with.

The student assessment models reported in this paper were
deployed to provide feedback any time the student engages in
a learning activity. This means that these systems can be used
to assess students more often, providing valuable data to help
teachers allocate resources more effectively and also helps in
tackling challenges in mixed-ability classes. Additionally the
Markovian Model is trained using human assessment data and
this means that the model can simulate specific characteristics
of teachers. This leads to a personalised teacher machine
assistant, which learns how to assess from the human teacher.

From this experience, we see three areas that are worth im-
proving. It would be ideal to have machine tunable Markovian
assessment models. The two domain expert models should be
merged into one, yielding a model that can cover most of
the electrical circuit theory dealing with linear components.
A student model for each and every student, possibly a
probabilistic one, should be included in order for the system
to provide personalized and more appropriate feedback.

VI. CONCLUSIONS

A Markovian Assessment Model and a Nodal Analysis elec-
trical circuits expert model for circuits of arbitrary topologies
have been developed and tested using lab and field tests.
These two contributions are a significant improvement over
the respective models described in [8] and [9].

The Markovian Model traces declarative and procedural
knowledge in solutions to problems in electrical circuits. A
simpler histogram model that traces only declarative knowl-
edge is developed and compared to the Markovian Model.
The Histogram Model is useful to test whether the student
has mastered the topic in question and is similar to models
installed in current electrical circuits ITSs [13]. The Markovian
model can be possibly improved, in terms of providing finer
granularity in assessment, by feeding a regressor with the four
element vector that is ouput from the Markov Model.

The circuit expert model based on the formal theory of
nodal analysis and on qualitative assertions is suitable for
analyzing a circuit of arbitrary topology and for providing a
detailed account of the analysis process. The nodal analysis
based model is an improvement over the simpler symbolic and
qualitative circuit model based on Ohm’s law implemented in
[8] and [9]. From an electrical circuit theory ITS system point
of view it would be ideal to combine the features of both
models into one. Other ITS or CAL systems, described in
[27] and [17], make use of ”the propagation of constraints”
algorithm to calculate circuit parameter values. However this
method does not yield an explanation as one would expect
from a human tutor. So, alternatively further research may
develop the ”propagation of constraints” model to be better
suitable for an ITS.

Finally, field tests confirmed two important points. During
learning, domain models based on qualitative and symbolic
analysis are more effective than simulators based on numerical
analysis, which may be better suited for expert use in industry.
Students prefer a problem solving environment that comprises
both text and graphics-based input/output systems.
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Abstract—For the management of IT systems, numerous
models, protocols and tools have been developed. To achieve the
long-term goal of comprehensive, highly automated IT manage-
ment, the various sources of information need to be combined.
As syntactic translation is often not sufficient, ontologies can
be used to unambiguously and comprehensively model IT
environments including management rules. In this paper, we
present an approach that combines the domain model, rules,
instance data (which represents real-world systems) into an
ontology. As the basis for an IT management ontology, we
convert the Common Information Model (CIM), a Distributed
Management Task Force (DMTF) standard, into an OWL
(Web Ontology Language) ontology. Moreover, probabilistic
knowledge of the domain is modeled using Bayesian networks
and integrated into the ontology. Furthermore, the approach
describes a runtime system that merges monitoring data into
the ontology and then uses a reasoner to evaluate management
rules.

Keywords-ontology; IT management; CIM; Bayesian net-
work

I. INTRODUCTION

In the domain of IT management, numerous models,
protocols and tools have been developed. Notable models
include the OSI (Open Systems Interconnection) network
management model (also known as Common Management
Information Protocol (CMIP)) and the still widely used sim-
ple network management protocol (SNMP). A more recent
approach to specify a comprehensive IT management model
is the Common Information Model (CIM, [2]), a widely
recognized Distributed Management Task Force (DMTF)
standard. The more complex an IT environment gets, the
more important the capability becomes to automate as many
tasks as possible. Both commercial and free management
tools and frameworks exist that cover different parts of the
required feature set for management tasks, but usually not
only a single tool, but a set of tools is used. In order
to achieve a unified view of the heterogenous integrated
management models, mappings between different types of
models can be defined. However, syntactic translations are
often not sufficient, when the same concept is represented
differently in multiple domains. This problem can be ap-
proached by using ontologies to clearly define the semantics.

Only when a comprehensive formal representation of the
domain data exists, that is also capable of modeling rules,

a largely automatic management becomes possible, because
then not only structural, but also behavioural information can
be expressed in the model. To achieve such an automated
management system, we describe a runtime system that
imports the corresponding domain model into the ontology
and evaluates the rules, based on up to date monitoring data
from the system under management. In order to represent the
monitoring data in the ontology, instance data is acquired
at runtime and added to the ontology, so that rules can
be evaluated by a reasoner according to both model and
instance data.

The approach presented in this paper uses an OWL (Web
Ontology Language, [3]) ontology to combine the domain
model, instance data and rules defined in SWRL (Semantic
Web Rule Language) in order to create a system that can
automatically manage an IT environment. This results in
a comprehensive knowledge base that includes both the
statically loaded domain model and dynamically updated
runtime information about the system under management,
as well as rules to control the behavior of the system. To
model entities and relationships of an IT environment, the
CIM model was converted into an OWL ontology.

A domain as complex as IT management cannot be
modeled solely using exact and complete information, which
might not be available. Instead, probabilistic modeling and
evaluation might be adequate. To enable that, the ontology
and the runtime system need to be extended accordingly. As
neither CIM nor an OWL ontology have native facilities for
the representation of such information, Bayesian Networks
are employed. Bayesian networks are probabilistic models
to specify causal dependencies between random variables in
a directed acyclic graph. To model probabilistic knowledge,
ontology elements are annotated so that a Bayesian network
can be partially derived from the ontology at runtime.

Section II gives a short introduction on the Common
Information Model and describes related work in the context
of ontologies and IT management. The concepts for the
translation of CIM into an OWL ontology and the concepts
for the combination of Bayesian networks with an ontology
are described in Section III. Section IV gives an overview
of our architecture for the runtime system, that is based on
the aforementioned concepts for automated IT management.
The paper draws a conclusion in Section V.
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II. RELATED WORK

A. The Common Information Model (CIM)

This section briefly describes the basic properties of the
Common Information Model [2]. CIM is an object-oriented
model that describes the entities in an IT environment and
the relationships between them. This covers both hardware
and software entities. The goal is to comprehensively model
every aspect that is needed for consistently monitoring and
managing the IT environment. CIM consists of three parts:

• A basic information model called the meta schema.
The meta schema is defined using Unified Modeling
Language (UML, [4]).

• A syntax for the description of management objects
called the Managed Object Format (MOF).

• Two layers of generic management object classes called
Core Model and Common Model.

Figure 1 shows the CIM meta schema definition in UML,
from the CIM specification [2]. The meta schema specifies
most of the elements that are common in object-oriented
modeling, namely

• Classes, Properties and Methods. The class hierarchy
supports single inheritance (generalization) and over-
loading of methods. For methods, the CIM schema
specifies only the prototypes of methods, not the im-
plementation.

• References are a special kind of property that point to
classes.

• Qualifiers are used to set additional characteristics
of Named Elements, e.g., possible access rules for
properties (READ, WRITE), marking a property as a key
for instances (using Key) or marking a class as one that
can not be instantiated. Qualifiers can be compared to
Java annotations; some qualifiers also have parameters.

• Associations are classes that are used to describe a
relation between two classes. They usually contain two
references.

• Triggers represent a state change (such as create, delete,
update, or access) of a class instance, and update or
access of a property.

• Indications are objects created as a result of a trigger.
Instances of this class represent concrete events.

• Schemas group elements for administrative purposes
(e.g., naming).

Properties, references, parameters and methods (method
return values) have a data type. Datatypes that are supported
by CIM include {s,u}int{8,16,32,64} (e.g., uint8 or sint32),
real{32,64}, string, boolean, datetime, and strongly typed
references (<classname> ref).

In addition to the CIM schema, CIM specifies a protocol,
based on XML over HTTP, which is used by CIM-capable
managers to query classes, instances and invoke methods
against a so-called CIM object manager (CIMOM).

B. Ontologies in IT Management

There are several publications that examine the application
of ontologies to the domain of IT management, e.g., [5], [6],
[7]. The general consensus is that OWL is well suited for the
modeling of IT systems, as it provides powerful modeling
capabilities paired with the ability to formulate rules as part
of the model and the ability to modularize the ontology.
Still, both the complete translation or mapping of existing
IT management models into OWL and the creation of an
ontology-based automated IT management system are no
solved problems.

In [5] the authors provide mappings for parts of different
IT management models to OWL, including Structure of
Management Information (SMI) and the Common Informa-
tion Model (CIM). The resulting ontology can be used to
combine the knowledge given in the different representations
into a joint model. One problem the authors point out for the
mapping is information that can be expressed in the original
languages, but has no direct representation in OWL, such as
the attachment of measurement units or access authorizations
to properties. To solve this problem, the data is presented on
the Resource Description Framework (RDF) layer of OWL.
In RDF, it is possible to attach additional information to
edges in the graph so that the data can be represented.
However, this information is not available for evaluation
by an OWL reasoner and therefore this approach has only
limited use for automation that relies on the evaluation of
rules from the ontology.

[6] describes how to represent several abstraction layers
of a system in split ontologies to achieve a pyramid-like
structure of ontologies, where often used ontologies are at
the bottom of the figure. The reuse of components and
models is an important topic in IT systems, and especially
for ontology-based automation. The paper shows that OWL
is capable of organizing several abstractions of a system in
ontologies and reuse defined components in higher layers.
This is an important aspect for the realization of a real-world
management system.

A real-world management application is shown in [7]
where ontologies are used to manage a network infrastruc-
ture. SWRL rules are used to create new object property
connections between entities in case of a blackout. For
this, properties and instance structures are observed. As
a basis, Policy-based Network Management (PBNM) [8]
was used. Rules are evaluated periodically during runtime,
and new facts are added to the ontology. A management
component observes the ontology and maps newly added
facts to management operations to adjust the system.

In order to create a comprehensive ontology to model
the system under management, a suitable domain model is
required. The Common Information Model was examined
in several publications (e.g., [9], [10]) and is often proposed
as a domain model for the IT management domain, but the
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Figure 1. CIM Meta Schema [2]

authors in [9] show that it is a semi-formal ontology that has
limited abilities for knowledge interoperability, knowledge
aggregation and reasoning. In practice, this means that it is
difficult to combine it with models from other domains, that
it has no features for reasoning or the definition of rules as
part of the model, and that it has only very limited built-in
querying capabilities.

One solution to overcome the shortcomings of CIM while
still benefiting from the comprehensive model is to translate
CIM into a standard ontology format. In [9] the authors
compare possible conversions of CIM to RDFS (Resource
Description Framework Schema) and to OWL. They find
that RDFS is unsuitable to express CIM as it does not allow
to express constructs such as cardinality restrictions and
some CIM qualifiers. In [5] the authors provide a possible
mapping for a subset of CIM to OWL and the authors in
[10] introduce a meta-ontology to model CIM constructs
that have no direct OWL correspondence, but they do not
describe how this meta-ontology is constructed, and their
approach does not specify how several qualifiers and more
complex elements, such as CIM methods, can be converted.

We developed a full mapping of CIM to OWL, which
we use in this paper (see Section III-A) and which is first
described in [11].

C. Bayesian Networks in IT Management

Bayesian Networks are used for the prediction of states for
unobservable random variables. In IT systems management
the probabilistic model of Bayesian Networkds suits root
cause analysis and failure prediction well.

In [12] Bayesian Networks are used for hard disk failure
prediction. Recorded Self-Monitoring, Analysis and Report-
ing Technology (SMART) data is used to generate the
conditional probabilities for the nodes of the network. Two
methods are used for the learning process, a clustering meth-

ods for sub model extraction and Expectation Maximization
(see [13]) and Supervised naive Bayes Learning (see [14]).
After the learning process, the SMART characteristics of
a hard disk can be set as evidence in the network and a
prediction for the probability of an upcoming failure can be
made.

[15] considers the reliability for software systems. A
special form of Bayesian Networks, the Markov Bayesian
Networks, is used to predict failures in discrete time systems.
Especially the working profiles of the system defined in
[16] are considered as input parameters for the network.
The conditional probabilities are extracted from software
metrics. It is shown that the model does not provide optimal
predications for failure rates, but better predictions than
the Discrete Time Hyperexponential Model for Software
Reliability [17].

[18] shows another attempt to predict software failures
with Bayesian Networks. Complex internal relationships and
correlations are considered to identify factors for failure
contributions of components. For the construction of the
network, a directed graph is generated where all variables
are connected. Only boolean state spaces are allowed for
variables. Every edge is weighted with its probability and
a maximum weighted spanning tree is generated. By the
choice of a root node a directed graph is achieved. Test data
of the Eclipse Project [19] was used to show that the model
can make statistically significant assertions about the failure
probability.

D. Combination of Ontologies and Bayesian Networks in IT
Management

There are no methods known to the authors for the
combination of ontologies and Bayesian Networks in an IT
Management context, but there are approaches to embed
probabilities into OWL. In [20] the embedding of proba-
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bilistic knowledge for OWL class membership is presented.
The major problems are the representation of probabilistic
knowledge in OWL, the derivation of an acyclic graph and
the construction of the conditional probabilities. Therefore,
special OWL classes are defined to represent the expressions
P (A), P (A|B) and P (A|B), which have properties for
conditions, values and probabilities. These properties are
used to generate the conditional probabilities. A specially
modified reasoner is needed to evaluate the ontology, so that
existing reasoners cannot be used.

[21] defines the language PR-OWL. In contrast to [20],
no existing language constructs of OWL are used, but a
proprietary extension is defined. A probabilistic ontology
must define at least one individual of the special class
“MTheory”. A theory consists of a set of fragments that can
be either context, residuum or input. Every random variable
is a node with a set of possible values and conditional
probabilities. With a special reasoner these constructs can
be evaluated.

E. Belief Change

The process of changing beliefs to take into account a new
piece of information about the world is called belief change.
Belief change studies the process an agent has to perform
to accommodate new or more reliable information that is
possibly inconsistent with existing beliefs. Usually, beliefs
are represented as a set of sentences of a logical language.

In the literature, three types of belief change operations
can be distinguished: contraction, expansion and revision.
Contraction is retracting a sentence from a belief set, expan-
sion is adding a sentence to a belief set regardless of whether
the resulting belief set is consistent or not, and revision is
incorporating a sentence into a belief set while maintaining
consistency. Alchourrón, Gärdenfors and Makinson [22]
specified postulates for contraction and revision operators,
which they claim should be satisfied by all rational belief
change operators.

The problems described hold for the change of ontologies
as well, as an ontology can be considered a belief base in the
sense of the belief change theory. In this context, the problem
is known as ontology change. Belief change theory can not
be directly applied to description logics because it is based
on assumptions that generally fail for description logics [23].
However, the authors in [24] show that all logics admit
a contraction operator that satisfies the postulates except
the recovery postulate. In [25], the authors show that the
theory can be applied if the recovery postulate is slightly
generalized.

Another approach to the problem of ontology update is
taken in [26], which proposes an ontology update framework
where ontology update specifications describe certain change
patterns that can be performed. Change requests (adding or
removing pieces of information to the ontology) are only
accepted if the corresponding update specification accounts

for it. The update specification is implemented similar to
a database trigger and possibly carries out more ontology
changes than explicitly requested to ensure ontology consis-
tency.

Updating the ontology can be avoided, when changes over
time are modeled in the ontology. For this approach, so-
called fluents are used, where facts are tagged with the time
or range of time at which they are valid. The authors in [27]
describe how fluents can be modeled in OWL. However,
this creates a large number of additional instances in the
ontology, which makes it impractical for the application in
the IT management context, where many changes of the
ontology take place in short time frames.

III. CONCEPTS

A. Transformation of the Common Information Model to
OWL

As pointed out in Section II-B, a translation of CIM
to OWL must be performed. The translation approach de-
scribed in this section has first been published in [11] and
is described in full detail in [28]. This section gives an
overview of the translation approach and describes (previ-
ously unpublished) technical details necessary for the imple-
mentation of the translation using exemplary values. Note
that the resulting OWL ontology is available for download
at [29].

The translation creates an ontology that consists of two
parts. The first part is a manually modeled meta-ontology
that describes super classes, properties and annotations that
meta-model CIM constructs, which can not be directly
translated to OWL. The meta ontology has the namespace
cim-meta. The second part is the CIM schema ontology,
which is modeled using OWL-, RDFS- and CIM meta
constructs, and which represents the actual CIM model. This
part is generated programmatically by parsing the original
MOF files and applying the following translation rules.
The implementation uses pattern matching techniques on
the abstract syntax tree of the CIM model to apply the
translation rules.

Structural translation is mostly straightforward. CIM
classes can be mapped to OWL classes, although a class
in object-oriented modeling is not identical to the concept
of a class in an ontology. Likewise, generalisation (inheri-
tance) can be expressed using the OWL subclass concept
rdfs:subClassOf. CIM has another basic construct for
the expression of relationships, a so-called Association,
which is a special kind of class with two typed refer-
ence properties (antecedent and dependent). Associations are
mapped to OWL classes that inherit from the special meta
class cim-meta:CIM Association. CIM aggregations are
handled accordingly.

Each CIM property is translated into an OWL object prop-
erty and an OWL class that inherits from cim-meta:CIM

Value. The domain of the object property is the class that
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originally contained the property, while the range is the
CIM Value subclass. This class in turn then has a data
property, which contains the actual value. The additional
indirection is necessary for two reasons: CIM properties
can have values of both primitive types such as uint32

and references to classes, also the CIM Value subclass is
necessary to be able to express the CIM qualifiers on the
property.

1 class CIM System : CIM EnabledLogicalElement {
2 string Name;
3 }
4
5 class CIM ComputerSystem : CIM System {
6 uint32 SetPowerState(uint32 PowerState , datetime

Time);
7 }

Listing 1. CIM properties

In the following paragraphs, the mapping is illustrated using
a concrete example. For the first class in Listing 1 the
following OWL elements are created:
• An OWL class CIM System that is a subclass of the

OWL class CIM EnabledLogicalElement

• An OWL class CIM System Name Value that is
a subclass of cim-meta:CIM Value

• An OWL object property CIM System Name with
domain CIM System and range CIM System

Name Value

Information about qualifiers on the property can then be
added to the CIM System Name Value class as anno-
tations or further object or data properties.

To translate methods, even more structural elements are
required. The method itself, its parameters and return type,
and the types of each parameter must be modeled. The
second class in Listing 1 is translated into the following
CIM elements:
• An OWL class CIM ComputerSystem that is a sub-

class of the OWL class CIM System

• An OWL instance CIM ComputerSystem

SetPowerState Method that is an instance of
cim-meta:CIM Method (which has data properties
cim-meta:methodName and cim-meta:methodType)

• An OWL object property CIM ComputerSystem

SetPowerState that has the domain
CIM ComputerSystem and the range
cim-meta:CIM Method and an annotation
cim-meta:methodInstance that points to the
instance

• An OWL object property CIM ComputerSystem

SetPowerState Parameters that has the method
instance as domain and a range of an owl:oneOf

enumeration
• The enumeration contains the instances
CIM ComputerSystem SetPowerState

Parameters PowerState and CIM

ComputerSystem SetPowerState

Parameters Time, which are both instances of
cim-meta:CIM Method Parameter, which in turn
has the data properties cim-meta:parameterName,
cim-meta:parameterType and cim-meta:

parameterPosition.
CIM datatypes are translated into the corresponding XSD

datatype, as shown in table I.

Table I. Translation of CIM types to XSD types

CIM
type

XSD type CIM
type

XSD type

uint8 unsignedByte string string

sint8 byte boolean boolean

uint16 unsignedShort real32 float

sint16 short real64 double

sint32 int datetime dateTime

uint32 unsignedInt char16 string

sint64 long uint64 unsignedLong

The translation of CIM qualifiers is performed by express-
ing the semantics of each qualifier using OWL features, as
far as possible. In cases where this is not possible, corre-
sponding classes and properties are modeled in the CIM
meta ontology that the schema ontology can refer to. Table II
gives an overview of the translation of CIM structures and
qualifiers to OWL.

Table II. Translation of CIM constructs to OWL

CIM Construct Translation in OWL
Abstract cim-meta:isAbstract

Aggregate Handled together with Aggregation
Aggregation cim-meta:CIM Aggregation,

cim-meta:CIM Aggregation Parent,
cim-meta:CIM Aggregation Child

Alias owl:equivalentProperty

Association cim-meta:CIM Association,
cim-meta:CIM Association Role

Class owl:Class

ClassConstraint cim-meta:classConstraint

Composition cim-meta:CIM Composition,
cim-meta:CIM Composition Parent,
cim-meta:CIM Composition Child

Correlatable No translation
Datatypes See table I
Default values Union of original property range

and default value singleton
Deprecated owl:DeprecatedClass,

owl:DeprecatedProperty

Description rdfs:comment

DisplayName cim-meta:displayName

Exception cim-meta:exception
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Experimental cim-meta:experimental

In cim-meta:in

Inheritance rdfs:subClassOf

Key owl:inverseFunctionalProperty

MappingStrings cim-meta:mappingStrings

Max owl:maxCardinality

MaxLen owl:Restriction, xsd:maxLength

MaxValue owl:Restriction, xsd:maxInclusive

Methods cim-meta:CIM Method

(plus one instance),
cim-meta:CIM Method Parameter (plus
one instance), cim-meta:methodName,
cim-meta:methodType,
cim-meta:parameterName,
cim-meta:parameterType,
cim-meta:parameterPosition, object
property for method, object
property for method parameters

Method-
Constraint

cim-meta:methodConstraint

Min owl:minCardinality

MinLen owl:Restriction, xsd:minLength

MinValue owl:Restriction, xsd:minInclusive

ModelCorrespon-
dence

rdfs:seeAlso

Out cim-meta:out

Override rdfs:subPropertyOf

Property cim:CIM <Class> <Property> Value

(subclass of cim-meta:CIM Value),
cim:CIM <Class> <Property>

Property-
Constraint

cim-meta:propertyConstraint

PUnit cim-meta:punit

UMLPackage-
Path

cim-meta:UMLPackagePath

Read cim-meta:readable

Required owl:minCardinality of 1
Terminal cim-meta:isTerminal

Units cim-meta:units

ValueMap cim-meta:valueMap

Values cim-meta:value

Version owl:versionInfo

Write cim-meta:writable

B. Combination of Ontologies and Bayesian Networks

The goal of the new architecture is to combine precise
and probabilistic knowledge. A central concept is to model
an ontology with entities and relationships and to derive the
Bayesian Network dynamically from the ontology. There-
fore, several specifications need to be defined to put some
additional semantics into the ontology. Mainly,

• how random variables are represented in the ontology
and

• how relationships are represented in the ontology.
1) Variable Representation: As mentioned before, OWL

ontologies are able to represent continuous and discrete vari-
ables as data properties. As Bayesian Networks only operate
on discrete random variables, a discretization must be ap-
plied. To discretize continuous variables, some additional
information is needed. OWL does not support the adding
of supplemental data to data property assertions. In [5],
this problem was solved by adding the data on the RDF
layer of OWL. The approach veers away from the con-
cepts of OWL and the support for most editors and tools
gets lost. Hence, for this approach another representation is
used, which capsulates random variables through instances
of variable classes, which has a data property that contains
the actual value of the variable. There are three different
types of variables:
• Continuous variables
• Discrete variables
• Enumerations
Continuous variables are containers for floating point val-

ues, discrete variables are containers for integers. In contrast
enumerations do not store primitive data but OWL individ-
uals as a value.

A mechanism is needed to map values of all three types
of variables from the ontology to the generated Bayesian
Network and back again. Since enumerations generally have
just a small state space the values can be mapped one by one.
For continuous and discrete variables the mapping is prob-
lematic and a discretization must be applied. A discretization
for variables that are already discrete is needed, because the
state space (in most cases full integer state space) is too
large for Bayesian Networks. For a random variable x the
size of its conditional probability table probsize(x) grows
with

probsize(x) = spacesize(x) ·
∏

c∈cause(x)

spacesize(c) (1)

where cause(x) is the set of causing variables of variable
x and spacesize(c) is the size of the state space of the
variable c.

To support the discretization mechanism, we defined spe-
cial interval properties for both types of variables. These
intervals are used to discretize values in the runtime environ-
ment. They are defined in a math-based syntax as additional
data properties of the variable class. For the mapping from
OWL to the network, the matching interval is taken. Every
interval is an unique discrete value in the network. The map-
ping back from the network to OWL is more complicated,
because the discrete data has to be enriched. For this, the
median of the matching interval is used.

2) Relationship Representation: Another part of the OWL
model are relationships. They describe the coherence be-
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tween random variables of the system. Three types of rela-
tionships are considered in the model:
• Functional relationships
• Causal relationships
• Correlations
Functional relationships are based on known dependen-

cies, which can be expressed by a mathematical formula.
SWRL as part of the OWL specification already supports
the usage of mathematical expressions and is used for the
definition of functional relationships. The rules are evaluated
at runtime by an OWL reasoner and new axioms are gener-
ated depending on the bound variables. Because correlations
can be seen as bidirectional edges and causal relationships as
unidirectional edges, the OWL object property concept can
be used for the representation of both. In general it is not
possible to connect data properties in OWL, but in this case
it is feasible because all variables are already encapsulated
by instances of the variable class.

3) Ontology Structure: A base ontology has been defined,
which defined all OWL concepts needed for the use of the
specialized variables and relationships in a client-specific
ontology. Figure 2 shows the structure of the ontology, which
is described in detail as follows.
• The Variable class is the base class for all variable

types. It is the domain and the range for the causation
object property, which defines causation between vari-
ables and the correlation object property that defines
a correlation between variables.

• The NumericVariable class extends the variable class
and is the base class for all numerical variables. It
is the domain of the interval data property, which
defines intervals for discretization and the the unit data
property that defines the unit of a numerical variable.

• The ContinuousVariable class extends the numerical
variable class and is used for continuous variables in the
model. It is the domain of a continuousValue data
property, which stores the discrete value of a continuous
variable.

• The DiscreteVariable class extends the numerical
variable class and is used for discrete variables in the
model. It is the domain of a discreteValue data prop-
erty, which stores the discrete value of a discrete vari-
able.

• The Enumeration class extends the variable class and
is used for enumerations in the model. It is the domain
of the enumerationClass data property, which defines
an OWL class as state space and the enumerationValue
object property that stores the value of an enumeration
variable.

• The System class, which is the base class for all root
nodes of defined systems.

The ontology can be imported into any other ontology
and instances of the classes and assertions of the properties

can be created. To create a system model independent of
these special properties and classes but capable of using the
features it is possible to import both the system ontology
and the variable and relationships defining ontology to a new
ontology and define same individual, same object property
and same data property axioms.

4) Joint Model Evaluation: For the evaluation of the re-
lationships between variables different techniques are used.
Since functional relationships are already defined as SWRL
rules, the evaluation is simple. An OWL reasoner binds the
variables in the body of each rule and creates the axioms in
the head of the rule.

Causations are mapped to a Bayesian Network where each
instance of the variable class becomes a node. For numerical
variables each variable is checked for intervals. A discrete
state is created for each interval in the state space of the node
in the network. Enumerations are checked for their defined
enumeration class and for each individual of this class a state
is created with the unique name of the individual. Causal
relationships between variables become arcs in the Bayesian
Network.

After the structure of the network has been created the
runtime values are mapped from the individuals in the on-
tology to the nodes in the network in every reasoning cycle.
For a numerical variable the value is read, the fitting interval
is found and the state of the node is set to the unique interval.
For enumerations the individual is extracted and the state of
the node in the network is set to the unique identifier of the
individual.

In the next step an inference algorithm is applied to cal-
culate the belief for the states of each unobserved vari-
able (variables which have no value set in the ontology)
which part a causal relationship. If the calculated belief is
above a defined threshold the deduced value is fed back into
the ontology as an property assertion for the variable. For
enumerations that step is quite simple because the state is
exactly the identifier of the individual. In case of numerical
variables the matching interval is found and the median of
the interval is set as value for the variable in the ontology.
Values derived from the Bayesian Network are marked as
being fuzzy by a property in the ontology so that other
inference algorithms are aware of that fact.

Correlations are more complex to handle because they
are based on precise knowledge (that the correlation exists)
but the coherence between the variables is just a statistical
measurement. An evaluation compared to that of causations
is not possible, because correlations are bidirectional and
thus cannot be presented in an acyclic graph. Therefore,
correlations are analyzed offline for their functional rela-
tionship and are replaced by SWRL rules. These rules can
be evaluated like the rules for functional relationships, the
result is marked as being fuzzy as well.

Given that system facts can be revoked a mechanism is
needed to revoke facts in the ontology as well as facts, which
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Figure 2. Entity structure of the created ontology.

have been derived based on those facts. OWL does not have
a concept to automatically remove depending facts. Hence
a directed acyclic graph is used to store the dependencies
between the axioms of the ontology. If an axiom is removed,
all child axioms are removed as well. Thus, not the whole
derived knowledge must be revoked but only a subset of
axioms.

IV. ARCHITECTURE

A new architecture for ontology-based automated IT man-
agement is currently under development by the authors and
the main ideas are sketched in this section. The architecture
consists of a set of components (shown in Figure 3), which
can be grouped into
• Importers that add new data to the ontology
• Reasoning components, which use the existing data to

derive new knowledge
• Management components, which interact with the sys-

tem under management.
The central element of the system is an ontology that is

used as a shared knowledge base (blackboard) for all com-
ponents. Each component can read data from the knowledge
base and add or remove facts from it. Service invocations
are used for the inter-component communication. The archi-
tecture is designed to be used in a distributed fashion.

A. Importers

The combination of different domain models raises the re-
quirement for corresponding importers. These specific com-
ponents know how to map the domain specific model to
an ontology model. Hence, an interface is defined, which
allows the use of new domain specific model importers.
Implemented model importers are an ontology importer and
a CIM importer. The ontology importer simply reads the
data from an OWL ontology and adds the facts to the shared
knowledge base. The CIM importer uses the mapping rules
described in III-A to map the CIM schema to OWL facts.

As well as models, rules can be specified in a domain
specific manner. Hence, an interface is provided for the
implementation of domain specific rule importers. Internally,
SWRL is used as rule format for the shared ontology and
an according importer was implemented.

In general, the domain model contains just the taxonomy
of the monitored system but not the instance data. There-
fore, a component is needed that monitors the system under
management and imports runtime data into the ontology by
creating according instances. Such components are called
instance importers. An interface is provided for the integra-
tion of domain specific instance importers. Already imple-
mented instance importers are the log record importer, which
maps log records to instances and relations, and the CIM
instance importer, which uses the OpenPegasus CIMOM
to get information from a CIM-based management system.
Other application-specific instance importers can be added
as needed.

Figure 3. Components of the developed architecture

B. Reasoning

The strength of OWL and its formal grounding is the
ability to reason new knowledge from an existing knowledge
base. In our architecture this feature is used to derive new
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facts from the domain specific models, the imported rules
and the monitored instance data.

In many cases it is insufficient to just consider exact
knowledge in IT management, because side effects and com-
plex relationships are either not known or can not be mod-
eled in an adequate level of abstraction. But especially for
state prediction and root cause analysis probabilistic knowl-
edge and the statistical consideration of historical data are
needed. Because of that, a concept is used to make proba-
bilistic modeling and reasoning possible, which is described
in detail in III-B. The structure of the Bayesian network is
derived from the OWL model. The conditional probabilities
are not modeled in the ontology directly, but trained using a
maximum likelihood algorithm during a precedent training
phase, which uses real data from the system under manage-
ment.

In the next step the OWL model is analyzed for vari-
able states, which will be set as evidences in the Bayesian
network. Subsequently, an inference algorithm is applied
to calculate the belief for the states of unobserved vari-
ables (variables which have no value set in the ontology).
If the calculated belief is above a defined threshold, the
deduced value is set for the variable in the ontology and can
thereby be used by the exact reasoners for further reasoning.
To ensure the knowledge exchange between the reasoning
components a component can be called multiple times in a
reasoning cycle.

C. Management components

Management components are used to reconfigure the sys-
tem under management. They contain the knowledge that is
needed to interact with a specific component of the system.
Depending on the evaluation results of the rules, accord-
ing actions are triggered. When CIM is used as a domain
model, the management components can call methods on the
CIMOM, which in turn controls the particular component,
or it can execute external commands directly.

D. Runtime

The first step on application startup is the import of re-
quired domain models and rules using the according model
and rule importers. After that, the management cycle is started
(also known as MAPE-K loop [30], which stands for mon-
itor, analyze, plan, execute and knowledge). The loop be-
gins with the monitoring phase, where information from the
system under management is read and imported into the
ontology as instances.

In the analysis phase, the domain models, the rules and the
monitored data are used for the reasoning of new knowledge.
The reasoning process is shown in Figure 4.

The base ontology contains all the imported and moni-
tored data. When the reasoning process starts, all data of
the base ontology is copied into the working ontology. All
reasoners are applied to this ontology sequentially and add

Figure 4. Multi step ontology reasoning process

their reasoned knowledge to it. When all reasoners have
finished, the data of the working ontology is copied to the
reasoned ontology, which is used for queries into the knowl-
edge base and stays untouched until the next reasoning phase
has finished.

The reasoning takes place in this multi-step process for
two reasons: The first reason is handling ontology change,
as new information can be added easily to an ontology,
but not retracted easily. By keeping the base model and
inferred knowledge from different reasoners in separate sub-
ontologies, inferred knowledge from a single reasoner can
be retracted without effort. The second reason is that the
last version of the reasoned ontology can still be queried,
while the new version is being created. As reasoning can
be slow on large ontologies, this makes sure that clients do
not block on queries but can always receive an instant reply.
The query result therefore may be as old as one reasoning
cycle.

The last steps in the cycle are the plan and execute phases.
The management components use the data of the reasoned
ontology to make management decisions and execute them
on the system under management. The presented architec-
ture was prototypically implemented in Java using the OSGi
Framework as service middleware. The implementation com-
prises the core components and the specific features de-
scribed above (i.e., model importers, rule importers and in-
stance importers). More domain-specific components will be
added in the course further application of the approach (see
Section V).

For the service abstraction the interfaces of the OWL API
are used.

V. CONCLUSION AND FUTURE WORK

In this paper we presented an approach for ontology-based
IT management. The approach comprises an architecture that
uses an ontology which integrates the domain model, rules
and dynamically updated instance data. Two main problems
were solved: The first problem is the creation of a suitable
domain model, which was covered by the translation of
CIM to OWL and the expression of probabilistic knowledge
using Bayesian networks. The integration of other domain
models has yet to be examined. The second problem is the
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continuous update of the ontology with new facts. This is
a topic of current research, and our solution is a multi-
step reasoning process. Performance comparisons to other
approaches and with different ontologies must be conducted.

Future work includes the development of importers for
other domain models. The application of the presented ap-
proach is currently underway in two different concrete do-
mains: One is the domain of storage management, the other
is the domain of ambient assisted living (AAL). The applica-
tion in these domains includes the development of domain-
specific importers and the overall optimization of perfor-
mance of the runtime system.

In the context of storage management the Storage Man-
agement Initiative Specification (SMI-S), which is a special-
ization of the CIM Model, can be used to manage storage
systems. Rules, which are verbally defined in the specifi-
cation, are formalized and integrated into the OWL model.
Besides, the probabilistic part is used to make assertions
about future states (e.g., how high is the probability of a
full file system tomorrow if there is a peak) and to analyze
previous scenarios (e.g., what was the most likely reason for
a file server crash). In combination a pro-active management
can be achieved and systems can be reconfigured before a
failure occurs.

In the context of ambient assisted living the domain is
a living environment, equipped with a set of sensors and
effectors. That environment is modeled in a hierarchy of
ontologies and monitored during runtime. The observed data
is used to derive higher level knowledge, e.g., that lights
should automatically be switched on or off when a person
enters a room.

The proof-of-concept implementation of the ontology-based
management system and the integration of probabilistic knowl-
edge with the OWL ontology enables rule-based automatic
management of domains for which a domain ontology was
created.
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Abstract—Proliferation of RDF data on the Web creates
a need for systems that are not only capable of querying them,
but also capable of scaling efficiently with the growing size of
the data. Parallelization is one of the ways of achieving this
goal. There is also room for optimization in RDF processing to
reduce the gap between RDF and relational data processing.
SPARQL is a popular RDF query language; however current
engines do not fully benefit from parallelization potential. We
present a solution that makes use of the Bobox platform, which
was designed to support development of data-intensive parallel
computations as a powerful tool for querying RDF data stores.
A key part of the solution is a SPARQL compiler and execution
plan optimizer, which were tailored specifically to work with
the Bobox parallel framework. The experiments described in
this paper show that such a parallel approach to RDF data
processing has a potential to provide better performance than
current serial engines.

Keywords-SPARQL; Bobox; query optimization; parallel.

I. INTRODUCTION

SPARQL [2] is a query language for RDF [3] (Re-
source Definition Framework) widely used in semantic web
databases. It contains capabilities for querying graph patterns
along with their conjunctions and disjunctions. SPARQL
algebra is similar to relational algebra; however, there are
several important differences, such as the absence of NULL
values. As a result of these differences, the application of
relational algebra into semantic processing is not straightfor-
ward and the algorithms have to be adapted so it is possible
to use them.

As the prevalence of semantic data on the web is getting
bigger, the Semantic Web databases are growing in size.
There are two main approaches to storing and accessing
these data efficiently: using traditional relational means or
using semantic tools, such as different RDF triplestores [3]
accessed using SPARQL. Semantic tools are still in develop-
ment and a lot of effort is given to the research of effective
storing of RDF data and their querying [4]. One way of
improving performance is the use of modern, multicore
CPUs in parallel processing.

Nowadays, there are several database engines which
are capable of evaluating SPARQL queries, such as
SESAME [5], JENA [6], Virtuoso [7], OWLIM [8] or RDF-
3X [9], that is currently considered to be one of the fastest
single node RDF-store [10]. These stores support parallel
computation of multiple queries; however, they mostly do

not use the potential of parallel computation of particular
queries.

The Bobox framework [11], [12], [13] was designed to
support the development of data-intensive parallel computa-
tions. The main idea behind Bobox is to divide a large task
into many simple tasks that can be arranged into a non-
linear pipeline. The tasks are executed in parallel and the
execution is driven by the availability of data on their inputs.
The developer does not have to be concerned about problems
such as synchronization, scheduling and race conditions. All
this is done by the framework. The system can be easily
used as a database execution engine; however, each query
language requires its own front-end that translates a request
(query) into a definition of the structure of the pipeline that
corresponds to the query.

In the paper, we present a tool for efficient parallel
querying of RDF data [14] using SPARQL build on top of
the Bobox framework [1], [15]. The data are stored using an
in-memory triple store. We provide a description of query
processing using SPARQL-specific parts of the Bobox and
provide results of benchmarks. Benchmarks were performed
using the SP2Bench [16] query set and data generator.

The rest of the paper is structured as follows: Section II
describes the Bobox framework. Models used to represent
queries and a description of query processing is contained
in Section III. Data representation and the implementation
of operators using Bobox framework is described in Section
IV. Section V presents our experiments and a discussion of
their results. Section VI compares our solution to other con-
temporary parallelization frameworks. Section VII describes
future research directions and concludes the paper.

II. BOBOX FRAMEWORK

A. Bobox Architecture

Bobox is a parallelization framework which simplifies
writing parallel, data intensive programs and serves as a
testbed for the development of generic and especially data-
oriented parallel algorithms.

Bobox provides a run-time environment which is used
to execute a non-linear pipeline (we denote it as the ex-
ecution plan) in parallel. The execution plan consists of
computational units (we denote them as the boxes) which
are connected together by directed edges. The task of each
box is to receive data from its incoming edges (i.e. from its
inputs) and to send the resulting data to its outgoing edges
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(i.e. to its outputs). The user provides the execution plan (i.e.
the implementation of boxes and their mutual connections)
and passes it to the framework which is responsible for the
evaluation of the plan.

Box3

Box1

Term boxInit box

Box2

Box4

Figure 1. Example of an execution plan

Figure 1 shows an example of an execution plan. Each
plan must contain two special boxes:

• init box – this is the first box (in a topological order)
of the plan which is executed.

• term box – this is the last box and denotes that the
execution plan was completely evaluated.

The implementation of boxes is quite straightforward and
simple, since Bobox provides a very powerful and easy to
use interface for their development. Additionally, the source
code is expected to be strictly single-threaded. Therefore,
the developer does not have to be familiar with parallel
programming. Although this requirement on the source code
may seam limiting, the framework is especially targeted to
a development of highly scalable applications [17].

The only communication between boxes is done by send-
ing envelopes (communication units containing data) along
their outgoing edges. Each envelope consists of several
columns and each column contains a certain number of
data items. The data type of items in one column must be
the same in all envelopes transferred along one particular
edge; however, different columns in one envelope may have
different data types. The data types of these columns are
defined by the execution plan.

The number of data items in all columns in one envelope
must be always the same. Therefore, we may define the list
of i-th items of all columns in one envelope as its i-th data
line. The Figure 2 shows an example of an envelope.

1
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N

„abc“

„defg“

„h“

„ijkl“

„mn“

„xy“

„z“

<int> <bool>
…

<char *>

false

true

false

false

true

true

false

Figure 2. The structure of an envelope

The total number of data lines in an envelope is chosen
according to the size of cache memories in the system.

Therefore, the communication may take place completely in
cache memory. This increases the efficiency of processing
of incoming envelopes by a box.

Currently, only shared-memory architectures are sup-
ported; therefore, the only shared pointers to the envelopes
are transferred. This speeds up operations such as broadcast
box (i.e., the box which resends its input to its outputs)
significantly since they do not have to access data stored in
envelopes.

There is one special envelope (so called poisoned pill)
which is sent after the last regular envelope to close the
output of a source box. For the receiver of the poisoned pill
it is a signal that all data were already received on that input.

In fact, the only work which is done by the init box
is sending the poisoned pill to its output and the only
responsibility of the term box is to terminate the evaluation
of the execution plan when it receives the poisoned pill on
its input.

The interface of Bobox for box development is very
flexible; therefore, the developer of a box may choose
between multiple views on the data communication:

• The communication is a stream of envelopes. This is
useful for efficient implementation of boxes which do
not have to access data in envelopes such as broadcast
box or stream splitter (see Section IV-D) or implemen-
tation of boxes which process their inputs by envelopes.

• The communication is a stream of data lines. This
is useful for easier implementation of boxes which
manipulate with data lines one by one such as filter
box (see Section IV-C2).

• The combination of both views. For example, the sort
box (see IV-C3) processes input by envelopes, but
produces the output as a stream of data lines.

Although the body of boxes must be strictly single-
threaded, Bobox may introduce three types of parallelism:

1) Task parallelism, when independent streams are pro-
cessed in parallel.

2) Pipeline parallelism, when the producer of a stream
runs in parallel with its consumer.

3) Data parallelism, when independent parts of one
streams are processed in parallel.

The first two types of parallelism are exploited implic-
itly during the evaluation of a plan. Therefore, even an
application which does not contain any explicit parallelism
may benefit from multiple processors in the system (see
Section V-A). Data parallelism must be explicitly stated in
the execution plan by the user (see IV-D); however, it is
still much easier to modify the execution plan than writing
parallel code by hand.

B. Flow control

Each box has only limited buffer for incoming envelopes.
When this buffer becomes full, the producer of the envelopes
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is suspended until at least one envelope from the buffer is
processed. This strategy increases the performance of the
system since the operators which produce data faster than
their consumers are able to process are suspended to not to
consume the CPU time uselessly. This time may be used
to execute other boxes. Additionally, this method yields to
lower memory consumption, since there is only a limited
number of unprocessed slots which occupy the memory at
a time.

On the other hand, this flow control may sometimes yield
to a deadlock (see Section V-C) or may limit the level of
parallelism (see Section IV-C6 for an example).

C. Box scheduling

Scheduling of boxes is a very important factor which
significantly influences the performance of Bobox. The
scheduling strategies are described in a more detail in [12].

During the initialization of Bobox, a same number of
worker threads as the number of physical processors is
created. Only these worker threads may execute the code
of boxes. The scheduler has two main data structures:

• Each worker thread has its own double ended queue of
immediate tasks.

• Each execution plan which is being evaluated has its
own queue of deferred tasks.

There are three cases when a box is scheduled:
• When a new execution plan is about to evaluate, a new

queue of deferred tasks for that plan is created and its
init box is put to the front of that queue.

• When a box sends an envelope to another box, the
destination box is put to the front of the queue of
immediate tasks of the thread which is executing the
source box.

• When a box stops to be suspended because of flow
control, it is put to the queue of deferred tasks of the
corresponding plan.

When the working thread is ready to execute a box, it
choose the first existing box in this order:

1) The newest box in its queue of immediate tasks.
This box receives an envelope created by this thread
recently. Therefore, it is probable that this envelope
is completely hot in a cache so accessing its data is
probably much faster than accessing other envelopes.

2) The oldest box in the queue of deferred tasks of the
oldest execution plan. This ensures that scheduling of
deferred tasks of one execution plan are scheduled
fairly. However, the execution plans are prioritized
according to their age – the older the execution plan
is, the higher priority it has. Each evaluation of an
execution plan needs some resources (such as memory
for envelopes); therefore, the more plans are being
evaluated at a time, the more resources are needed
for them. This strategy ensures that if there is a

box to execute from plans which are currently being
executed, no new evaluation is started.

3) The oldest box in the queue of immediate tasks of
another worker thread. Worker threads with shared
cache memory are prioritized. This avoids suspending
of a worker thread despite the fact that there are boxes
to execute. Moreover, the oldest box has the lowest
probability to have its input hot in a cache memory of
the thread from which the box was stolen. Therefore,
stealing this box should introduce less performance
penalty than stealing the newest box in the same
queue.

If there is no box to execute, the worker thread is
suspended until some other box is scheduled.

Besides the SPARQL compiler described in this paper, the
Bobox framework is used in several related projects - model
visualization [18], semantic processing [19], [20], query
optimization [21], and scheduling in data stream processing
[12], [22].

III. QUERY REPRESENTATION AND PROCESSING

One of the first Bobox applications was SPARQL query
evaluator [19]. Since running queries in Bobox needs an
appropriate execution plans, SPARQL compiler for Bobox
was implemented to generate them from the SPARQL code.

During query processing, the SPARQL compiler uses
specialized representation of the query. In the following
sections, we mention models used during query rewriting
and generation of execution plan.

A. Query Models

Pirahesh et al. [23] proposed the Query Graph Model
(QGM) to represent SQL queries. Hartig and Reese [24]
modified this model to represent SPARQL queries (SQGM).
With appropriate definition of the operations, this model can
be easily transformed into a Bobox pipeline definition, so it
was an ideal candidate to use.

Figure 3. Example of SQGM model.
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SQGM model can be interpreted as a directed graph (a
directed tree in our case). Nodes represent operators and are
depicted as boxes containing headers, body and annotations.
Edges represent data flow and are depicted as arrows that
follow the direction of the data. Figure 3 shows an example
of a simple query represented in the SQGM model. This
model is created during an execution plan generation and is
used as a definition for the Bobox pipeline.

In [25], we proposed the SPARQL Query Graph Pattern
Model (SQGPM) as the model that represents query during
optimization steps. This model is focused on representation
of the SPARQL query graph patterns [2] rather than on
the operations themselves as in the SQGM. It is used
to describe relations between group graph patterns (graph
patterns consisting of other simple or group graph patterns).
The ordering among the graph patterns inside a group graph
pattern (or where it is not necessary in order to preserve
query equivalency) is undefined. An example of the SQGPM
model graphical representation is shown in Figure 4.

Figure 4. Example of SQGPM model.

Each node in the model represents one group graph
pattern that contains an unordered list of references to graph
patterns. If the referenced graph pattern is a group graph
pattern then it is represented as another SQGPM node.
Otherwise the graph pattern is represented by a leaf.

The SQGPM model is built during the syntactical analysis
and is modified during the query rewriting step. It is also
used as a source model during building the SQGM model.

B. Query Processing

Query processing is performed in a few steps by separate
modules of the application as shown in Figure 5. The first
steps are performed by the SPARQL front-end represented
by compiler. The main goal of these steps is to validate
the compiled query, pre-process it and prepare the optimal
execution plan according to several heuristics. Execution
itself is generated by the Bobox back-end where execution
pipeline is initialized according to the plan from the front-
end. Following sections describe steps done by the compiler
in a more detail way.

Figure 5. Query processing scheme.

C. Query Parsing and Rewriting

The query parsing step uses standard methods to perform
syntactic and lexical analysis according to the W3C recom-
mendation. The input stream is transformed into a SQGPM
model. The transformation also includes expanding short
forms in queries, replacing aliases and a transformation of
blank nodes into variables.

The second step is query rewriting. We cannot expect
that all queries are written optimally; they may contain
duplicities, constant expressions, inefficient conditions, re-
dundancies, etc. Therefore, the goal of this phase is to
normalize queries to achieve a better final performance. We
use the following operations:

• Merging of nested Group graph patterns
• Duplicities removal
• Filter, Distinct and Reduced propagation
• Projection of variables
During this step, it is necessary to check applicability of

each operation with regards to the SPARQL semantics before
it is used to preserve query equivalency [25].

D. Execution Plan Generation

In the previous steps, we described some query transfor-
mations that resulted in a SQGPM model. However, this
model does not specify a complete order of all operations.
The main goal of the execution plan generation step is to
transform the SQGPM model into an execution plan. This
includes selecting orderings of join operations, join types
and the best strategy to access the data stored in the physical
store.

The query execution plan (e.g., the execution plan of
query q5a is depicted in Figure 6) is built from the bottom
to the top using dynamic programming to search part of the
search space of all possible joins. This strategy is applied
to each group graph pattern separately because the order of
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the patterns is fixed in the SQGPM model. Also, the result
ordering is considered, because a partial plan that seems
to be worse locally, but produces a useful ordering of the
result, may provide a better overall plan. The list of available
atomic operations (e.g., the different types of joins) and their
properties are provided by the Methods Space module.
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3: triple_feeder
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Figure 6. Query execution plan q5a.

In order to compare two execution plans, it is necessary
to estimate the cost of both plans – an abstract value that
represents the projected cost of execution of a plan using
the actual data. This is done with the help of the cost model
that holds information about atomic operation efficiency and
summary statistics gathered about the stored RDF data.

The search space of all execution plans could be extremely
large; we used heuristics to reduce the complexity of the
search. Only left-deep trees of join operations are consid-
ered. This means that right operand of a join operation
may not be another join operation. There is one exception
to this rule – avoiding cartesian products. If there is no
other way to add another join operation without creating

cartesian product, the rest of unused operations is used to
build separate tree recursively (using the same algorithm)
and the result is joined with the already built tree. This
modification greatly improves plans for some of the queries
we have tested and often significantly reduces the depth of
the tree.

The final execution plan is represented using SQGM
model which is serialized into a textual form and passed
to the Bobox framework for evaluation.

IV. EVALUATION OF SPAQRL QUERIES USING BOBOX

When the compiler finishes the compilation, a query
execution plan is generated. This plan must be transformed
into a Bobox execution plan and then passed to Bobox
for its evaluation. This basically means that operators must
be replaced by boxes and they should be connected to
form a pipe. Additionally, an efficient representation of data
exchanged by boxes must be chosen to process the query
efficiently.

A. Data representation

1) Representation of RDF terms: RDF data are typically
very redundant, since they contain many duplicities. Many
triples typically share the same subjects or predicates. To
reduce the number of memory needed for storing the RDF
data, we keep only one instance of every unique string
and only one instance of every unique term in a memory.
Besides the fact that this representation saves the memory,
we may represent each term unambiguously by its address.
Therefore, for example in case of a join operation, we can
test equality of two terms just by a comparison of their
addresses.

Additionally, if we need to access the content of a term
(e.g. for evaluation of a filter condition) the address can be
easily dereferenced. This is faster than the representation of
terms by other unique identifiers which would have to be
translated to the term in a more complicated way.

2) Representation of RDF database: The database con-
sists of a set of triples. We represent this set as three
parallel arrays with the same size which contain addresses
of terms in the database. In fact, we keep six copies of these
arrays sorted in all possible orders – SPO, SOP, OPS, OSP,
PSO and POS. This representation makes implementation of
index scans extremely efficient (see IV-C1).

3) Format of envelopes: The format of envelopes is now
obvious. It contains columns which correspond to a subset of
variables in the query in a form of an address of a particular
RDF term. One data line of an envelope corresponds to one
possible mapping of variables to their values.

B. Transformation of query execution plan

The output of the compiler is produced completely in
a textual form. Therefore, the Bobox must deserialize the
query plan first. Despite the fact that this serialization and



307

International Journal on Advances in Intelligent Systems, vol 5 no 3 & 4, year 2012, http://www.iariajournals.org/intelligent_systems/

2012, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

deserialization have some overhead, we chose it because of
these benefits:

• When distributed computation support is added, the
text representation is safer than a binary representation
where problems with different formats, encodings or
reference types may appear.

• The serialization language has a very simple and
effective syntax; serialization and deserialization are
much faster than (e.g.) the use of XML. Therefore, the
overhead is not so significant.

• The text representation is independent on the program-
ming language; new compilers can be implemented in
a different language.

• Compilers can generate plans that contain boxes that
have not yet been implemented, which allows earlier
testing of the compiler during the development process.

• The query plan may be easily visualized to check the
correctness of the compiler. Moreover, the plan might
be written by hand which makes the testing of boxes
easier. Altogether, this enables debugging of a compiler
and Bobox independently on each other.

When the plan is deserialized, the operators in the query
execution plan must be replaced by boxes and connected
together. The straightforward approach is that each operator
in the query execution plan is implemented by exactly one
box. Even this approach yields to a parallel evaluation of the
plan since pipeline parallelism and task parallelism might be
exploited (the query plan has typically a form of a rooted
tree with several independent branches). However, it is still
usually insufficient to utilize all physical threads available
and the most time consuming operations such as nested
loops join becomes a bottleneck of the plan. Therefore,
they have to be parallelized explicitly. We describe this
modification in IV-D.

C. Implementation of query plan operators

1) Index scan: The main objective of a scan operation is
to fetch all triples from the database that match the input
pattern. Since we keep all triples in all possible orders,
it is easy for any input pattern to find the range where
all triples which match the pattern are. To find this range,
we use binary search. To avoid copying triples from the
database to the envelopes, we use the fact that they are stored
in parallel arrays. Therefore, we may use the appropriate
subarrays directly as columns of output envelopes without
data copying.

2) Filter: A filter operation can be implemented in Bobox
very easily. The box reads the input as a stream of data lines,
evaluates the filter condition on each line and sends out the
stream of that data lines which meet the condition.

The evaluation of the filter condition is straightforward
since each data line contains addresses of respective RDF
terms and by dereferencing them it gets full info about the
term such as its type, string/numeric value etc.

3) Sort: Sort is a blocking operation, i.e. it must wait until
all input data are received before it starts to produce output
data. To increase the pipeline parallelism, we implemented
two phase sorting algorithm [17] inspired by external merge
sort.

In the first phase, every incoming envelope is sorted
independently on other envelopes. This phase is able to
run in parallel with the part of an execution plan which
precedes the sort box. The second phase uses a multiway
merge algorithm to merge all received (and sorted) envelopes
into the resulting stream of data lines. In contrary to the first
phase, this phase may run in parallel with the part of the
execution plan which succeeds the sort box.

4) Merge join: Merge join is a very efficient join algo-
rithm when both inputs are sorted by the common variables.
Moreover, the merge join is the algorithm which is suitable
for systems like Bobox since it reads both inputs sequentially
allowing both input branches to run in parallel (in contrary
to hash join, see Section IV-C6).

5) Nested loops join: The SPARQL compiler selects
nested loops join when the inputs have no common variable
and the result is determined only by the join condition.
The implementation is straightforward; however, in order
to increase the pipeline parallelism, the box tries to process
envelopes immediately as they arrive, i.e. it does not read
the whole input before processing the other.

6) Hash join: Hash join is used when the inputs have
some common variables which are not sorted in the same
order. In order to increase pipeline and task parallelism, we
decided not to implement this algorithm. The problem with
hash join is that it must read the whole one input first before
processing the second one. However, the branch of the plan
which produces data for the second input may be blocked
because of flow control (see Section II-B) until the first input
is completely processed.

Therefore, instead of hash join we implemented sort-
merge join. The sort operation is used to transform the inputs
to be usable by merge join.

7) Optional joins: Optional join works basically in the
same way as regular join. The only difference is that data
lines from the left input which do not meet the join condition
(i.e., they are not joined with any data line from the right
input), are also passed to the output and the variables which
come from the right input are set as unbound.

This modification can be easily done when exactly one
data line from the left is joined with exactly one data line
from the right. In other cases we must keep information
about data lines from the left which were already joined
and which were not. To do this, each incoming envelope
from the left input is extended by one column of boolean
values initially set to false. When a data line from the
left is joined with some data line from the right, we set
corresponding boolean value to true. When the algorithm
finishes, we know which left data lines were not joined and
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should be copied to the output.
8) Distinct: Operator distinct should output only unique

data lines. We implemented this operator by the modifica-
tion of a sort operator. The first phase is completely the
same; however, during the merging in the second phase, the
duplicated data lines are omitted from the output.

9) Other operators: The rest of operators is implemented
very straightforwardly. Therefore, we do not describe them
here.

D. Explicit parallelization of nested loops join

With the set of boxes described in Section IV-C, we can
evaluate the complete SP2Bench benchmark (see Section V).
Despite the fact that the implicit parallelization speeds up the
evaluation of several queries, this speed up does not scale
with the number of physical cores in the host system.

Therefore, we focused on the most time-consuming oper-
ation – nested loops join – and tried to explicitly parallelize
it using Bobox.

The task of nested loops join is to evaluate the join
condition on all pairs of data lines from the left input and
data lines form the right input.

This operation can be easily parallelized, since we can
create N boxes which perform nested loops join (N denotes
the number of worker threads used by Bobox). We pass one
N -th of one input and the whole second input to each of
these boxes and join their outputs together. It can be easily
seen that this modification is valid since all pairs of data lines
are still correctly processed. The whole schema of boxes is
depicted in Figure 7.

broadcast

nested-loops0

nested-loops3

joiner

splitter

nested-loops2

nested-loops1

Figure 7. Parallelized nested loops join

The box splitter splits its input envelopes to N parts
and sends these parts to its outputs. The implementation of
this box must be careful since rounding errors may cause
that splitted streams do not have the same length. The box
broadcast just resends its every incoming envelope to its
outputs and the box joiner resends any incoming envelope
to its output.

Since all these three boxes are already implemented in
Bobox as standard boxes, the parallelization of nested loops
join is very simple.

V. EXPERIMENTS

We performed a number of experiments to test function-
ality, performance and scalability of the SPARQL query en-
gine. The experiments were performed using the SP2Bench
[16] query set since this benchmark is considered to be a
standard in the area of semantic processing.

Experiments were performed on a server running Redhat
6.0 Linux; server configuration is 2x Intel Xeon E5310,
1.60Ghz (L1: 32kB+32kB L2: 4MB shared) and 8GB RAM.
It was dedicated specially to the testing; therefore, no other
application were running on the server during measurements.
SPARQL front-end and Bobox are implemented in C++.
Data were stored in-memory.

A. Implicit parallelization

In the first experiment, we measured the speed up caused
by the implicit parallelization exploited by Bobox. To mea-
sure it, we chose some queries and evaluted them with
an increasing number of worker threads. We did not use
parallelized version of nested loops join in this experiment
and we measured only runtime of evaluation of execution
plan, i.e. we did not include the time spent by compilation
of the query. The results are shown in Figure 8.
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Figure 8. The speed up obtained by implicit parallelization

The results show that for some queries the speed up
is quite significant; however, it does not scale with the
increasing number of worker threads. This is caused by the
fact that the level of parallelism is implicitly built in the
execution plan which does not depend on the number of
worker threads.

The query Q4 and Q8 benefits from the parallel evaluation
most, since the last sort box (or distinct box respectively)
runs in parallel with the rest of the execution plan. That
is not the case of Q9 which contains distinct box as well;
however, the amount of data processed by this box is too
small to fully exploit the pipeline parallelism.
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Q1 Q2 Q3a Q3b Q3c Q4 Q5a/b Q6 Q7 Q8 Q9 Q10 Q11
10k 1 147 846 9 0 23.2k 155 229 0 184 4 166 10
50k 1 965 3.6k 25 0 104.7k 1.1k 1.8k 2 264 4 307 10
250k 1 6.2k 15.9k 127 0 542.8k 6.9k 12.1k 62 332 4 452 10
1M 1 32.8k 52.7k 379 0 2.6M 35.2k 62.8k 292 400 4 572 10
5M 1 248.7k 192.4k 1.3k 0 18.4M 210.7k 417.6k 1.2k 493 4 656 10

Table I
QUERY RESULT SIZES ON DOCUMENTS UP TO 5M TRIPLES.
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Figure 9. The speed up obtained by explicit parallelization of nested loops
join

B. Explicit parallelization

In the second experiment, we focused on the speed up
caused by the explicit parallelization of nested loops join.
We selected the most time consuming queries with the nested
loops joins. As in the first experiment, we performed mul-
tiple measurements with the increasing number of worker
threads. In this experiment we also did not include the time
needed by the query compilation since we focused on the
runtime.

The results are shown in Figure 9. According to our
expectations, data parallelism increases the scalability and
causes a significant almost linear speed up on multiprocessor
systems.

C. Comparison with other engines

The last set of experiments compares the Bobox SPARQL
engine to other mainstream SPARQL engines, such as
Sesame v2.0 [5], Jena v2.7.4 with TDB v0.9.4 [6] and
Virtuoso v6.1.6.3127 (multithreaded) [7]. They follow client-
server architecture and we provide sum of the times of
client and server processes. The Bobox engine was compiled
as a single application; we applied timers in the way that
document loading times were excluded to be comparable
with a server that has data already prepared.

For all scenarios, we carried out multiple runs over
documents containing 10k, 50k, 250k, 1M, and 5M triples
and we provide the average times. Each test run was also
limited to 30 minutes (the same timeout as in the original
SP2Bench paper). All data were stored in-memory, as our
primary interest is to compare the basic performance of the
approaches rather than caching etc. The expected number of
the results for each scenario can be found in Table I.

The query execution times are shown in Figure 10. The
y-axes are shown in a logarithmic scale and individual plots
scale differently. In the following paragraphs, we discuss
some of the queries and their results. In contrary to previous
experiments, we did include the time spent by the compiler
in order to be comparable with other engines.

Q2 implements a bushy graph pattern and the size of
the result grows with the size of the queried data. We can
see that Bobox Engine scales well, even though it creates
execution plans shaped as a left-deep tree. This is due to the
parallel stream processing of merge joins. The reason why
our solution is slower on 10k and 50k of triples is that the
compiler takes more than 1s to compile and to optimize the
query.

The variants of Q3 (labelled a to c) test FILTER expres-
sion with varying selectivity. We present only the results
of Q3c as the results for Q3a and Q3b are similar. The
performance of Bobox is negatively affected by a simple
implementation of statistics used to estimate the selectivity
of the filter.

Q4 (Figure 11) contains a comparably long graph chain,
i.e., variables ?name1 and ?name2 are linked through
articles that (different) authors have published in the same
journal. Bobox embeds the FILTER expression into this
computation instead of evaluating the outer pattern block
and applying the FILTER afterwards and propagates the
DISTINCT modifier closer to the leaves of the plan in order
to reduce the size of the intermediate results.

Queries Q5 (Figure 11) test implicit (Q5a) join encoded in
a FILTER condition and explicit (Q5b) variant of joins. On
explicit join both engines used fast join algorithm and are
able to produce result in a reasonable time. On implicit join
both engines used nested loops join which scales very badly.
However, Bobox outperforms both Sesame and Jena since
it is able to use multiple processors to get the results and is
able to compute also documents with 250k, 1M and 5MB
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Figure 10. Results (time in seconds) for 10k, 50k, 250k, 1M, and 5M triples.

triples before the 30 minute limit is reached. On the other
hand, Virtuoso outpeforms Bobox mainly due to particular
query optimizations [16].

Queries Q6, Q7 and Q8 produce bushy trees; their com-
putation is well handled in parallel, mainly because of
nested loops join parallelization. As a result of this, Bobox
outperforms Sesame and Jena in Q6 and Q7 and outperforms

Virtuoso in Q7, being able to compute larger documents
until the query times out. The authors of the SP2Bench
suggest [16] reusing graph patterns in a description of the
queries Q6, Q7 and Q8. However, this is problematical in
Bobox. Bobox processing is driven by the availability of the
data on inputs but it also incorporates methods to prevent
the input buffers from being overfilled (see Section II-B).
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SELECT DISTINCT ?name1 ?name2 Q4
WHERE { ?article1 rdf:type bench:Article.

?article2 rdf:type bench:Article.
?article1 dc:creator ?author1.
?author1 foaf:name ?name1.
?article2 dc:creator ?author2.
?author2 foaf:name ?name2.
?article1 swrc:journal ?journal.
?article2 swrc:journal ?journal
FILTER (?name1<?name2) }

SELECT DISTINCT ?person ?name Q5a
WHERE { ?article rdf:type bench:Article.

?article dc:creator ?person.
?inproc rdf:type bench:Inproceedings.
?inproc dc:creator ?person2.
?person foaf:name ?name.
?person2 foaf:name ?name2
FILTER(?name=?name2) }

Figure 11. Examples of the benchmark queries.

Pattern reusing can result in the same data being sent along
two different paths in the pipeline running at a different
speed. Such paths may then converge in a join operation.
When the faster path overfills the input buffer of the join
box, the computation of all boxes on paths leading to the
box is suspended. As a result, data for the slower path will
never be produced and will not reach the join box, which
results in a deadlock. We intend to examine the possibility
of introducing a buffer box, which will be able to store
and provide data on request. This way, the Bobox SPARQL
implementation will be able to reuse graph patterns.

Q10 can be processed very fast because of our database
representation. Therefore, only resulting triples are fetched
directly from the database.

In contrary to Sesame, time of Q11 depends on the size of
database. This is caused by the fact that we do not have any
optimization for queries with LIMIT or OFFSET modifiers.
In that case, the whole results set is produced which naturally
slows down the evaluation.

Overall, the results of the benchmarks indicate very
good potential of Bobox when used for implementation
of RDF query engine. Our solution outperforms in all
measurements Sesame, in most cases significantly and in
most measurements Jena. The performance of Bobox and
Virtuoso is comparable; Bobox outperforms Virtuoso namely
in computing and data intensive queries.

VI. RELATED WORK

A. Parallel Frameworks and Libraries

The most similar to the Bobox run-time is the TBB library
[26]. It was one of the first libraries that focused on task
level parallelism. Compared to the Bobox, it is a low-level
solution – it provides basic algorithms like parallel for cycle
or linear pipeline and a very efficient task scheduler. The

developers are able to directly create tasks for the scheduler
and create their own parallel algorithms. But the tasks are
designed in a way that makes it very hard to create a non-
linear pipeline similar to the one Bobox provides. Such
pipeline may be necessary for complex data processing [27].
Bobox also provides more services for data passing and flow
control.

The latest version of OpenMP [28] also provides a way to
execute tasks in parallel, but it provides less features and less
control than TBB. The OpenMP library is mainly focused on
mathematical computations – it can execute simple loops in
parallel really fast, it can also run blocks of code in parallel,
but it is not well suited for parallel execution of a complex
structure of blocks. Unlike TBB or Bobox, it is a language
extension and not just a library; the compiler is well aware
of the parallelization and optimize the code better, but it
also enables OpenMP to provide features that cannot be
done with just a library, like defining the way variables are
shared among threads with a simple declaration. In TBB
such variable has to be explicitly passed to an appropriate
algorithm by the programmer. In Bobox, it must either be
explicitly passed to the model or sent using an envelope at
run-time.

Some of the architectural decisions could be implemented
in a different manner. One way would be to create a thread
for each box and via in the model instance. This would also
ensure that each box or via is running at most once at any
given time. However, this is considered a bad practice [29].
There are two main reasons for not using this architecture.
First, it creates a large number of threads, usually much
larger than the number of CPU cores. Although it forces the
operating system to switch the threads running on a core, it
may not impact the overall performance that badly, since it
can be arranged that the idling threads (those assigned to a
box or via that is not processing any data at the moment) are
suspended and do not consume any CPU time. The second
problem is that when data (envelopes) are transfered from
one box to another, there is very little chance that it would
still be hot in the cache, since the thread that corresponds
to the second box is likely to be scheduled to a different
CPU, that does not share its cache with the original one.
The concept of tasks used by TBB and Bobox avoid these
problems and the use of thread pool, fixed number of threads
and explicit scheduling gives developers of the libraries
better control of parallel execution.

Besides these low-level techniques of parallel data pro-
cessing, the MapReduce approach gained significant atten-
tion. While it is often considered a step back [30], there
are application areas where MapReduce may outperform
a parallel database [31]. Although MapReduce was origi-
nally targeted to other environments, it was also studied in
shared-memory settings (similar to Bobox) [32], [33]. Unlike
MapReduce, Bobox is desiged to support more complicated
processing environment, namely nonlinear pipelines.
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B. Parallel Databases

In a relational database management system, parallelism
may be employed at various levels of its architecture:

• Inter-transaction parallelism. Running different trans-
actions in parallel has been a standard practice for
decades. Besides dealing with disk latency, it is also the
easiest way to achieve a degree of parallelism in shared-
memory or shared-disk environment. Although it is not
considered a specific feature of parallel databases, it
must be carefully considered in the design of parallel
databases since parallel transactions compete for mem-
ory, cache, and bandwidth resources [34], [35].

• Intra-transaction parallelism. Queries of a transaction
may be executed in parallel, provided they do not in-
terfere among themselves and they do not interact with
external world. Since these conditions are met rather
rarely, this kind of parallelism is seldom exploited
except for experiments [36].

• Inter-operator parallelism. Since individual operators
of a physical query plan have well-defined interfaces
and mostly independent behavior, they may be arranged
to run in parallel relatively easily. On the other hand,
the effect of such parallelism is limited because most
of the cost of a query plan is often concentrated in one
or a few of the operators [37].

• Intra-operator parallelism. Parallelizing the operation
of a single physical operator is the central idea of
parallel databases. From the architectural point of view,
there are two different approaches:

– a) Partitioning [38] – this technique essentially
distributes the workload using the fact that many
physical algebra operators are distributive with
respect to union (or may be rewritten using such
operators).

– b) Parallel algorithms – implementing the operator
using a parallel algorithm usually offers the free-
dom of control over the time and resource sharing
and machine-specific means like atomic operations
or SIMD instructions. However, designing, imple-
menting, and tuning a parallel algorithm is an
extremely complex task, often producing errors or
varying performance results [39]. Moreover, the
evolution of hardware may soon make a parallel
implementation obsolete [40]. For these reasons,
parallelizing frameworks are developed [41].

The central principle of Bobox allows parallelism among
boxes but prohibits (thread-based) parallelism inside a box.
This is similar to inter-transaction and inter-operator par-
allelism; however, a box does not necessarily correspond
to a relational operator. In particular, Bobox allows the
same approach to partitioning as in parallel databases, using
transformation of the query plan.

Bobox does not allow parallel algorithms to be im-
plemented inside a box (except of the use of SIMD in-
structions). Therefore, individual single-threaded parts of
a parallel algorithm must be enclosed in their boxes and
the complete algorithm must be built as a network of
these boxes. This is certainly a limitation in the expressive
power of the system; on the other hand, the communication
and synchronization tasks are handled automatically by the
Bobox framework.

VII. CONCLUSIONS AND FUTURE WORK

In the paper, we presented a parallel SPARQL processing
engine that was built using the Bobox framework with a
focus on efficient query processing: parsing, optimization,
transformation and parallel execution. We also presented
the parallelization of nested loops join algorithm to increase
parallelism during the evaluation of time consuming queries.
Despite the fact that this parallelization is very simple to be
done using Bobox, the measurements show that it scales
very well in a multiprocessor environment.

To test the performance, we performed multiple sets of
experiments. We have chosen established frameworks for
RDF data processing as the reference systems. The results
seem very promising; using SP2Bench queries we have
identified that our solution is able to process many queries
significantly faster than other engines and to obtain results on
larger datasets. Therefore, such a parallel approach to RDF
data processing has a potential to provide better performance
than current engines. On the other hand, we also identified
several issues:

• We are working on improvements of our statistics used
by the compiler to generate more optimal query plans.

• The pilot implementation of the compiler is not well
optimized which is problem especially in Q1 and Q2.

• Our heuristics sometimes result in long chains of boxes.
Streamed processing and fast merge joins minimize this
disadvantage; however, it is better to have bushy query
plans for efficient parallel evaluation.

• Also, some methods proposed in SP2Bench, such as
graph pattern reuse, are not efficiently applicable in the
current Bobox version.

• The query Q4 is very time consuming and does not
benefit much from the fact that the system has multiple
processors. Therefore, we must parallelize besides the
nested loops join also merge join, which is the bottle-
neck of this query.

• Currently, we support only in-memory databases. In
order to have engine usable for processing of really
large RDF databases such as BTC Dataset (Billion
triple challenge) [42], we must keep the database in
external memory.

Because of these issues, we are convinced that there is
still space for optimization in parallel RDF processing and
we want to focus on them and improve our solution.
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Abstract—Query-driven information retrieval aims at 

supporting users to request and retrieve relevant data from 

sensor networks. Due to energy and capacity constraints that 

characterize sensor networks, information retrieval should 

avoid flooding the network with queries, but rather find the 

most efficient propagation path that maximizes the recall of 

relevant data while minimizing the number of sensor nodes 

being accessed. This is the problem of query propagation, for 

which numerous approaches for sensor networks have been 

proposed. Although, one unaddressed issue that remains is the 

issue of fuzziness of users’ queries and fuzziness of sensor data. 

When crisp criteria are used to express queries and select 

query recipients during propagation, some sensor nodes that 

are relevant can be “missed.” Therefore, this paper’s objective 

is to integrate a fuzzy semantic mapping mechanism, which has 

been published in a previous research, into a new, cluster-

based fuzzy query propagation approach. The fuzzy query 

propagation approach avoids the overload of sensor nodes that 

are near the sink nodes by incorporating a first propagation 

step towards relevant clusters of sensors, therefore varying the 

sensor nodes that will have to redistribute the query, followed 

by an intra-cluster query propagation phase. The approach 

has been evaluated with a simulation and compared with a 

crisp version to show the impact of the consideration of 

fuzziness in the improvement of the recall of relevant nodes 

while avoiding the increase of propagation cost. 

Keywords - Fuzzy logics, information retrieval, query 

propagation, sensor networks. 

I.  INTRODUCTION 

Sensor networks are intended to monitor environmental 
conditions, such as weather, properties of soil and water 
bodies, vegetation, etc. While sensors are more traditionally 
used by scientific experts to study environmental and 
physical phenomena, it is believed that greater public can 
also benefit from access to sensor data. In this paper, we 
extend a previous paper on fuzzy semantic mapping that was 
presented at the SEMAPRO 2011 conference [1] by 

integrating the fuzzy semantic mapping approach into a new 
fuzzy query propagation approach for sensor networks. 

In order to support improved access, sensor data should 
therefore be accessed through the Internet, with the help of 
platforms such as the Geospatial Cyberinfrastructure for 
Environmental Sensing platform (GeoCENS). GeoCENS is 
an online platform that enables simplified searching, storing 
and sharing of environmental and other georeferenced data 
[2]. In such platform, sensors collect data on a given feature, 
process these data and forward it to a so-called "sink node," 
which in turn forwards the data to the application through the 
Internet. Because all sensor nodes cannot necessarily be 
connected to the sink node, sensor data must be forwarded 
from node to node until reaching the sink node [3]. In the 
same manner, sensor data queries issued by users must be 
forwarded from the sink node to the nodes holding the 
requested data (the relevant nodes) through intermediary 
sensor nodes in the network. 

However, because sensors are meant to be small devices, 
their processing capacity and their source of energy are 
limited. Also, despite the decreasing cost of sensors, it 
cannot be assumed that they can be replaced when they run 
out of power. For example, some sensors cannot be accessed 
once being set up in their environment (some are buried to 
measure soil moisture, while others are underwater to 
measure water temperature, etc.). Therefore, the path chosen 
to send queries to sensor nodes and to send back data to the 
sink node must be determined in a way to avoid consuming 
the energy of sensor nodes; at the same time, the path chosen 
must enable to reach the nodes that are relevant to the query 
and retrieve the requested data. This problem is called query 
propagation.   

Numerous approaches have been proposed for query 
propagation and data collection from sensor nodes. A 
representative sample of such approach is presented in 
Section II. The approaches are varying in terms of the data 
delivery model (whether sensors proactively send data to the 
sink node according to a pre-defined scheme, or solely on-
demand of the user); organization of the sensor network (flat 
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or hierarchical); and criteria for selecting query recipient 
nodes. However, one well-know problem in GIScience, but 
that is still unaddressed in query propagation approaches for 
sensor networks, is the fuzziness of data and queries.  

Research indicates that geographical phenomena in 
particular are fuzzy [4]. For example, where a mountain 
starts or ends cannot be determined with precision; and 
whether the vegetation is dense or not is only an imprecise 
concept. Fuzzy theory, which allows the partial membership 
of an element into a set (e.g., the set of dense vegetation 
areas) is widely used to represent geographical phenomena. 
For example, in [5], fuzzy theory is used to represent fuzzy 
land cover categories. Similarly, concepts such as spatial 
relations that are used in users' queries (e.g., close to, around, 
at proximity, far from) are also fuzzy [6]. Sensor data can 
also be fuzzy, for example, the location of the sensor can be 
imprecise or there is a certain level of uncertainty in data 
being gathered. The fact that sensor data and queries are 
fuzzy should be taken into account during query propagation.  
Conversely, it could result in the inability of the approach to 
retrieve relevant data.  

In previous research presented at the SEMAPRO 2011 
conference [1], we have presented a fuzzy logic semantic 
mapping model to compare components of fuzzy ontologies. 
In this paper, the objective is to apply this approach and 
integrate it into a fuzzy query propagation approach. The 
fuzzy semantic mapping theory and mechanism presented in 
[1] is incorporated into a cluster-based query propagation 
approach as a way to express fuzzy queries and select query 
recipient according to fuzziness degree and a fuzzy semantic 
relations. The fuzzy query propagation approach 
incorporates a first propagation step towards relevant clusters 
of sensors, followed by an intra-cluster query propagation 
phase. The ability of the approach to retrieve relevant 
information and a comparison between crisp and fuzzy 
propagation has been evaluated through a simulation. 

The content of this paper is organized as follows: the 
next section presents related work on query propagation in 
sensor networks. Section III is a brief introduction to fuzzy 
logics in GIScience and in sensor networks. Section IV 
presents our fuzzy query propagation approach, while 
Section V presents an extended version of the fuzzy semantic 
mapping mechanism.  The evaluation of the approach is 
conducted in Section VI, while conclusion and future work 
are provided in Section VII. 

II. QUERY PROPAGATION IN SENSOR NETWORKS 

Propagating queries to the relevant sensors of a network 
is a challenging issue, since a balance between the quality of 
query answers and the efficiency of the approach must be 
reached.  

Existing query propagation approaches for sensor 
networks can be categorized according to the data delivery 
model they rely on, i.e., how the flow of data between the 
sensors and the requestor is triggered and organized [7]. The 
first data delivery model is the proactive model. In the 
proactive model, sensor nodes periodically forward the data 
they have collected to a server, at a pre-specified rate, or 
when an event of interest occurs (event-driven model) [3]. 

Examples of query propagation approaches based on the 
proactive data delivery model include [8] and [9]. While the 
approach proposed in this paper could be somewhat easily 
adapted to the proactive model, in this paper, we focus on the 
second type of delivery model, i.e., the query-driven model.  

In the query-driven model (or on-demand model), data is 
sent by sensor nodes only when a user queries the sensor 
network [10]. The problem then is to determine through 
which path and to which sensor nodes the query should be 
sent. We assume in the following that the user can access the 
sensor network through a so-called “sink node,” which is a 
node of the network that acts as an intermediary between the 
user (through the Internet) and the rest of sensors in the 
network [11]. One common approach for query-driven 
model is the reverse tree model [10][12][13]. In the reverse 
tree model, the query is broadcasted from the sink node to 
the nodes of the network. The structure of the tree is built as 
the query is propagated from node to node, with the sink 
node being the root of the tree. Sensors send back their data 
to the sink node following the tree structure. Approaches 
based on the reverse tree model vary according to the 
mechanism they rely on for selecting the nodes that will be 
part of the tree. For example, some approaches are called 
“attribute-based,” because at each “jump,” the decision about 
propagation is made based on a match between the attributes 
specified in the query and the attributes of data collected by 
the sensors. Examples of such approaches include 
[14][15][16][10]. The attribute can be, for example, the area 
where the sensor is located or the type of sensor. One 
disadvantage of the reverse tree model is that it can be 
inefficient because it may impose unbalanced energy 
consumption in the sensor network, since the nodes that are 
close to the sink forward more data and queries and 
therefore, use more energy than other nodes that are far from 
the sink node [10]. One solution would be therefore to avoid 
that the sink node always sends the query through its 
immediate neighbors. To address this issue, and to facilitate 
routing to relevant sensors in general, the hierarchical 
routing protocols can be helpful. Hierarchical routing 
protocols divide the network into clusters of sensors 
[17][18][8][9]. Queries can then be sent directly from the 
sink node to the designated "leader" of the relevant cluster, 
avoiding the same sensors to disseminate the queries and 
collect the corresponding data.  

Other types of approaches, called geographical routing 
protocols, aim at propagating the queries sent by users who 
are searching for data from sensors in a specific location. 
These protocols therefore explicitly take into account the 
location of sensors in the selection of recipient nodes 
[19][20][21]. The query includes the targeted coordinates; 
neighbor sensor nodes in the network are actively sharing the 
information about their respective location. Therefore, when 
a node receives a query, it sends it to the neighbor node that 
is the closest to the targeted location. Villalba et al. [3] 
indicate that several metrics have been used to measure 
closeness, the most common ones being the Euclidean 
distance and the projected line joining the relaying node and 
the destination. However, we note that such routing 
protocols based on crisp measures do not allow take into 
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account the fuzziness of queries. More particularly, it is very 
likely that users lack the capacity to specify a precise 
location of interest, and can only provide an approximation 
of it [10]. We argue that this is also true regarding thematic 
or temporal attributes of queries. For example, a user might 
look for sensors that have observed "temperature around 
30

o
C" rather than exactly 30

o
C, within a fuzzy period of 

time. This motivates our proposal of a fuzzy query 
propagation approach for sensor networks. 

 

III. FUZZY LOGICS IN GISCIENCE AND SENSOR 

NETWORKS 

GIScience researchers such as Couclecis [22] and Zhang 

and Goodchild [23] have demonstrated that uncertainty 

should be considered as a kind of knowledge that must be 

explicitly represented and dealt with. Fuzzy logics, which 

were proposed by Zadeh [24] to deal with imprecise and 

vague knowledge, are now widely used in GIScience [4]. For 

example, [25] uses fuzzy sets to assess the similarity of 

categorical maps, while [6] have developed an ontology of 

fuzzy spatial relations to improve the interpretation of 

images. Fuzzy theory and fuzzy logics are also widely used 

in sensor networks. For example, [26] use fuzzy logics in a 

hierarchical clustering protocol for query routing in sensor 

networks. In this approach, fuzzy logics are used to select 

the sensor node that will play the role of the "cluster head" 

(leader) of a sensor cluster. Fuzzy variables used for cluster 

head selection include energy, centrality, and concentration. 

Fuzzy logics have also been used to assess the quality of 

service (QoS) in wireless sensor networks [27]. More 

specifically, QoS in wireless sensor networks is highly 

related to energy efficiency and avoiding the congestion of 

messages at nodes. In [27], fuzzy logics are used to estimate 

the congestion at nodes in order to facilitate routing 

messages more efficiently. Fuzzy logics are also used to 

assess trust in order to distinguish between trustworthy and 

threatening nodes in wireless sensor networks [28]. In [29], 

fuzzy theory is used to enable fusion of uncertain sensor 

data in wireless sensor networks. The approach was 

designed for the fusion of data coming from sensors that 

monitor the same property (in this case, luminosity). Other 

applications exist that use fuzzy theory in the context of 

message routing in wireless sensor networks [30][31]. [30] 

propose a solution to avoid the useless propagation of 

messages to all nodes of the network. In their approach, the 

transmission area is limited according to a fuzzy threshold 

value. The fuzzy threshold value is determined by a fuzzy 

rule-based system that considers the energy and density of 

nodes. [31] have developed a fuzzy logic controller that 

allows nodes in the sensor network to compute their 

capacity to transfer messages based on their battery power 

level and the type of data being forwarded. Similarly, [32] 

proposed an energy-aware fuzzy routing mechanism for 

wireless sensor networks. Despite numerous works using 

fuzzy theory for sensor networks, to the best of our 

knowledge, none investigate the use of fuzzy logics to 

represent the uncertainty of semantics of sensor data and to 

support semantic-based query propagation. This motivates 

the approach presented in this paper. 

A. Fundamentals of Fuzzy Theory 

This section briefly introduces the basic notions of fuzzy 

sets and fuzzy logics. In classical set theory, elements of a 

set either belong to a set, or they do not; conversely, fuzzy 

set theory was developed to deal with the case of partial 

membership to a set. Each member of a fuzzy set is assigned 

a so-called membership degree, which value is between 0 

and 1, and which indicates the strength of the membership 

into the set. A null value indicates that the element does not 

belong at all to the set, while a value of 1 indicates that the 

element fully belongs to the set. Consider a set of elements 

called the reference set and denoted X. A fuzzy subset F of X 

is formally defined with a membership function μF(x); this 

function associates any element x of X to a value in the [0, 1] 

interval. All set operations for crisp sets (union, intersection, 

etc.) have their fuzzy counterpart. The fuzzy implication 

operators such as Gödel, Gogen and Lukasiewicz fuzzy 

implications operators are for example used to reason with 

relations between fuzzy sets [33] while fuzzy composition 

operators are used to infer membership of an element into a 

fuzzy set, knowing its membership degree into another 

related fuzzy set. The operators that will be used in this 

paper will be introduced in Section V. 

IV. FUZZY QUERY PROPAGATION 

The data delivery model targeted by the proposed fuzzy 
query propagation approach is query-driven [3], i.e., the 
fuzzy query propagation process is initiated by a user who 
issues a query expressing the characteristics of the data he or 
she is looking for. Figure 1 illustrates the fuzzy query 
propagation framework.  

The proposed framework is based on the principle of 
hierarchical routing protocol [3], which advantage is to avoid 
large traffic overhead and therefore to reduce energy 
consumption by sensors [10]. In this paper, we assume that 
the sensor network is already partitioned into clusters of 
sensors. Each cluster has a gateway node, which is the node 
responsible for receiving a query and redistributing it to 
other members of the cluster. Existing research [26] 
demonstrates that a single gateway node has disadvantages 
because it can become a single point of failure (e.g., if the 
selected gateway node runs out of power or becomes 
dysfunctional). To avoid this problem, the role of gateway 
node is rotated among several nodes (provided that they have 
sufficient capacity). The choice of gateway nodes can be 
done randomly at predetermined time intervals [34] in order 
to share the consumption of energy. However, in case of 
failure, the sink node should automatically forward the 
queries to the next gateway node. To detect failure of the 
gateway node, we have included a communication protocol 
where the gateway node sends a notification to the sink node 
every time it receives a query. Therefore, if the sink node 
does not receive a notification, it assumes that the current 
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gateway node is not available and rotate to the next available 
gateway node. 

 

 
 

Figure 1. Fuzzy propagation framework 

 
Sensor clusters are formed according to various semantic 

criteria: sensors which data pertain to similar or 
complementary domain of application, themes, geographical 
locations, etc., are gathered into clusters. This facilitates the 
propagation of queries to targeted groups of sensors instead 
of flooding the network with queries. Since it is not the 
objective of this paper to further describe how clusters of 
sensors are formed, we point out to our previous published 
research [35] where we have proposed a social-network-
analysis-based algorithm for sensor cluster formation. The 
clustering algorithm identifies, within the available sensors, 
those that can be considered as “leaders” because their 
characteristics encompass those of other sensors. For 
example, a sensor that “measures density of gas” 
encompasses sensors that “measure density of CO2”, 
“measure density of air pollutant,” etc. Leader sensors are 
identified using the network analysis concept of “centrality.” 

Then, meaningful clusters of sensors are formed around 
those “leader” sensors. To do so, the algorithm searches the 
semantic neighborhood of leader sensors to select those that 
will be part of the cluster formed around this leader sensor. 

Each sensor node stores a set of metadata according to 
the Sensor Model Language (SensorML) format [36]. 
Similarly, each sensor cluster is associated with metadata 
that describe the nature of its member sensors. The metadata 
describe the category of phenomenon observed, the 
observation period and area of observations, the observed 
properties (e.g., temperature, soil moisture, etc.), the types of 
sensors, the intended application and the application domain  
[36]. The metadata on sensor clusters are stored in a sensor 
cluster metadata knowledge base, which is held by the sink 
node that usually has greater storage and processing 
capabilities than “regular” sensor nodes [10].   

A. Global Fuzzy Query Propagation Process 

The fuzzy query propagation process is as follows: first, 
a fuzzy query is formulated by a user. The query is sent, 
through a Web platform, to a sink node. The sink node is 
responsible for broadcasting the query to sensors of the 
network. However, instead of flooding the network, the sink 
node identifies the clusters that are the most likely to contain 
sensor nodes that are relevant to the query. To do so, a fuzzy 
semantic matcher (described in Section V) is implemented at 
the sink node. The fuzzy semantic matcher compares the 
fuzzy query with the metadata on the cluster and return 
matches. Matches are selected according to fuzzy criteria, 
which computation is discussed in Section V. When 
matching clusters are selected, the sink node then sends the 
query to the gateway node of these clusters. Then, the 
gateway node will initiate the fuzzy intra-cluster propagation 
of the query, i.e., propagation from node to node inside a 
cluster. 

B. Fuzzy Intra-Cluster Propagation Algorithm 

The fuzzy intra-cluster propagation algorithm is 

provided below in Figure 2. This algorithm is the procedure 

performed by any node that receives the query during intra-

cluster propagation, including the gateway node. 

The process starts when a node receives the query. The 

algorithm performs a sequence of “jumps,” from node to 

node, within the scope of a cluster. “Jump” refers to the 

action of sending a query from one node to another. The 

algorithm is parameterized with a maximum number of 

jumps; the role of this parameter is to avoid the unstopped 

propagation of the query. Since the algorithm is executed in 

parallel by several recipient nodes, there cannot be a global 

maximal number of jumps that can be tracked. Instead, the 

maximal number of jumps is computed along a single path, 

i.e., every time the query is forwarded to a node, the current 

number of jumps is incremented by 1. When a node sends a 

query to a neighbor node, it also sends the current value of 

the number of jumps along that path. If a node receives a 

query but the max number of jumps along this path is 

reached, it stops the local propagation. Meanwhile, the 

propagation may continue along other paths.  
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Figure 2. Fuzzy intra-cluster propagation algorithm 

 

If the maximum number of jumps is not reached, the 

current recipient node creates a list of neighbor nodes. For 

each neighbor node, the recipient node computes a fuzzy 

mapping between the query and the neighbor node’s 

metadata, which is composed of two components: a 

semantic relation r and a fuzzy inclusion value f (details on 

how the semantic relation r and the fuzzy inclusion value f 

are computed are given in Section V). As a result, the 

recipient node obtains a fuzzy mapping vector: 

 

V = ((f1, r1), (f2, r2), … (fn, rn)). 

 

To determine which neighbor node(s) will be selected as 

new query recipient, three conditions must be verified:  

 the fuzzy semantic relation r must be one of the 

type(s) selected by the user (among the possible 

semantic relations listed in Table 1 and presented 

in Section V);  

 the fuzzy inclusion must fall within a local 

confidence interval, and  

 the fuzzy inclusion must meet a global user-defined 

threshold.  

The fact that the user can select both quantitative criteria 

(the fuzzy inclusion thresholds) and a qualitative criterion 

(the semantic relation r) to restrict the nodes that can be 

selected as query recipients gives more flexibility to the 

approach and makes it more adaptable to the user’s needs. 

For example, if the user specifies that the semantic relation 

between the query and the neighbor node’s metadata must 

be “contains,” it means that the user accepts to receive data 

more specific than the needs expressed in the query. 

Conversely, if the user select “contained in” as a semantic 

relation, its means he or she accept to receive data more 

general than the needs expressed in the query.  

The local confidence interval is a percentage of the 

highest values in V. More specifically, the local confidence 

interval is the interval of fuzzy inclusion values that 

contains x percent of the highest values of fuzzy inclusion in 

V, where x is a threshold that can be user-defined. For 

example, if x = 20, it means that the interval will contain 20 

percent of the elements in V, with these 20 percent elements 

being the highest possible. Therefore, the smaller x is, the 

more selective is the algorithm. In the experiment presented 

in Section VI, we have selected x = 20, since the ability of 

the algorithm to forward the query to relevant nodes was 

optimal using this threshold for the given data set.  

This interval is local because for every node, a different 

interval is determined dynamically at run-time. The purpose 

of having both local and global threshold is to deal with 

variation of fuzzy inclusion values within the network. To 

ensure that no node answers twice the same query, the query 

is given a unique identifier stored by nodes who received it. 

If a node receives a query it had already forwarded, it will 

stop the local propagation process (the propagation may 

continue along other paths).  

V. FUZZY SEMANTIC MAPPING MECHANISM 

In this section, we present the fuzzy semantic mapping 

mechanism that supports the query propagation process 

presented in the previous section. The fuzzy semantic 

mapping mechanism, which produces both qualitative and 

quantitative relations, was introduced in Bakillah and 

Mostafavi [1]; however, in this paper we extend it to include 

the cases of discrete but also continuous properties.  Some 

papers on fuzzy ontology mapping have already been 

published, for example, [37][38]. However, these 

approaches have limited expressivity. For example, [37] 

focus on finding subsumption relations between concepts of 

fuzzy ontologies, while our fuzzy semantic mapping 

framework provides 9 possible mapping relations. [38] do 

not address the comparison of fuzzy continuous ranges of 

values for properties, while in this paper we integrate 

measures for both discrete and continuous properties. 
In this paper, we assume that the metadata on sensors is 

formalized in an ontological format. An ontology is usually 
defined as a set of concepts (or classes) that represent entities 
of the domain of discourse, relations and/or properties, and 
axioms, which are statements that are true within that domain 
of discourse [39]. We follow a similar approach to define the 
fuzzy geospatial ontology. However, in the fuzzy ontology, 
we consider that the membership degree of a property or 
relation in the definition of a concept can be quantified. In a 
crisp ontology, the membership degree of a property or 
relation into the definition of a concept is always one or zero. 
This means that either a concept has that property; or it does 
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not have it. In the fuzzy ontology, this membership degree 
varies between zero and one, to indicate partial membership. 
Therefore, in a fuzzy ontology, concepts do not have a crisp 
definition. 

We define the fuzzy geospatial ontology as a 5-tuple: O 

= {C, R, P, D, rel, prop}, where: 

 C is a set of concepts, which are abstractions of 

entities of the domain of discourse;  

 R is a set of relations;  

 P is a set of properties for concepts;  

 D is a set of possible values for properties in P, 

called range of properties;  

 rel: [R→C × C] → [0, 1] is a fuzzy function that 

specifies the fuzzy relation that holds between two 

concepts;  

 prop: [P→C × D] → [0, 1] is a fuzzy function that 

specifies the fuzzy relation between a concept and a 

subset of D. D is therefore a fuzzy range of values.  

The set of relations R includes spatial relations such as 

“Is_located_at,” which indicates the location of an instance 

of the concept, and other topological, directional and 

orientation spatial relations, which can be fuzzy. Therefore, 

in this paper we assume that either the query can contain a 

fuzzy property (e.g., “find sensors monitoring temperature 

close to point A,” with point A being defined with a fuzzy 

function such as in Figure 4), or the sensor itself can be 

defined by a fuzzy property (its position in space being 

fuzzy), or both. The fuzzy semantic mapping mechanism 

takes into account these three cases, since fuzzy sets theory 

also include the case of crisp sets (where membership 

degree can only be 1 or 0). 

For the purpose of our approach, we define a concept 

with a conjunction of a set of axioms AC, where each axiom 

is a fuzzy relation or property that defines the concept:  

 

C = A1⊓ A2 ⊓  …. ⊓  An. 

 

We use the term axiom, which is usually employed to 

refer to the whole expression that defines a concept, because 

a concept could also be defined by one feature (property or 

relation). 

The idea of the fuzzy semantic mapping mechanism is to 

use fuzzy logics to first determine the fuzzy inclusion of a 

concept into another concept from a different ontology (or, 

in the case of fuzzy propagation, the fuzzy inclusion of the 

query concept into another concept describing the semantics 

of sensor data), based on the fuzzy inclusion of each axiom 

of the first concept into axioms of the second concept. Then, 

fuzzy predicates, which value depends on the fuzzy 

inclusion, are used to infer the semantic relation between the 

two concepts.  

Let two concepts C and C’ be defined as follows: 

C = A1⊓ A2 ⊓  …. ⊓  An 

               C’ = A1’⊓ A2’ ⊓  …. ⊓  Am’. 

 
We define the fuzzy semantic mapping between C and C’ as 

follows: 

 
Definition (fuzzy semantic mapping) A fuzzy semantic 
mapping m

C
 between C and C’ is a tuple m

C
 = <C, C’, rel(C, 

C’), μ(C, C’)>, where rel is a semantic relation between C 
and C’, and μ(C, C’) is the fuzzy inclusion of C into C’.  
 

We define the fuzzy inclusion as the membership degree 
of a concept in another. This means that when the value of 
the fuzzy inclusion is 1, the first concept is entirely included 
in the second concept; when it is zero, no axiom of the first 
concept intersects with axioms of the second. The fuzzy 
inclusion of C into C’ is denoted with µ(C, C’) : 
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where µC(A) is the membership degree of axiom A in concept 
C. We know that this membership degree comes from the 
definition of the concept in the fuzzy geospatial ontology. 
Now there are two cases to consider: either the axioms are 
formed with properties with discrete range of values, or 
axioms are formed with properties with continuous range of 
values (i.e., a fuzzy function such as in Figure 4). In each 
case, the fuzzy inclusion must be computed using different 
formulas. 

First, we explain how the fuzzy inclusion of C into C’ 
defined in (1) is computed in the case of properties with 
discrete or continuous range of values. Secondly, we explain 
how the semantic relation rel between C and C’ is 
determined using the fuzzy inclusion value. 

A. Fuzzy Inclusion: The Discrete Case 

Let A: <r.D> and A’: <r’.D’> be two axioms, where D 

and D’ are discrete fuzzy ranges of values (e.g., temperature 

= low, average, or high). For example, <temperature.((0.2, 

low);(0.8, average))> represents the partial membership of 

temperature value into the set of low and average 

temperature intervals.  

To compute (1), which relies on the membership of 

axiom A in concept C’, and where axiom A of concept C 

might not be already in the definition of the concept C’, we 

need the membership of axiom A in axiom A’ of C’. The 

membership degree of A into A’ is determined by the Zadeh 

conjunction for fuzzy sets: 

 

))',(),',(min()',( rrDDAA .               (2) 

 

Generally, the function μ(X1, X2) over any fuzzy sets 

X1, X2 is defined as follows, using the fuzzy implication 

principle of fuzzy logics [33]: 
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))()((inf)2,1( 2121 xxXX XfXXXx ,       (3) 

 

where ⇒f is a fuzzy implication operator from [0,1] into 

[0,1], and x is any element belonging to X1 and/or X2. There 

are several definitions for the fuzzy implication operator 

(including Gödel, Gogen and Lukasiewicz fuzzy 

implications, see [33]). We use Lukasiewicz fuzzy 

implication because of its superior flexibility, which is 

defined as follow:  
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Now, we need to adapt formulas (3) and (4) to compute 

μ(D, D’) and μ(r, r’). For example, consider the problem of 
computing μ(D, D’). Consider also that ci’ is an element of 
the fuzzy set D’. We see from (4) that we need to know the 
membership degree of elements of D’ into D (μD(ci’)), and 
vice-versa. However, this membership degree is not readily 
available, because elements of D’ are not necessarily 
included in D. In other words, all we have is the membership 
degree of an element into the set to which it initially belongs. 
Nevertheless, it is possible to compute μD(ci’) if we know the 
membership degree of ci’ into elements of D (denoted with 
cj). To do so, we use the Lukasiewicz fuzzy composition 

operator, denoted with the symbol ⊗L, and which determines 
the membership of a first element ci’ in a set D, knowing the 
membership degree of ci’ in cj and the membership degree of 
cj in D (Figure 3). The symbol c is used to indicate an 
element of the range of values of a property or a relation of 
the fuzzy geospatial ontology. 

 
Figure 3. Illustration of the Lukasiewicz fuzzy composition 

principle 

 
According to this principle, the membership degree of 

ci’ in D writes as: 

 

j

ijcLjDiD ccc )'()()'( , )( ij ccj ,      (5) 

where 

 

),0 ,1)'()(max()'()( ijcjDijcLjD cccc      (6) 

 
according to Lukasiewicz’s definition of the fuzzy 
composition operator.  

To determine μcj(ci’), which is the membership degree of 

an element ci’ of a range of values in an element cj of 

another range of values, we have developed a fuzzy 

membership degree measure. This measure is based on the 

relative position of cj and ci’ in an upper-level ontology O. 

An appropriate ontology for this task is a domain-

independent, largely recognized lexical base, such as 

WordNet. However, other specialized upper-level 

ontologies might be more useful, depending on the domain 

of application. Of note however is that the chosen upper-

level ontology should be structured with is-a relations. This 

is because is-a relations allow to identify inclusion relations 

between elements of the ontology, which allows to derive 

membership degrees. We note that using such external 

resource allows to deal with the terminological 

heterogeneity that characterizes the metadata of sensors 

produced by different organizations. Let <O be a 

hierarchical, is-a relation between terms t in O, such that 

t<O t’ means that t is more specific (less general) than t’. 

Let P(cj, ci’) be the path relating cj to ci’ in O, according to 

this hierarchy: P(cj, ci’) = {cj, t1, t2, … ci’} so that t1, t2, … 

is the ordered set of nodes (representing terms) from cj to ci’ 

in O. Let d(tk) be the set of descendants of a node tk in O. 

We define μcj(ci’) as follows: 

 

otherwise
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This equation means that when ci’ is more specific than 

cj, it is entirely included in cj, and when ci’ is more general 
than cj, μcj(ci’) decreases with the number of descendants of 
its subsumers. Replacing results of (7) in (6), we obtain the 
membership of each element of the fuzzy range D’ in D, 
which, in turn, allows to determine μ(D, D’) with (3). 
Equation (7) is also used to determine μ(r, r’), so these 
results can be replaced in (3). 

The fuzzy inclusion values between the axiom also 

allows to determine the semantic relation between these 

axioms. From the fuzzy inclusion given in (2), we obtain the 

semantic relation between the axioms, rel(A, A’), using the 

following rules, which are derived from the fuzzy set 

relationship definitions: 

(R1) A ≡ A’ ⇔ μ(A, A’) =1  μ(A’, A) =1 

(R2) A  ⊑  A’⇔ μ(A, A’) =1  μ(A’, A) <1 

(R3) A  ⊒  A’⇔ μ(A, A’) <1  μ(A’, A) =1 

(R4) A  ⊓  A’⇔ 0 < μ(A, A’) <1  0 < μ(A’, A) <1 
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(R5) A ⊥ A’⇔ μ(A, A’) =0  μ(A’, A) =0. 

 

Semantic relations between the axioms will enable to 

determine the semantic relation between the concepts that 

they compose. Before we show how this can be done (in 

Section C), we present the case of fuzzy inclusion between 

properties with continuous ranges of values. 

B. Fuzzy Inclusion: The Continuous Case 

Properties can have continuous fuzzy ranges of value 

described by fuzzy membership functions. Their general 

form is A: <p.f> and A’: <p’.f’>, where p and p’ are 

properties and f and f’ are fuzzy continuous functions. For 

example, Figure 4 shows the comparison of two fuzzy 

membership functions describing fuzzy spatial regions sr’ 

and sr’ (e.g., fuzzy spatial location targeted by the query and 

fuzzy spatial area of measurement of the sensor). Such 

function represents the uncertainty bounds for a class of 

fuzzy spatial regions.  

 

 
 

Figure 4. Example of fuzzy functions for defining a fuzzy point 

(geographical location) 

 
The choice of the fuzzy function to represent the range 

of a property depends on the characteristics specific to the 

sensor, especially how the accuracy of the measurement 

changes in space. For example, in Figure 4, sr is a triangular 

fuzzy function; the membership degree of a point in space 

into the sensor’s area of measurement is maximal only at a 

single, punctual location (x=0). As the distance to this single 

location increases, the membership degree decreases 

linearly and symmetrically. Such fuzzy function can be 

suitable to represent the area of measurement of a sensor 

that monitors the temperature at a certain fuzzy point, for 

example.  Meanwhile, sr’ represents a fuzzy trapezoidal 

function where the membership degree of a point in space 

into the sensor’s area of measurement is maximal inside a 

given radius. Outside this radius, the membership degree 

decreases linearly (and more sharply than in the given 

triangular function). Such fuzzy function may be more 

suitable to describe a sensor that can detect movement 

within a given circular area, for example. We can also see 

that the slope depends on how precise the measurement is in 

space and therefore depends on the sensor’s characteristics. 

Other common fuzzy functions are presented in [40].  

The membership degree A into A’ is computed with (2), 

except that the membership of f into f’ is not computed with 

(3), which is applicable only to discrete fuzzy sets. Instead, 

we need to study inclusion measures for continuous fuzzy 

sets. A review of similarity and inclusion measures for 

fuzzy sets is presented in [41]. Notably, the measure for 

erosion of fuzzy sets by [42] is presented as a suitable 

measure to measure fuzzy inclusion for finite sets. Since no 

measurement domain of sensors can be infinite, a fuzzy 

inclusion for finite sets is appropriate. According to this 

measure, the membership of f into f’ can be computed with 

the following function: 

 
1

0

' )(inf)',( dxff ffx
,                 (8) 

 

where x is an element of the universe of discourse (or of the 

union of the domains of f and f’), and f
α
 is called the α-cut of 

f, which is the binary set with defined as follows: 

 

)( if 1

)( if 0
)(

x

x
xf

f

f 
                   (9) 

 

Note that this approach is used not only for spatial or 

temporal properties, but also for the case of thematic 

property axioms with fuzzy continuous ranges of value, for 

example A: <HasWindSpeed.Low>, where low is a 

continuous fuzzy range of values over the values of wind 

speed. 

C. Semantic Relations 

In order to determine the semantic relation between the 

query concept and a concept describing semantics of sensor 

data, we have defined a set of three predicates. Predicates 

are measurements which values are qualitative; they are 

used to determine whether a semantic relation between two 

concepts is true. The semantic relations between two 

concepts are qualitative relations among the following: 

equivalence, contains, contained in, partial symmetric-

containment, partial left-containment, partial-right 

containment, strong overlap, weak overlap, and disjoint (as 

listed in Table 1). The semantic relation is determined by 

the following expression:  

 

),,(),(),(

)',(

'Pr'Pr' CCCCCC AACIAACAAI

CCrel

      (10)
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where I(AC, AC’), C(AC, AC’) and CI(AC, AC’) are three 

predicates that respectively evaluate the following: 

 I(AC, AC’) predicate evaluates the intersection of axioms 

of the concept C with axioms of C’;  

 C(AC, AC’) predicate evaluates the inclusion of axioms of 

C’ in axioms of C, and  

 CI(AC, AC’) predicate evaluates the inclusion of axioms 

of C in axioms of C’.  

The ⊗Pr symbol in (10) is a composition operator. Its 

function is to give the semantic relation between C and C’, 
based on the value of the three predicates. 

For any predicate Pr, the possible values of Pr are: 

 B value, if for all axioms of C there is an axiom of 
C’ that verifies predicate Pr, and vice-versa. For 
example, I(AC, AC’) = B if for all axioms in AC, there 
is an axiom in AC’ that intersects this axiom (as 
determined by rules R1 to R5 defined in the previous 
section), and vice-versa; 

 S value, if there exist some axioms of C and axioms 
of C’ that verify predicate Pr, but not all; 

 N value, if there exists no axiom of C and C’ that 
verifies predicate Pr. 

These principles for determining the value of a predicate 

are formally expressed as follows (where logic symbols are 

∀(for all), ∃ (there exists) ⊥ (disjoint) and ¬ (negation)): 
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For C and C’, the domain of quantifiers i and j is 

respectively i ∈ {1,…, n} and j ∈ {1,…, m}.  

 

As for the composition operator ⊗Pr, it takes as input the 

value for the three predicates for C and C’, and returns the 

semantic relation between C and C’, according to the 14 

possible combinations of predicate values identified in 

Table 1. This table defines the ⊗Pr operator: each 

combination of values for the three predicates is associated 

with a resulting semantic relation. For example, C 

(semantically) contains C’ if I(AC, AC’) = B, C(AC, AC’) = B 

and CI(AC, AC’) = S (second line of Table 1). In the 

associated illustrations, blue sets represent axioms of C, and 

red sets axioms of C’. 

 
TABLE I.  SEMANTIC RELATIONS IN FUNCTION OF THE COMBINATION 

OF PREDICATE VALUES (⊗PR OPERATOR) 

Semantic 

relationship 

(C, C’) 

Value 

of 

I(AC, 

AC’) 

Value 

of 

C(AC, 

AC’) 

Value 

of 

CI(AC, 

AC’) 

Representation 

1. 

Equivalence 

B B B 

 

2.  

Contains 

B B S 

 

B B N 

 

3. Contained 

In 

B S B 

 

B N B 

 

4. Partial S-

Containment 

(S=Symetric) 

B S S 

 

S S S 

 

5. Partial L-

Containment 

(L-LEFT) 

B S N 

 

S S N  
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6. Partial R-

containment 

(R=RIGHT) 

B N S 

 

S N S 

 

7. Strong 

Overlap 

B N N 

 

8. Weak 

Overlap 

S N N 

 

9. Disjoint N N N 

 

 

This fuzzy semantic mapping mechanism describes how 

the fuzzy inclusion and semantic relation can be computed 

between a query concept and semantics of sensor data, and 

therefore supports fuzzy query propagation. It is worth 

noting that the approach requires the user to formulate 

within its query a fuzzy function for the fuzzy properties, 

which might not be straightforward for users who are not 

familiar with fuzzy set theory. Therefore, we note that 

further work is required to develop a friendly interface to 

help capture the fuzziness in user’s queries in an easier 

fashion. Similarly, the approach requires that the fuzziness 

of sensor data be formally described and available within 

sensor metadata. In this respect, we note that several 

proposals have already been made for the development of 

Fuzzy Description Logics (DL) [40], DL being the 

underlying formalism of OWL, the W3C-recommended 

language for the Semantic Web [43]. 

VI. EVALUATION 

In this section, we present the evaluation of the fuzzy 

query propagation approach. The presented evaluation is 

based on the comparison of the approach with the flooding 

algorithm, which consists in flooding the network through 

all available communication channels between sensors. We 

also compare the crisp version of the algorithm with the 

fuzzy version to verify whether the fuzzy algorithm helps to 

find more relevant sensors than the crisp version. Finally, to 

further investigate the behavior of the algorithm, we 

compare the results using different fuzzy inclusion 

thresholds as criteria to select query recipient nodes.  

The approach was implemented as a simulation in Java 

(Eclipse 3.4, JDK 1.6) with a maximum of 20,000 nodes. 

Nodes were randomly assigned metadata using a set of 

metadata into which variations were randomly introduced. 

The original metadata was obtained from the SensorML 

descriptions available on the Geospatial Cyberinfrastructure 

for Environmental Sensing platform (GeoCENS), an online 

platform that enables simplified searching, storing and 

sharing of environmental and other georeferenced data [2], 

to which we have added fuzzy membership functions on 

their location and some thematic attributes (e.g., 

temperature, precipitations and soil moisture) for the 

purpose of the simulation.  

The simulations performed were compared in terms of 

the rate of dissemination of the query to the relevant sensor 

nodes. The approach is efficient if the least sensor nodes are 

sent messages for a maximum of relevant nodes being 

reached and identified as query recipients. The rate of 

dissemination compares the percentage of relevant nodes 

that were selected as query recipients (vertical axis) versus 

the number of sensor nodes that were reached (i.e., that 

received the query message) (horizontal axis). Therefore, we 

are not only evaluating the ability of the algorithm to 

propagate the query while reducing energy consumption, 

but also the ability to find the best path to maximize the 

recall and accuracy. The relevant nodes with respect to a 

query were identified manually during the setting of the 

simulation and used as authoritative result for the evaluation 

of the approach.  

Figure 5 shows the assessment of the rate of 

dissemination for the flooding, crisp, and fuzzy algorithms, 

tested with a fuzzy inclusion threshold of 0,40.  

 

 
Figure 5. Rate of dissemination using flooding, crisp or fuzzy 

propagation algorithm 

 

The flooding algorithm, because it reaches all nodes of 

the network, is able to achieve a 100 percent recall of 

relevant sensor nodes. But this is only at the very high cost 

of sending messages to all nodes of the network, which is 

not appropriate in an environment where the energy of 

sensors must be saved since it is not guaranteed that sensors 
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are easily accessible and can be replaced or their energy 

source renewed; for example some sensors are buried to 

measure soil moisture, while others are underwater to 

measure water temperature, etc. Meanwhile, the crisp 

algorithm can only achieve a 43 percent recall of relevant 

nodes. This is because the crisp query is very restrictive in 

comparison with the fuzzy query. While the fuzzy algorithm 

is more costly that the crisp algorithm (20 percent more 

nodes received a query message), its performance 

counterbalances this cost since the recall of relevant nodes 

reaches over 90 percent.  

Figure 6 shows the rates of query dissemination to 

relevant sensors for different values of the fuzzy inclusion 

threshold (0,20, 0,40, 0,60 and 0,80).  

 

 
Figure 6. Rate of dissemination using various fuzzy inclusion 

thresholds 

 

When the algorithm is set with a 0,20 or 0,40 fuzzy 

inclusion threshold, the difference in the recall of relevant 

nodes is very slight, suggesting that even low fuzzy 

inclusion between 0,20 and 0,40 might be sufficient to 

indicate relevance. 

However, with a low threshold, a significant number of 

sensor nodes that are not relevant are accessed in 

comparison with the 0,40 threshold. With the 0,60 and 0,80 

thresholds, an important percentage of relevant nodes are 

missed and the query propagation is stopped after reaching a 

smaller number of nodes. Although this study does not 

demonstrate which threshold is appropriate at all times, 

since this is likely to depend on the data being used, this 

demonstrates that the choice of the fuzzy inclusion threshold 

is a determining factor influencing the efficiency of the 

approach. Therefore, a testing phase with sample network is 

necessary to establish the more relevant threshold.  

 

VII. CONCLUSION AND FUTURE WORK 

In the geospatial domain, it is essential to consider the 

uncertainty and fuzziness of geospatial phenomena. In a 

previous paper, we had presented an approach for fuzzy 

semantic mapping of fuzzy geospatial ontologies [6]. In this 

paper, we have demonstrated one of the possible 

applications of this approach through incorporating it into a 

new approach for fuzzy query propagation in sensor 

networks.  

Sensors are devices intended to monitor environmental 

conditions, and they can be interconnected through so-called 

sensor networks. Due to energy, processing and memory 

limitations pertaining to their size, sensors of a network 

cannot be all reached by an application. They must rather be 

queried and their data retrieved through intermediary sensor 

nodes of the network. This situation creates the need for 

query propagation mechanisms that are efficient in terms of 

cost, but that are also able to retrieve requested data. At the 

same time, we believe that the fuzziness of query and sensor 

data must be taken into account in query propagation to 

improve the ability to retrieve relevant data. This created the 

motivation for the fuzzy query propagation approach that 

has been proposed in this paper. The fuzzy query 

propagation approach comprises a first propagation step 

towards relevant clusters of sensors, therefore varying the 

sensor nodes that will have to redistribute the query; it is 

followed by an intra-cluster query propagation phase. In 

both phases, the fuzzy semantic mapping mechanism is used 

to select query recipients. The experiments that were 

conducted show that in comparison with a crisp approach, 

taking into account the fuzziness indeed improves the recall 

of relevant data while avoiding the increase of propagation 

cost. We have also noted that one challenge or limitation 

raised by our research is related to the impact on the 

performance of the approach of some parameters of the 

proposed algorithm, including the fuzziness threshold being 

chosen to select query recipients. Therefore, further research 

is required to investigate avenues for helping the user to 

select the appropriate threshold in a user-friendly fashion. 

Among future work being uncovered by this study, we 

plan to investigate the role of such fuzzy query propagation 

approach into the so-called semantic enablement of Spatial 

Data Infrastructures (SDIs). Because the objective of SDIs 

is to support the exchange of heterogeneous data and 

information among various providers and users, future 

research on SDIs will aim at integrating access to sensor 

networks through SDIs. Therefore, we foresee that future 

work on how to integrate fuzzy query propagation as a 

service into SDIs will be useful. Semantic-based query 

propagation strategies such as provided in this paper can be 

adapted to SDIs and coordinated with catalogue services so 

that the user can, through a single interface, search for either 

data from web services registered in centralized catalogues 

or data from dynamic networks made accessible through 

SDIs. 
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Abstract - Short range communications in dense residential 

environments enable anytime high data rate connectivity, 

however also pose new challenges regarding the efficient 

operation of network devices, related to their co-existence. 

These challenges mainly concern capacity requirements on the 

one hand and the interference effect that each device creates to 

its neighboring ones on the other. This paper presents a 

cooperative distributed algorithm for power control and 

interference mitigation based on ad-hoc communication of 

networking devices. The algorithm also incorporates learning 

capabilities for strengthening the situation perception of each 

network element. Both versions of the algorithm, the core 

cooperative power control, and the learning enhanced one, 

have been deployed in WiFi Access Points and tested in an 

office environment in order to showcase their applicability. 

The experimental results prove that the incorporation of the 

presented algorithms leads to significant gains both in the 

energy consumption and the interference mitigation at the 

same time. 

Keywords – co-existence; cooperative power control; 

interference mitigation; learning; data mining; fuzzy logic. 

I.  INTRODUCTION 

The acute proliferation of wireless networking devices 
enables “anytime” and “anywhere” communications. This 
trend, coupled with large scale deployment of heterogeneous 
radio access networks in short range context, (APs, pico-
cells, etc.) and in dense environments, (i.e., residential areas) 
imposes the need for developing mechanisms addressing 
issues related to co-existence in an efficient way. The 
capacity and energy efficiency requirements impose different 
constraints in the system, whereas the mentioned co-
existence results in high interference levels. 

In such communication environments, power control 
mechanisms aim at optimizing the network’s capacity and 
coverage and at the same time at achieving interference 
mitigation, reducing power consumption and extending 
battery lifetime. The purpose is to have improved QoS for 
the users as well as having the optimum overall network’s 
utility and reduced cost from the network operator’s 
perspective. Given the two aforementioned objectives, the 
mechanisms should be developed following a cooperative 

and distributed paradigm in order to avoid selfish behaviors 
that lead to suboptimum solutions. 

In this paper, a distributed and cooperative power control 
algorithm is presented and evaluated; the objective is, 
through power adjustment, to have an optimum tradeoff 
between the network elements’ capacity and the interference 
caused to the rest of the network elements belonging in the 
scheme. The Cooperative Power Control (CPC) algorithm, 
initially described in our previous work in [1], is applicable 
to short-range wireless networking environments, where the 
network elements are able to exchange interference and 
power information. Moreover, the proposed solution deploys 
learning capabilities to the devices in order to facilitate the 
evaluation of the previous decisions and improve the 
interpretation of the environment conditions. This paper 
builds on the previous work and presents an extensive 
experiment for the validation of the proposed algorithm. 
More specifically, we have developed the CPC algorithm 
and incorporated it in WiFi APs; our solution has been used 
in a real life experiment, in an office network environment, 
which highlights the merits from its incorporation in both 
energy consumption and interference mitigation.  

The rest of this paper is structured as follows: Section II 
presents proposed solutions available in the literature; 
Section III provides background information regarding fuzzy 
logic and k-Means; in Section IV, the baseline reference 
algorithm for cooperative power control is briefly described. 
Section V presents the learning-assisted algorithm, by 
describing the considered functionalities, the case study, and, 
the learning framework. Section VI describes the 
experimentation deployment and assumptions of the 
experimental analysis, whereas Section VII describes and 
analyses in details the experimental results. Finally, Section 
VIII concludes the paper. 

II. RELATED WORK 

The transmission power control adjustment has attracted 

the interest of researchers, given the benefits stemming from 

the introduction of power control schemes; thus several 

solutions have been proposed in the literature. In [2], Sun et 

al. propose to formulate the power control problem using a 

non-cooperative game; the solution converges once Nash 

equilibrium [3] is reached and is applicable to mobile ad-
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hoc networks. The strategy for the transmission power 

identification is related to the Shannon capacity [4] on the 

one hand and the energy waste due to the caused 

interference on the other. In [5], the authors introduce a 

competitive distributed and autonomous power control 

algorithm for cellular communication systems. This 

approach is mainly focused on the downlink communication 

but can be easily extended to take into account both 

downlink and uplink. The nodes set independently their 

Signal to Interference Ratio (SIR) targets and rely only on 

local information to proceed to power adjustment. The 

algorithm is proven to converge to the Pareto optimal 

solution when the system is feasible, but diverges otherwise 

[6]. In [7], a cooperative game-theoretic mechanism for 

optimizing power control is also proposed. In this solution, 

issues such as network efficiency and user fairness are taken 

into account in order to optimize a SINR-based utility 

function.  
The afore-described solutions are generic and focus on 

the transmission power control problem in general. However, 
specific solutions have been proposed in the literature, trying 
to tackle the transmission power control problem in WiFi 
networks. In [8], Mhatre et al. propose a power control 
algorithm that tries to mitigate interference in 802.11 
wireless network environments, by providing a starvation-
free transmission scheme based on the assignment of higher 
transmission power to cells that are more heavily loaded (i.e., 
the cells that have higher number of clients or clients with 
poor quality channel). This solution can be implemented in a 
centralized or a distributed manner; in case of the former the 
authors use a sampler in order to compute the optimum 
power vector of the AP topology by avoiding extensive 
signaling. However, misbehavior may occur in case power-
vectors of high probability exist, as the algorithm fails to 
search other possible vectors. In [9], a synchronous rate and 
power control system implemented in IEEE 802.11 AP is 
introduced. Such solution provides per-link power control 
without adaptations or modifications to the underlying 
802.11 MAC protocol, following an approach with two 
synchronized phases. In the former, an initial power level is 
identified so as to achieve admirable link performance 
whereas in the latter, further enhancements in the data rate 
and the transmission power level, based on the packet 
delivery rate are considered for avoiding performance 
degradation. The main disadvantage of this solution is the 
use of greedy schemes for power level allocation that cannot 
provide a maximum network throughput. In [10], Kowalik et 
al. propose the introduction of ConTCP, a power adaptation 
scheme that takes into consideration the links’ quality. 
Specifically, a reference node tries to calculate the 
approvable power level of each incoming wireless link, 
based on QoS level thresholds, and informs the AP for the 
selected power levels; the proposed scheme tends to perform 
well under specific network topologies, where simultaneous 
transmissions occur. In [11], the authors propose a power 
control method which discovers the required data-rate link 
within the transmission range through adjusting the 
transmission power to corresponding levels by recursively 

sensing the environment; this topology information is also 
used for the selection of the optimal route, in case of 802.11b 
WiFi mesh networks. In [12], ElBatt et al. propose a power 
management scheme for wireless ad-hoc networks with low 
mobility patterns; the classical shortest path routing 
algorithm coupled with the identification of the optimum 
transmission power level is used. This approach results to 
small clusters of ad-hoc nodes. However, even though the 
cluster-based interference is reduced, retransmission of 
packets and increase in the whole network interference is 
unavoidable. 

In terms of this paper, we apply a solution described in 
[1], aiming at power control in WiFi networks in a 
distributed cooperative manner. Our solution is based on and 
extends a cooperative power control scheme for wireless 
sensors [13] [14]. In the proposed approach, the CPC 
algorithm is applied in 802.11 WiFi networks and is also 
enhanced by introducing a learning scheme to strengthen the 
situation perception capabilities of each network element. 
The solution is based on a hybrid model which exploits the 
merits of fuzzy logic and data clustering. Compared to the 
rest of the afore presented solutions, the proposed and 
implemented one aims at maximizing network utility, which 
is being captured by the Shannon capacity and the 
interference caused to the neighboring APs. Thus, the benefit 
is in the overall network utility which also benefits the SINR 
in every node. Furthermore, given the fact that we use an 
adaptation mechanism for enhancing the situation perception 
of each network element, we ensure that the APs’ 
configuration will be the most suitable for the context where 
there are placed. 

III. BACKGROUND 

This section provides the background for the proposed 

solution. The baseline algorithm is based on an objective 

function which uses fuzzy logic for the calculation of the 

weights of the parts of the equation. The learning algorithm 

uses the k-Means data mining technique for the adaptation 

of the fuzzy logic controllers.  The rest of this section 

presents the principles of fuzzy logic and k-Means so as to 

create a standalone document. 

A. Fuzzy logic 

Fuzzy logic is an ideal tool for dealing with complex 

multi-variable problems; the nature of the decision making 

mechanism makes it very suitable for problems with often 

contradictive inputs. A fuzzy reasoner (Fig. 1) consists of 

three parts, namely: 

• The fuzzifier, which undertakes to transform the 
input values (crisp values) to a degree that these 
inputs belong to a specific state (e.g., low, medium, 
high, etc.) using the input membership functions. 

• The inference part, which correlates the inputs and 
the outputs using simple “IF...THEN...” rules. Each 
rule results to a specific degree of certainty for each 
output; these degrees then are being aggregated.  
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• The defuzzifier, where the outcome of the 
abovementioned aggregation is being mapped to the 
degree of a specific state that the decision maker 
belongs to. Several defuzzification methods exist; 
the most popular is the centroid one, which returns 
the center of gravity of the degrees of the outputs, 
taking into account all the rules, and is calculated 
using the following mathematical formula: 
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Figure 1: High level view of a fuzzy inference system 

 

B. k-Means 

k-Means is a well known data-mining clustering 

technique. The core idea of data clustering is to partition a 

set of N, d-dimensional, observations into such groups that 

intra-group observations exhibit minimum distances from 

each other (Fig. 2), while inter-group distances are 

maximized. k-Means [15] is based on the following objective 

function: 
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Where 

• c: the number of clusters,  

• Gi: the i
th
 group,  

• xk: the k
th

 vector in group Ji and represents the 
Euclidean distance between xk and the cluster center 
ci.  

The partitioned groups are defined by using a 

membership matrix described by the variable U. Each 

element Uij of this matrix equals to 1 if the specific j
th
 data 

point xj belongs to cluster i, and 0 otherwise. The element Uij 

is analyzed as follows: 
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This means that xj belongs to group i, if ci is the closest of all 
centers.  
 

 
Figure 2: Visualization of k-Means clustering for three clusters 

 

IV. COOPERATIVE POWER CONTROL- BASELINE 

ALGORITHM 

The proposed CPC algorithm is based on [13] and [14]; 

both approaches propose a scheme for distributed 

interference compensation in Cognitive Radio that operates 

in license exempt spectrum bands, using transmission power 

adjustment methodologies. The solution concerns ad-hoc 

networks and is based on an information exchange scheme 

for the identification of the appropriate transmission power 

levels. Each independent node of the topology sets its power 

by considering individual information, as well as 

information related to the neighboring nodes. More 

specifically, a node sets its power level by considering its 

Signal to Interference plus Noise Ratio (SINR) and the 

interference caused to its neighbors. The main idea of this 

approach is to prevent users to operate in the maximum 

transmission power levels.  
The authors assume a set of node pairs L that operate in 

the same frequency. The SINR for the i
th

 pair is given below 
[13]:  
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Where 

• pk
i: transmission power for user i on channel k 

• hii: link gain between i
th
 receiver and i

th
 transmitter 

• no : noise level (equals to 10
-2

) 

• p
k
j: transmission power for all other users on channel 

k, assuming that j ∈{1,2,…,L} and j≠i 

• hji: link gain between i
th
 receiver and j

th
  transmitter 

It is also assumed that the channel is flat-faded without 
shadowing effects. Since the channel is static, the only 
identified attenuation is the path loss h (channel attenuation 
or channel gain). Given that indoor urban environments are 
considered, the channel gain is hji = dji

-3
, where d is the 

distance between the j
th
 transmitter and the i

th
 receiver.  

The decision for the transmission power levels takes into 
account the negative impact (i.e., interference) of a node to 
its neighboring nodes. This is formalized using (5), which 
captures the notion of interference price; such price reflects 
the interference a user causes to other users within its 
transmission range and is given by: 
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Where 

• ui(γi(p
k
i)=θilog(γi(p

k
i)): logarithmic utility function, 

• θi: user dependent parameter. 
Both of the algorithms presented in [13] and [14] are 

based on a tradeoff between the capacity of a user and the 
interference caused to the corresponding neighborhood. This 
balance is being captured by the following objective 
function: 
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The first part indicates a relation to the Shannon capacity 
for the corresponding user, while the second part captures the 
negative impact in terms of interference prices that a user 
causes to its neighborhood. The a factor is introduced so as 
to capture uncertainties in the network; these uncertainties 
reflect the precision of the received and compiled 
information of each network element regarding the 
interference price which should have been available by the 
node’s neighbors. This is related to the fact that once a 
network element adjusts its transmission power, it informs its 
neighbors in an ad-hoc manner. This implies that even 
though a network element has collected information from all 
of its neighbors in order to adjust its transmission, the 
gathered data could be obsolete and, as a consequence, they 
will not capture neighborhood’s current state. The 
obsolescence of the interference prices is related to the 
update interval (i.e., the periodic update) of each network 
element. In [13], α is set in a static manner as 25%. In [14], a 
fuzzy reasoner is introduced in order to identify, in a more 
dynamic way, uncertainties in the network based on the 
network’s status; the inputs (number of users, mobility, 
update interval) of the fuzzy reasoner capture the volatile 
nature of the ad-hoc network, whereas the output of the 
fuzzy reasoner is the Interference Weight. The a factor is 
defined as 1/β Interference Weight + 1 (β has the maximum 
value of the Interference Weight).  

The algorithm consists of three steps, namely, the 
initialization, the power update and the interference price 
update. The former is related to the assignment of initial 
valid transmission power and interference price values. The 
second part concerns the transmission power update based 
on the interference prices each node receives from its 
neighbors. Finally, the interference price update captures the 
communication of its interference prices to the 
neighborhood, by every network node. The second and the 
third steps are asynchronously repeated until the algorithm 
reaches a steady state (i.e., a state where every network 
element has the same transmission power for two 
consecutive time iterations).  

The main deficiency of the afore-described scheme is 
related to the static perception of the environment (i.e., a 

factor that captures the network’s dynamics). Even in the 
case where the fuzzy reasoner is used for capturing the 
uncertainties in the network, the environment interpretation 
model (i.e., membership functions of the fuzzy reasoner) is 
static. More specifically, in the latter case, the environment 
interpretation is based on expert’s knowledge and is induced 
to the network elements by its input membership functions. 
This implies that all network elements with the same 
configuration have the same situation perception as well. 
Moreover, it would be a major benefit for the network 
administrators to enable network elements to evolve the way 
they interpret their environment; this could be achieved by 
changing the shape of the input membership functions. In 
order to tackle the static definition of the situation 
perception, we propose a feedback-based learning scheme 
that evaluates how the network performed after a 
transmission power adjustment, in terms of the interference 
prices. 

V. LEARNING ENHANCED COOPERATIVE POWER 

CONTROL FRAMEWORK 

In our previous work in [1], we have proposed the 

application of the algorithms introduced in [13] and [14] in 

a completely new application area, that of WiFi Access 

points; the cooperative power control among the network 

elements is the objective of this algorithm in order to 

maximize the network’s utility. More specifically, we 

suggest that the WiFi APs should cooperate in order to 

minimize the caused interference, by adjusting their 

transmission power and at the same time having the 

optimum transmission power based on the Shannon 

capacity. 

In terms of this paper the learning enhanced CPC is 

being presented and evaluated in a real life experiment. In 

this section the functionalities that should be incorporated in 

the CPC enabled network elements (i.e., in this case WiFi 

APs) are described. Then, the case under investigation, 

where the modified CPC is applied is being presented along 

with the learning algorithm used for the adaptation of the 

situation perception of the CPC. 

A. Functional Architecture 

In order to deploy the CPC in the considered 
environment, network elements should be enhanced with a 
set of software modules namely “Power Control”, the 
“Learning”, the “Memory”, the “CPC communication”, the 
“Control Engine” and the “Monitoring”. Fig. 3 presents the 
functional architecture of the software implementation of the 
CPC.  

Each software module provides a set of functionalities in 
order to enable the instantiation of the CPC in WiFi APs; 
more specifically: 

• The “Power Control” incorporates the functionalities 
for the calculation of the metrics (interference 
prices) and the objective function that each network 
element has to maximize. Furthermore, this part of 
the mechanism implements the fuzzy logic reasoner 
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for the calculation of the Interference Weight and the 
α factor, 

• The “Learning” part incorporates the learning 
mechanism for enhancing the network element’s 
situation perception. 

• The “Memory” contains all the information required 
for the CPC; this information may be local and 
related to the AP under consideration (ex. TxPower, 
SINR, local IPs and MACs, etc.), or related to 
neighboring network APs (physical topology 
information – distances from neighbors, network 
information – neighbors’ IPs and MACs, algorithm 
information – neighbors’ interference prices and 
TxPowers). 

• The “CPC communication” software module 
consists of two parts, the client and the server. As 
mentioned afore, the basis of the CPC scheme is 
related to the asynchronous information exchange 
among the network elements. This implies that each 
network element operates as a server, where the 
neighboring WiFi APs are being associated and also 
as a client in order to associate to the neighboring 
APs. 

• The “Control Engine” is responsible for the 
enforcement of the re-configuration action, which in 
the considered case is the TxPower adjustment.  

• The “Monitoring” software module is responsible 
for the two types of monitoring tasks, the local and 
the neighborhood/cluster. The former is related to 
monitoring of local metrics and measurements (e.g., 
identification of local TxPower, associated users, 
sensed APs, etc.) whereas the latter is related to 
cluster information (e.g. MACs and IPs of 
neighboring APs, physical topology graph, etc.).  

The afore-described software comprises the CPC 
application that has been deployed in every CPC-enabled 
network element. 
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Figure 3: Functional architecture of the CPC 

 

B. Case Study 

In the case study under investigation, we assume the 
presence of several WiFi APs located in the considered area. 
These APs communicate via wireless links in order to 
exchange their interference values. Based on these values 
each network element adjusts its transmission power (Fig. 4). 

  
 
 

Figure 4: Envisaged network topology 

 
Given the assumption that the APs communicate 

asynchronously and each one might have its locally-set 
update period, it is possible that the APs are unaware of the 
current network’s status (from the messages exchange). Such 
problem becomes even more acute if we consider that the 
network elements might lose some messages during the 
messages exchange procedure due to the nature of the 
applied information fusion scheme and the sensitivity of the 
wireless medium. This implies that the use of the fuzzy 
reasoner is imperative for capturing the uncertainties [14]. 
The WiFi application area though, poses the need for 
modification of the inputs and the inference engine of the 
fuzzy logic controller. Thus, the number of the WiFi APs in 
the vicinity, the number of users in the vicinity (associated to 
WiFi APs) and the update interval are used as inputs of the 
fuzzy reasoner. In case of completely new application areas, 
new/modified fuzzy reasoners could be incorporated so as to 
be more suitable to the use case under discussion. The way a 
network element perceives its environment is based on the 
input and output membership functions. As in [14], the 
inputs’ membership functions initially are set to have 
triangular shape, mainly in order to capture the strict nature 
of the inputs.  

Table I provides the rules of the inference engine of the 
fuzzy reasoner. The most crucial input for the decision 
making process is the update interval. This input depicts the 
frequency of the information updates about the interference 
price of a network element to its neighbors thus capturing 
how recent is the view of a network element, based on the 
inputs from its neighbors. These inputs will be used for the 
calculation of the TxPower (Section IV). 
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Figure 5: Message sequence chart for two WiFi APs 

TABLE I.  RULES OF THE FUZZY REASONER 

Rule 

Number 

Num of 

WiFi Aps 

Num of 

Users 

Update 

Interval 

Interference 

price 

1 Low Low Low Low 

2 Low Low Medium Low 

3 Low Low High Medium 

4 Low Medium Low Low 

5 Low Medium Medium Medium 

6 Low Medium High Medium 

7 Low High Low Medium 

8 Low High Medium Medium 

9 Low High High High 

10 Medium Low Low Low 

11 Medium Low Medium Medium 

12 Medium Low High High 

13 Medium Medium Low Medium 

14 Medium Medium Medium Medium 

15 Medium Medium High High 

16 Medium High Low Medium 

17 Medium High Medium Medium 

18 Medium High High High 

19 High Low Low Medium 

20 High Low Medium Medium 

21 High Low High High 

22 High Medium Low Medium 

23 High Medium Medium Medium 

24 High Medium High High 

25 High High Low Medium 

26 High High Medium High 

27 High High High High 

 
As briefly described in Section IV, the CPC consists of 

two separate iterative procedures, the power update and the 
interference price update. In the former, consider a network 
element i, which updates its transmission power using a time 
interval tai∈Tai, where Tai is a set of positive time instances 

in which the AP i will update its transmission power level 

and ta1≠ ta2≠…≠ tai. Similarly, each WiFi AP i has an 

interference price update interval tbi∈Tbi, where it updates its 
interference price and announces the updated interference 
price πi

k
 to the rest of the WiFi APs belonging in the scheme. 

Fig. 5 provides the messages exchange and the operations’ 
sequence on a scheme with two WiFi APs; this could be 
generalized for more APs as well. 

C. Learning Algorithm 

The proposed learning algorithm consists of three parts, 

namely, the monitoring/labeling, the classification and the 

adaptation of the fuzzy reasoner. Each network element that 

is part of the network monitors its own environment. Every 

time that the network elements collaboratively proceed in 

transmission power adjustment, their interference prices are 

being compared to the previous ones and the interference 

factor calculations are being labeled as: 

• Beneficiaries: for the decisions that led to reduction 
of the interference value caused to the neighboring 
network elements, 

• Neutral: for the decisions that led to similar 
interference values. In such cases the decision could 
not be characterized either as correct or wrong, 

• Non Beneficiaries: the decision led to an increase of 
the interference value caused to the neighboring 
network elements. 

More specifically, periodically, the network elements 
cooperatively identify the optimum transmission power 
using the methodology described in Section IV; the iterative 
procedure requires finite number of steps (i.e., maximum 30 
iterations). Before every periodic transmission power 
adjustment, the interference value is being compared to the 
value before the last transmission power adjustment (Fig. 6). 
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Tx Power adjustment Tx Power adjustment

Ii Ti Ti+1

Ii+1

 
Figure 6: Timeline for Interference calculation and transmission per 

adjustment 

 
The input vector Z

→
i (i.e., num of WiFi APs, num of 

users, update interval) of each network element is being 
evaluated against a predefined fuzzy inference system and 
results to an a value which, in conjunction to the interference 
prices, is used for the calculation of the optimum 
transmission power. Comparing the interference prices just 
before the initiation of the i

th
 transmission power adjustment 

and the (i+1)
th
 we label the decision accordingly (i.e., Yi is 

beneficiary, neutral or non beneficiary). The comparison is 
done using the Euclidian distance metric. This procedure 
results to a set (S) of labeled decisions which have been 
correctly labeled (at a great level of certainty) through the 
afore-described phase. Table II presents the key points of 
monitoring/labeling part of the developed algorithm. 

 

TABLE II.  MONITORING/LABELING ALGORITHM 

Input: Approximation Parameter ε, Sample Size N 

Output: Set of observations S 
1. S�O 

2. i=0  

3. while true 

4.1 i++ 

4.2 Retrieve vector Z→i and IP→i 

4.3 αi� fuzzy logic ({# WiFi APs, # Users, Update 

Interval}) 

4.4 Calculate TxPower 

4.5 Wait for Z→i+1 and IP→i+1 

4.6 Calculate Ifactor
i+1 

4.7 If (|Ifactor
i -  I

factor
i+1|<ε) → Yi=Neutral 

 Else (|Ifactor
i -  I

factor
i+1| >ε) and (Ifactor

i -  I
factor

i+1> 

0) → Yi = Beneficiary 

 Else (|Ifactor
i -  I

factor
i+1| >ε) and (Ifactor

i -  I
factor

i+1< 

0) → Yi = Non Beneficiary 

4.8 S � S U { Z→i+1, IP→i+1, Yi} 

5. return S 

 
On sequence, we formulate three clusters using the 

labeled data in order to exclude the misclassfied data from 
the previous step; the clustering is performed using k-Means 
Thus, each network element maintains a set of three clusters, 
one for classifying every decision type. By representing each 
cluster to a 3D grid we map each cluster to a geometrical 
object (i.e., sphere Si). Each sphere is centered at 
Cj=Σi=1

|Ci|
Si/|Ci| and has radius Rj=maxi=1

|Ci|
||CEi-Si||. 

For each couple of clusters i, j, the cluster centers Ci, Cj 
define a line ε that interconnects the two points. This line can 
be described by the following equation: 

 ( ),  1...
m m m m

p x u y x m d= + ⋅ − =  (7) 

Line ε intersects with spheres Si and Sj in four points 
which can be retrieved by substituting the pm values into the 
following hypersphere equations: 

 2 2

1
( )

d

i m m im
D p x R

=
→ − =∑  (8) 

 2 2

1

( )
d

j m m j

m

D p y R
=

→ − =∑  (9) 

A simple way of identifying the bounds would be to 
extract the intersection points which belong to different 
hyperspheres and exhibit minimum distance from each other 
[16]. Then, as shown in Fig. 7, we map the identified bounds 
to the input membership functions of the fuzzy reasoner; this 
results to the modification of the environment perception of 
each network element. 

 

 
Figure 7: Clustering and bounds extraction mechanisms 

VI. DEPLOYMENT 

In order to experiment with the developed solution, we 
have proceeded in a series of real life experimentations in 
our premises. For this purpose we have used the proof of 
concept that we have implemented, which instantiates the 
algorithm described in Section V. 

A. Environment Description 

For the experimentation a set of Soekris devices has been 
used; such devices are low-power, low-cost, Linux-based 
communication computers (500MHz AMD Geode LX, 
512MByte DDR-SDRAM) that act as re-programmable 
WiFi APs by using IEEE 802.11b/g radio access technology 
[17]. In all Soekris devices we consider two wireless 
interfaces, one is the actual AP interface and the other one is 
used for monitoring; the former is the AR5413 mini-PCI [18] 
Card whereas the latter is the WUSB54GC USB card [19]. 
The APs deploy their own network and route the information 
to the internet through NAT. APs are connected through the 
backbone network and communicate with a standalone 
machine which aggregates information and provided triggers 
for the initiation of algorithms. The CPC implementation is 
based on Java programming language using several external 
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(a) (b) 

Figure 8: (a) Physical topology of the experimentation environment, (b) network topology of the experimentation environment. 

libraries. The most important of them are the jFuzzyLogic 
[20] for the “Power Control” module and Apache MINA 
[21] for the “CPC communication” module. For the 
“Monitoring” module the Linux kernel utilities are exploited. 

Four Soekris devices have been placed in our premises, 
which suggest a typical small office environment consisting 
of three rooms, with 15 researchers (Fig. 8(a)). The 
researchers used these APs for 3 consecutive days for 10 
hours each day (from 10:00 CET until 20:00 CET on July 9

th
 

2012, where our algorithms are not installed and the 
measurements are used for extracting the control data, and on 
July 10

th
 and 11

th
 2012 where our algorithms operate for the 

transmission power control) in order to access the internet 
and perform all normal, working-day, activities. Overall 
traffic throughout the day ranged from 1 to 10 Mbps while 
APs were configured to operate at 5.5Mbps throughput. The 
network layout is depicted in Fig. 8(b). 

In all three days of our experiment, the one for the 
control data generation and the two where the CPC was 
embedded in the Soekris devices, we have attempted to 
procedure almost identical experimental conditions. The 
bandwidth requirements were reproduced – however user’s 
mobility could not be identically reproduced.   

B. Assumptions 

As mentioned afore, the CPC scheme is based on the 
assumption that it will operate on an urban area. Thus, the 
generic assumptions of the algorithm should be also adapted 
accordingly.  

The WiFi APs are placed in an indoor environment and 
communicate via specific communication interfaces. This 
implies that the distance among the network elements needs 
to be defined. In the proposed approach, the methodology of 
[22] and [23] is being followed.  

The propagation obeys to certain models, from which the 
log-distance model is one of the most simple; the following 
equation describes the behaviour of such model: 

1
log ( 20 log 20 log(4 ))

10
TX RX TX RX ad P P G G X

n
λ π= − + + − + −

⋅
   (10) 

Where  

• d (m): the estimated distance between the transmitter 
and the receiver, 

• PTX (dBm): the transmitted power level, 

• PRX (dBm) is the power level measured by the 
receiver, 

• GTX (dBi): the antenna gain of the transmitter, 

• GRX (dBi): the antenna gain of the receiver, 

• n: measure of the influence of obstacles like 
partitions and ranges from 2-5 (2 for free space, 4-5 
in case obstacles are considered), 

• Xα: normal random variable with standard deviation 
of α. This variable captures the variance of the 
fading phenomena in an indoor environment, 

• λ (m): the wavelength of the signal (for WiFi can be 
considered 0.12). 

In the proposed experimentation, and for a typical office 
environment, n has been set to 5 and Xα to 20. Regarding the 
transmission power, which is the actual parameter of our 
implementation, it is related to the equipment’s capabilities. 
Specifically, TxPower, is limited by the WiFi card’s 
capabilities; 10dBm is the lowest price whereas 27dBm is 
the highest. 

VII. EXPERIMENTATION ANALYSIS  

For the evaluation of the CPC algorithm, we have 
followed an extensive experimentation scenario, in a real 
office environment in order to validate the applicability of 
the proposed solution and also to highlight the energy and 
network benefits from the incorporation of our algorithms. 
The experimentation analysis moves towards two directions, 
on the testing of the CPC and its applicability in the use case 
under consideration (i.e., a realistic WiFi office environment) 
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(a) (b) 

  
(c) (d) 

Figure 9: Transmission power adjustments in the four Soekris APs using the Cooperative Power Control scheme in (a) Soekris AP1, (b) Soekris AP2, 

(c) Soekris AP3, (d) Soekris AP4 

and on the evaluation of the learning/adaptation capabilities.  
Fig. 9 and 10 capture our experimentation results for the 

first day, where the CPC algorithm operates without the 
learning part; this implies that the first day of 
experimentations the algorithm operates in order to gather 
data which will be used for the adaptation of the situation 
perception (i.e., first day of the experimentations). The 
experiment has started 10:00 CET and has finished 20:00 
CET. The four Soekris APs have been placed in our testbed 
and we have been measuring for this period the transmission 
power of their WiFi cards; the transmission power ranges 
from 10 to 27 dBm. Fig. 9 presents the transmission power 
for the 10 hours of the experiment. In order to evaluate the 
operation of the network for several topologies, initially we 
have all four Soekris operating, whereas as the experiment 
proceeds we turn them off one by one and we leave only one 
operational. For each of the Soekris devices (and considering 
that the 10dBm is the basis of the TxPower for each AP) we 
see the actual gain compared to setting the transmission 
power to the maximum TxPower (i.e., 27 dBm). The energy 
gain at each of APs 1, 2, 3, and 4 is 12.51%, 10.75%, 
33.33% and 21.23% respectively. Also, it is obvious that the 
more the APs, the more energy gains we have, due to the 
collaborative nature of the algorithm. Also, what should be 
noticed is the fact that the APs change very often their 
TxPower levels. This is related to the highly volatile office 
environment, with moving users and the many interference 
sources (i.e., moving users, cell phones, Bluetooth devices, 

etc.), in relation to the fact that the APs identify the network 
topology considering indoor path loss models. Such models, 
if we assume static environments, without moving users 
operate with accuracy, however in the case under discussion, 
the network elements need to calculate the topology on a 
constant basis, in every CPC loop. 

Fig.10 provides the 6
th
 degree polynomial function of the 

SINR measurements during the experimentation. At any 
case, the SINR is better compared to the case where 
maximum TxPower has been set to the APs. For the AP 3 
and 4 the experiment stops at the time that these APs are 
being turned off (13.20 and 14:20 respectively) and we see 
that when all four Soekris operate, the SINR to all of them is 
low. When we start turning off AP we observe that the SINR 
to all the operating ones starts increasing; this is related to 
the fact that the interference that is caused reduces as well. 
Finally, only one, AP 2, remains operational and we have a 
huge increase in the SINR, which has started when we turned 
off AP3 and AP4; however we should take under 
consideration that the overall capacity reduces. 

Fig.11 presents the number of iterations every time the 
CPC is being triggered. We consider that the CPC is being 
triggered periodically, every 5 minutes. The Soekris APs 
exchange messages asynchronously; everyone using its own 
intervals. We observe that the scheme converges in small 
number of iterations most of the times (mean value of 
iterations 3.876). 

The initial configuration of the network elements is a 
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(a) (b) 

  
(c) (d) 

Figure 10: SINR evolution during the experimentation period for (a) Soekris AP1, (b)Soekris AP2, (c)Soekris AP3, (d)Soekris AP4 

generic one and captures a great variety of environments. 
However, for both the physical and network topology which 
has been used for experimentation, this configuration is not 

the most suitable one. Thus, the adaptation scheme that has 
been presented in Section V.C has been incorporated. 

During the first experimentation day of the CPC in the 
Soekris devices, the inputs of the fuzzy reasoner are being 
collected. Then, the tuples are being clustered and the 
overlapping areas are being mapped to the uncertainty 
bounds in the input membership functions. Fig. 12 provides 
the transmission power throughout the second 
experimentation day for all Soekris devices, with the adapted 
input membership functions (learning-based CPC scheme). 

As it is obvious, the CPC scheme is more sensitive to the 
environment, compared to the previous day of 
experimentations. Given the fact that they operate in the 
same environment, the APs proceed even more often in 
transmission power adjustments. Also, when only two APs 
remain operational, as the experimentation proceeds, we 
observe that they proceed in transmission power 
adjustments, according to the environment stimuli, contrary 
to the first day, where the transmission power adjustment 
mainly occurred when all the APs were operational. 

 
Figure 11: Number of iterations every time the CPC is being triggered 
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(a) (b) 

  
(c) (d) 

Figure 12: Transmission power adjustments in the four Soekris APs using the Learning enhanced Cooperative Power Control scheme in (a) Soekris 

AP1, (b)Soekris AP2, (c)Soekris AP3, (d)Soekris AP4 

 
(a) (b) 

 
(c) (d) 

Figure 13: SINR evolution during the experimentation period for (a) Soekris AP1, (b)Soekris AP2, (c)Soekris AP3, (d)Soekris AP4 

Furthermore, we observe significant energy gains, in 
relation to the case without learning capabilities. More 
specifically, AP 1 has 24.73% less power consumption 
compared to the maximum transmission power, whereas AP 
2 consumes 18.01% less power, AP 3 14.69% and AP 4 
5.65%. Given the fact that AP1 and 2 are the APs that 

remain operational almost throughout the experiment, we 
conclude that the energy gains are even more significant. 
Regarding the SINR, it remains in the same levels as in the 
case of the core CPC algorithm (Fig. 13), due to the fact that 
the objective function to be optimized is the same. The APs 
proceed in power adjustments in lower transmission power 
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levels resulting in less interference as well; however the 
SINR remains at the same levels, due to the decrease in both 
metrics (i.e., TxPower and interference). Fig. 14 presents the 
number of iterations every time the CPC is being triggered 
after the learning procedure. Similarly to the core CPC, we 
observe that the scheme converges in small number of 
iterations most of the times; furthermore, we observe a slight 
decrease in the overall mean value of iterations (3.47) which 
also highlights that the system has become more suitable to 
its environment. Finally, considering that the algorithm is 
being triggered periodically, every 5 minutes for 10 hours, 
we observe that the adaptation algorithm enhances the 
situation perception scheme using relatively small amount of 
measurements (4 AP * 120 measurements/AP = 480 
measurements). 

 

VIII. CONCLUSION AND FUTUREWORK 

This paper proposes an algorithm for power control and 

interference mitigation. The solution also incorporates 

learning capabilities in order to enable the network elements 

to adapt to their situation perception according to the 

environment stimuli. The learning procedure captures the 

positive or the negative impact of an action (i.e., 

transmission power set value) in the interference that a 

network element causes to its neighbors.  

The novelty of our contribution is the combination of the 

merits of fuzzy logic and data clustering for the optimal 

interpretation of the network uncertainties and its 

incorporation to the CPC algorithm. The network 

uncertainties have been identified using the cluster overlaps; 

the latter are then being translated in the environment 

perception of the fuzzy reasoners (i.e., input membership 

functions).   

The proposed solution has been tested in a realistic office 

environment in a real life experiment. The algorithm has 

been deployed in WiFi APs and used for their transmission 

power control. The experimental analysis proved the 

applicability of the CPC and the benefits from its 

incorporation. More specifically, the network elements have 

significant energy gains by incorporating the CPC; the 

addition of the learning capabilities in the APs makes them 

more sensitive in the environment stimuli. The experimental 

analysis proved that also the WiFi APs SINR benefits from 

the incorporation of the CPC; in every case the SINR is 

improved compared to an environment where all APs set 

their TxPower to maximum levels. Thus, the network 

elements achieve higher SINR levels and also have energy 

gains by setting their TxPower to the most suitable level for 

them and for the overall network. 

Our future work includes the incorporation of more 

sophisticated data mining techniques (e.g., Support Vector 

Machines, C-Means, Subtractive clustering, etc.) in order to 

have better adaptation to the environment. Furthermore, the 

incorporation of outlier detection techniques will be 

investigated in order to ensure that only valid measurements 

will be used for the learning procedure. 
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Abstract - Interoperability support is a key outstanding 

requirement for autonomic computing systems, and this need 

stems from the very success of these systems. Autonomic 

computing is increasingly popular; soon autonomic control 

components will be commonplace and present in almost every 

large or complex application. Interoperability between 

autonomic managers is an increasingly urgent concern, as the 

proliferation of autonomic systems inevitably leads to 

situations where multiple autonomic components coexist and 

interact either directly or indirectly within the same 

application or system. Problems can arise when numerous 

independently designed autonomic components interact, 

potentially destabilising systems. We advocate a service-based 

approach to interoperability and present a set of requirements 

for such an approach as well as a suitable architecture. A key 

component of this architecture is the Interoperability Service 

with which Autonomic Managers register their management 

interests and capabilities, using a management description 

language. The Interoperability Service automatically discovers 

and manages potential conflicts between manager components. 

Developers integrate Autonomic Managers with the 

Interoperability Service by importing its interfaces. This 

allows the Interoperability Service to automatically suspend 

and resume managers, or specific management functions as 

necessary, driven by the automated conflict detection. We 

illustrate the use of the Interoperability Service in a data-

centre scenario in which independently developed power 

management and performance management autonomic 

components operate. 

Keywords - Autonomic systems; Interoperability; Services. 

 

I. INTRODUCTION 

Autonomic Computing (AC) has matured rapidly from a 

hot research topic to an accepted and valued technique for 

automating system management, in less than a decade. The 

main reason that the popularity of AC has grown so strongly 

in such a short timeframe is because it offers solutions to the 

problems caused by high complexity in systems. This 

complexity arises from large numbers of interacting 

components, typically with high functionality and with high 

operational speeds working in high throughput applications. 

The number of possible configurations and the different 

interactions and sequences of interactions, increases at an 

exponential combinatorial rate as the underlying 

behavioural richness of the systems and sub-components 

increases. This rapidly leads to systems whose behaviour is 

beyond a human manager’s comprehension, certainly in 

terms of making real-time configuration decisions. 

Autonomic computing automates the management of one or 

more sub-components or resources, thus controlling certain 

elected characteristics of a system in a timely manner; 

increasing optimality and robustness and reducing errors. 

The sophistication of AC has also advanced at a spectacular 

rate. This is largely due to the reuse and extension of a wide 

range of reasoning and control concepts and techniques 

taken from established fields such as control theory and 

artificial intelligence. 

The rapid evolution of AC has been driven by a main 

focus on the internal reasoning techniques, and a bias 

towards isolated development and deployment of 

Autonomic Managers (AM) which tend to have a very 

specific operational envelope; in order to demonstrate the 

robustness of the core techniques and thus to gain 

acceptance for the overall concept of AC. 

However, the popularity of AC is driving expansion into 

ever more diverse application domains and increasing the 

variety of aspects of systems that can be automatically 

managed. This means that for future AMs, it is not safe to 

assume isolated management operation. In fact, it will be 

increasingly common for multiple AMs to coexist in any 

moderately sized computer system. 

Almost all systems use multi-vendor software solutions 

and this implies that there will be potentially a variety of 

manager components existing, even for any one specific 

function of a system. For many systems, autonomic 

management will arrive incrementally; as new functionality 

is introduced, and through upgrades of non-managed 

components to new managed versions. In some cases the 

introduction of management capabilities will not be obvious 

– third party developers may deliver components with 

internal management that is not exposed at interfaces to 

other components. 

Unplanned coexistence, or unexpected interactions could 

arise due to the highly dynamic nature of some systems in 

which configurations, and composition of components 

changes quickly. Automatic upgrades of individual 

components are another increasingly popular way by which 

systems behaviour changes over time, and not necessarily 

with the designer of a specific component having full 
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visibility of the whole system behaviour. Thus even a 

‘known’ manager component could suddenly introduce new 

behaviour or potential conflict.  

The possibility of coexistence and thus unplanned 

interactions or resource conflicts means that AMs will 

operate in environmental conditions not foreseeable by their 

designers. This means that an AM may pass behaviour tests 

‘in the lab’ but still exhibit undesired behaviour when 

deployed. 

This work extends our earlier work in [1]. We are 

interested in the challenge of interoperability for AMs, 

especially in the context of unplanned interactions, which 

can take many forms, but fall into two classes. Direct 

conflicts occur where two AMs attempt to manage the same 

explicit resource. Indirect conflicts arise when AMs control 

different resources, but the management effects of one have 

an impact on the management function of the other, or the 

combined effect of the two managers has an undesirable 

impact at system level. 

 The indirect conflicts are expected to be the most 

frequent and problematic, as there are such a wide variety of 

unpredictable ways in which such conflicts can occur. In 

addition, the effects of indirect conflict will be less obvious 

to detect and harder to diagnose than the direct conflicts. 

There will also be a range of severity of the effects of 

conflicts, from little consequence (such as a cancellation 

effect of opposing managers) whilst others could lead to 

serious performance or stability problems or even failure. 

The problem is illustrated with an example: Consider a 

system with two AMs: a Power Manager (PM1) shuts down 

servers that have been idle for a short time; and a 

Performance Manager (PM2) attempts to maintain a pool of 

idle servers to ensure high responsiveness to high priority 

applications. The two services were developed and 

evaluated in isolation and both performed perfectly; 

however the respective vendors did not envisage that they 

would co-exist. In current state of practice for AM 

development, interoperability is not a first-class concern, so 

each manager will be unaware of the other, i.e., it has no 

mechanism to detect and adapt to the presence and 

behaviour of the other. Bringing a shutdown server back on 

line has a latency of several seconds, thus when both AMs 

are co-resident PM1’s ‘locally correct’ behaviour defeats 

PM2’s contribution.  

This problem can only be resolved if an external agent 

(such as a human system manager) can detect, diagnose, and 

identify a solution to the problem. This illustration is quite 

similar to the situation described in [2], see section II. 

The general lack of interoperability support for AC is an 

urgent problem that could threaten its long-term success if 

not addressed in the near future. Custom solutions for 

interoperability may be necessary in some specific 

applications but in general this is a very expensive 

approach. In addition to the application-technical challenge, 

the interoperability solution itself becomes an additional 

component to keep up to date, as the AMs themselves, and 

the operating environment change over time. Some 

important issues arising from custom interoperability 

attempts are discussed in section II. 

We advocate a universal solution for AM 

interoperability that is integrated into AMs at design time 

but which does not impose any limitations on the 

technology used to implement the management control 

functions and does not restrict or interfere with the way in 

which the autonomic management logic operates. We 

propose an Interoperability Service (IS) that monitors the 

various autonomic components present in a system. When a 

conflict of interest is detected the IS selectively suspends or 

shuts down the management function of autonomic 

components, based on a service description exchanged 

during the AM registration process (i.e., at run time). The IS 

has a hierarchical structure to ensure scalability and operates 

with a primarily local focus but also handles conflicts 

between non-local components where relevant. The 

proposed approach requires that at design time the 

developer identifies the resources that the manager will 

directly control, as well as those that could be indirectly 

affected. The approach has the main benefit of not requiring 

the developer to have any knowledge of other managers that 

may be present at run time. Compliance with such a scheme 

will be a step towards eventual ‘certification’ of AMs, 

which is important for long-term acceptance and growth of 

AC. 

The contributions of this paper include: firstly we 

evaluate the nature and scope of the interoperability 

challenge for autonomic systems and identify a set of 

requirements for a universal solution (section III). We 

present the architecture of a service-based interoperability 

solution in section IV. Section IV, part C outlines a 

management description language which is intended for use 

by developers to ensure consistent description of AMs’ 

management capabilities. Automatic detection of 

management conflicts is discussed in section IV, part D. 

Section V presents a work-in-progress implementation of 

the IS, and this is evaluated in section VI. 

 

II. BACKGROUND 

This section discusses the state-of-the-art in autonomic 

component interoperability. We also discuss some scenarios 

reported in the autonomic computing literature where either: 

purposeful interaction between several autonomic elements 

has been attempted to achieve a common goal; or where 

unexpected interactions or conflicts occurred between 

independent autonomic elements.  

The potential significance of unwanted interaction 

between multiple autonomic elements was demonstrated in 

[2]. In this work, two autonomic managers were 

implemented. The first of these managers, the WebSphere 

Extended Deployment (WXD) dealt with application 

resource management, specifically in the area of CPU usage 

optimization. The second manager referred to as the Power 
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manager was responsible for modulating the operating 

frequency of the CPU to ensure that the power cap was not 

exceeded. It was shown that without a means to interact, 

both managers throttled and sped up the CPU without 

recourse to one another, thereby failing to achieve the said 

optimization the managers were expected to achieve, in 

terms of resource allocation and power utilization 

optimization, and potentially destabilising the system. We 

envisage widespread repetition of this problem until a 

universal approach to interoperability is implemented. 

There are several examples of bespoke interoperability 

solutions for specific systems. A distributed management 

framework that seeks to achieve system-wide Quality of 

Service (QoS) goals for autonomic/self-managing systems 

was proposed in [3]. In this work, autonomic controllers 

were added and removed from the system based on the 

demands of the application QoS requirements. Here, the 

controllers communicate indirectly with one another using 

the system variables repository. If a controller were to fail, 

other controllers reading this repository take over the 

responsibilities of the failed controller, to ensure that QoS 

objectives are met. Other research works take a more direct 

approach to autonomic element interaction. For instance, in 

[4] the autonomic elements that enable the proposed data 

grid management system communicate directly with one 

another to ensure that management obligations are met. This 

paper defines four types of autonomic element including a 

data scheduler, data replication service provider, client and 

server file system providers. The relationship between each 

type of autonomic element is peer-to-peer. In contrast, [5] 

adopts a three-level hierarchical relationship to autonomic 

element interactions. The hierarchy is such that it is made 

up of a single device at its lowest level. Multiple devices are 

grouped into servers and servers are further grouped into 

clusters. The autonomic element at each level interacts with 

the autonomic elements above and below it to achieve 

autonomic power and performance management. [6] 

proposes a two-level autonomic data management system 

that optimizes the managed system so that jobs are not 

starved of resources. Physical servers each support multiple 

virtual servers. Local autonomic controllers manage each 

virtual server. These controllers use fuzzy logic rules to 

determine the expected amount of resources needed by the 

applications that run on the virtual servers. A global 

manager is tasked with allocation of physical resources to 

the virtual servers in an optimal and equitable manner. [7] 

implements a mechanism similar to that proposed in [6], in 

that virtualization on each physical server is used to 

optimize system usage and power consumption. The 

difference is that in [7] the local controllers manage each 

physical server as opposed to the virtual machine (VM) in 

[6]. A higher-level autonomic manager interacts with the 

local controllers to switch on or off the physical servers to 

ensure that Service Level Agreements (SLAs) are met, 

while also lowering power consumption. In [8] a 

combination of database replication and the avoidance of 

‘hot-spots’ (devices with above-average operating 

temperature) is used to improve the performance of the 

managed system. Here, the autonomic system consists of 

two types of element. The responsibility of the first 

autonomic element i.e., the application scheduler is the 

creation and destruction of replicas of a database to assure 

high-availability. The other autonomic element, the resource 

manager, interacts with the scheduler to provide physical 

computational resources to the applications based on the 

SLAs. In addition to other responsibilities, the resource 

manager uses a model of past operations to move jobs from 

equipment operating at a higher temperature onto equipment 

with lower operating temperature. [9] describes an 

experiment to separate out the Monitoring and Analysis 

stages of the MAPE loop into distinct autonomic elements, 

with designed-in interactions between them. Monitoring 

capabilities are implemented in a node called an agent, with 

the analysis aspect implemented in a node called a broker. 

Information received from the environment are processed 

by the agents and forwarded to the broker where it is further 

analyzed. One or more agents feed information to a specific 

broker. An example of bespoke designed-in interaction 

between autonomic elements is provided in [10]. Three 

types of autonomic elements work hierarchically to provide 

scalable management, differentiated in terms of their 

operating timescale and scope of responsibility. This 

example serves to differentiate interaction between 

components which is achieved here, from the concept of 

interoperability which has stricter requirements. The fact 

that the various elements are part of a single coherent 

service with designed-in support for interaction means that 

the full challenge of interoperability is not encountered in 

this situation. 

[11] illustrates the complexity of combining multiple 

management domains into a single controller. In this work a 

joint QoS and Energy manager is developed using a design-

time oriented approach tuned for a specific environment and 

is thus highly sensitive to its operating conditions. This tight 

integration approach is not generalisable and the resulting 

combined manager would appear to be much more costly to 

develop and test than two independent managers. 

The majority of the work to date has targeted planned 

interoperability between designed-for-collaboration AMs 

working towards a common goal. This is a valuable step 

towards AM interoperability, although these solutions 

generally lack a formal definition of the interfaces or where 

defined, these interfaces are highly specific to the system in 

question, thus preventing wide applicability and reusability. 

Custom solutions are expensive to develop and are 

sensitive to changes in the target systems, thus they are 

generally restrictive and not future proof. A significant issue 

is that they do not tackle the specific problem of unintended 

or unexpected interactions that can occur when 

independently developed AMs co-exist in a system. 

However, the wider problem of standardised and system 

independent interoperability in autonomic systems has been 
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considered in several works. For instance, [12] defines a 

number of interfaces {Monitoring and test, Lifecycle, 

Policy, Negotiation and binding} to aid autonomic element 

interactions. Together these interface definitions enable the 

following properties: 

 A means to establish appropriate administrative 

relationships. 

 A means to monitor an autonomic element. 

 A means to instruct these elements from an external 

source. 

 A means to determine the current state of an autonomic 

element e.g., start, stop etc. 

 A means to export and import policies to and from an 

autonomic element. 

 A means to grant and request service to and from 

another autonomic element. 

 A means to provide interaction integrity. 

Multi-agent systems have some similarities to multiple 

independent-AM systems. However the interoperability 

problem is different because a multi-agent system is usually 

a coherent application and thus designed and tested 

specifically with the intention of multiple, similar, known-

at-design-time agents; whereas in the independent-AM case 

incremental addition of new or upgraded AMs introduces 

unplanned interactions (i.e., unplanned at the time the 

various AMs were designed and tested). 

Several ‘vision’ papers [13], [14], [15] identify 

interoperability as a key challenge for future autonomic 

systems. [13] argues that the mechanisms that define 

interoperability between autonomic elements must be 

reusable to limit complexities i.e., it must be generic enough 

to capture all communications across the board but also 

prevent bloatedeness. A standard means must exist for 

exchanging contexts between communicating elements to 

allow one autonomic element to understand the basis for the 

action of another autonomic element. [13] also identifies the 

need for a function to translate the output of one element to 

the format understood by another. [14] identifies some 

necessary components for autonomic element interaction, 

including: a name service registry for autonomic elements; a 

system interaction broker and a negotiator. An interface 

specification must also take cognizance of hierarchy 

amongst autonomic elements. [15] observes that a strict and 

specified communication behaviour should be enforced, to 

prevent interoperating autonomic elements from 

communicating through undocumented or backdoor 

interfaces. 

 

III. INTEROPERABILITY ISSUES AND 

REQUIREMENTS  

This section highlights the technical challenges of 

providing interoperability between AMs, and analyses the 

requirements for a universal solution. The state-of-the-art in 

achieving interoperability in autonomic systems has been 

discussed in section II and is predominantly focussed on 

custom and system-specific (or application-specific) 

solutions. This demonstrates the plausibility of AM 

interoperability and provides important starting points 

towards our goal of universal interoperability.  

We posit that interoperability support (or lack of it) will 

become a make-or-break issue for future autonomic systems 

which inevitably contain multiple AM components. 

Bespoke or application-specific approaches to 

interoperability only offer a temporary respite at best, as 

they suffer a number of significant limitations which 

include:  

1. Lack of flexibility and ability to scale - it is unrealistic 

to keep adding signals and functionality to deal with each 

possible interaction between any combination of AM’s.  

2. Having many isolated pools of interoperability is too 

complex. AC became popular fundamentally as a means of 

controlling, or hiding, complexity. It is undesirable from 

maintainability and stability perspectives to actually add 

excessive complexity in the process of solving the 

complexity problem.  

3. It is not technically feasible to achieve close-coupled 

interoperability (i.e., where specific actions in one AM react 

to, or complement those of another) unless the source code 

and detailed functional specification is available for each 

AM involved. Without standardised interfaces this will 

always be a major challenge.  

4. It will not be cost effective or timely. The cost and 

complexity of a bespoke solution spirals exponentially as 

the number of interacting AM’s increase (consider a cloud 

computing facility or data centre with multi-vendor 

management software systems and with autonomic 

management embedded into platforms, operating software, 

application software and also infrastructure such as power 

management and cooling systems – this is a complexity and 

stability storm just waiting to happen).  

5. Re-development of managers to facilitate specific 

interoperability, and especially to deal with conflicts that 

arise unexpectedly, is reactive and incremental (thus always 

ongoing).  

6. It is not possible to know the nature of AMs not yet 

built, or to predict exactly if/where/when conflict will 

materialise in advance of adding a particular AM into a 

running system.  

7. The incremental re-development approach cannot be 

applied on-line (in the medium term) as current technology 

is not sufficiently sophisticated, although for the longer term 

it may be possible since work is underway in several 

projects to develop self-evolvable systems.  

In summary, the biggest single challenge to universal 

interoperability of autonomic systems is that it is not 

possible (at time of design, development or deployment of a 

particular AM) to predict all future autonomic services that 

could be added to a particular system, or even to predict 

upgrades that could be made to known services. 



345

International Journal on Advances in Intelligent Systems, vol 5 no 3 & 4, year 2012, http://www.iariajournals.org/intelligent_systems/

2012, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

A.  Requirements of a Universal IS 

The issues highlighted above strongly suggest that it is 

necessary to deal with interoperability proactively by 

developing managers that are interoperability-enabled from 

the outset. We propose a service-based approach to 

interoperability, in which an Interoperability Service (IS) is 

responsible for detecting possible conflicts of management 

interest, and granting or withholding management rights to 

specific AMs as appropriate. In this way the IS performs all 

of the active interoperability management, and AMs only 

participate passively by providing information and 

following control commands from the IS. The IS interacts 

with AMs via a special interface which they must support. 

We identify a number of requirements for a universal IS 

solution: 

 Be application-domain independent and system 

independent. 

 Able to represent AMs’ management interests in a 

standard way that facilitates accurate conflict detection. 

This includes recognising resources which are not 

directly managed, but are nevertheless impacted by the 

behaviour of the manager. 

 Have variable conflict-detection sensitivity which is run-

time configurable to suit specific system requirements. 

 Have a hierarchical architecture so as to deal with both 

local and global conflicts, and conflicts that occur across 

different levels in a complex system. 

 Be proactive and automated; these are mandatory 

qualities for sustainable systems containing dynamic 

combinations of AM’s with potentially complex 

interaction patterns.  

 Able to automatically suspend and resume AM 

management activity on the basis of conflict detection 

and resolution. 

 Support independently developed and tested AMs which 

in the presence of other AMs are susceptible to conflicts 

that they cannot locally detect or handle. 

 Be sufficiently trustworthy that compliant AM’s are 

certifiable for safe co-existence – regardless of platform, 

vendor etc. 

Two diverse candidate architectural approaches were 

considered: The first is fully distributed, with localised 

conflict detection logic embedded in each autonomic 

manager. This approach requires that each manager 

exchanges standardised management description 

information with other managers on a peer-peer basis.  Each 

participant would compare their own management interests 

with those of its discovered peers. On discovery of a 

conflict, a negotiation phase would determine which 

manager has the authority to manage the contested resource. 

This approach has the benefit of a standardised conflict 

detection mechanism, embedded in the form of a library, but 

has the disadvantages of extensive replication of 

functionality, the need for the negotiation phase, and 

potential scalability limitations.  

The second approach is central service based. This 

approach is based around an interoperability service which 

keeps details of all autonomic managers present and 

maintains a mapping of the resources they manage and their 

scope of operation and management. Autonomic managers 

register with the service via a standard interface (much like 

a name service) and provide details of their management 

capabilities using a standardised description language. The 

interoperability service contains the logic to detect conflicts 

and when necessary send a signal to one of the involved 

managers to stop its management activity. This approach 

can be highly scalable and robust if the service is itself 

distributed and operates hierarchically with a dynamically 

elected global instance.  

We have adopted the second approach because it is 

scalable, generalisable, has low component-interaction 

complexity and has the advantage of not requiring further 

negotiation once a conflict has been detected. 

 

IV. INTEROPERABILITY SERVICE 

This section presents the architecture of an IS to 

facilitate exploration of the requirements identified above, 

and thus investigate the feasibility of a universal IS. By 

‘universal’ it is meant that the architecture promotes a 

CORBA-like view of autonomic systems development, in 

which it is intended that any two autonomic managers that 

comply with the architecture specification will be 

guaranteed to co-exist in a system, without undesirable 

interactions leading to instability. 

The IS maintains a database of all registered AMs along 

with a mapping of the resources they manage and their 

scope of operation and management. AMs register with the 

service via a standard interface and provide details of their 

management capabilities using a standardised description 

language. The IS detects potential conflicts and sends 

appropriate signals to one or more AMs to e.g., stop, 

suspend or restrict their management activity. The strengths 

of this approach are that it is scalable, generalisable, has low 

component-interaction complexity and because conflict 

management is handled within the IS, the AMs are not 

involved in negotiation with peers.  

The service has a hierarchical structure for scalability, 

enabling conflict detection at both global level (such as 

system-wide security management) and local level (such as 

platform-wide, or VM-wide, resource management) with 

respect to a particular AM. Additional levels can be added, 

with a communication infrastructure resembling that of a 

typical hierarchical service such as DNS.  

It is important that conflict-detection is performed at the 

correct level. For example, an autonomic VM scheduler 

only has a potential conflict with an autonomic memory 

manager, if they are both operating on the same processor 

unit. 

Figure 1 shows the system-level view. The IS comprises 

a number of service instances distributed throughout a 



346

International Journal on Advances in Intelligent Systems, vol 5 no 3 & 4, year 2012, http://www.iariajournals.org/intelligent_systems/

2012, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

system. Each instance of the IS provides service to a local 

group of AMs, resolving conflicts that occur at the local 

level. One of these instances is dynamically elected to serve 

as the global instance, and deals with resource conflicts at 

system level.  

 
Figure 1. System-level view 

 

The architecture is formed around a number of regular 

interfaces and a communication protocol which define the 

interaction between the components of the system, as shown 

in Figure 2.  

 

 
Figure 2. The Interoperability Service (IS) architecture, 

showing interface details. 

A.  Interoperability Service Interfaces 

A number of interfaces are specified, and form three groups: 

1. IS-AM interaction is supported by two interfaces.  

IAdvertise {Advertise, Unregister, Heartbeat} is used 

by AMs to signal joining (registering), leaving and 

heartbeat messages to the IS. Advertise is accompanied 

by a list of resources that the AM either wishes to 

manage directly, or that the developer has identified 

might be impacted by the manager’s behaviour. This has 

the effect of registering the management interests of the 

AM with the IS. Unregister is used by an AM to signal 

an orderly shutdown, and Heartbeat (invoked 

periodically under normal conditions) enables (when 

absent) the IS to detect when a manager crashes or 

leaves abruptly. In either case, the AM’s management 

interests are unregistered from the IS and the conflict 

detection analysis is triggered, so that any AMs which 

were suspended but are no longer in conflict with the 

system can be resumed. 

IInteroperate {Run, Stop, Suspend, Restrict, Resume, 

Throttle} is used to receive directives sent from the IS. 

The AM developer uses the IS API to map these 

directives onto the AM-internal behaviour. Run is 

accompanied by a sub-list of the requested resources that 

the AM can manage, so partial conflicts can be handled 

without suspending the entire manager. Stop shuts down 

the AM. Suspend backgrounds the AM (the AM 

developer determines the actual AM-internal semantics). 

Restrict is used to partially suspend an AM where 

potential conflict is discovered for a subset but not all of 

its management activities and is only used when the IS is 

configured to operate in the SAFE_COEXISTENCE 

mode (see later). Resume reactivates a suspended AM. 

Throttle provides for a more-sophisticated adjustment of 

AM behaviour in which the IS can specify different rates 

of management activity to potentially conflicting AMs to 

prevent certain oscillatory patterns developing. 

2. IS-IS interaction is facilitated by a single interface. 

ICommunicate {Forward, Locate, Elect, SetISLevel, 

GetISLevel} supports hierarchical operation, necessary 

in large or complex systems when AMs operate at 

different levels within a system and may be involved in 

local or system-wide conflicts. Forward is used to pass 

messages between the Global IS instance and local ISs 

which want to control or impact on global-level 

resources (e.g., communication between low and high 

level scheduling managers); this is the basis of system-

wide and cross-level conflict detection. The remaining 

functions support the hierarchical IS structure itself 

including leader election for robustness. Locate returns 

the ID of the current service coordinator IS instance 

(which also performs the role of global conflict 

detection). Elect initiates an election if no coordinator 

instance is found. SetISLevel is used to set the IS level 

status to be either Local or Coordinator. GetISLevel is 

used by each IS instance to determine its status during 

Locate and Elect events. 

3. The IS provides an external management interface. 

IConfigure {SetMode, GetMode, SetSensitivity, 

GetSensitivity, StatusReport} is a configuration and 

reporting interface which allows external system 

management utilities to perform system-specific 

configuration and generate status reports and statistics. 

SetMode and GetMode allow run-time configuration of 

the service to allow different levels of safety; 

‘SAFETY_CRITICAL’ requires that all of a particular 

AM’s management activity is suspended when it is 
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found to be involved in a conflict, whilst 

‘SAFE_COEXISTENCE’ allows partial suspension of 

AM functionality, such that only non-conflicting 

management activities continue. The IS is initialised to 

SAFETY_CRITICAL mode. SetSensitivity and 

GetSensitivity are used to configure the conflict 

detection sensitivity level (see section IV, part D) and to 

dynamically adjust this if necessary. StatusReport 

collects status information and statistics for report 

generation and IS performance monitoring. 

The IS architecture specification defines the interfaces, 

and with its accompanying communication protocol, defines 

the message formats and sequences that form the inter-

component communication. It also specifies the semantics 

of this communication. Figure 3 shows how the IS 

functionality is integrated with the various components of 

the system. 

Figure 3. Internal architecture of the system components 

and the integration of the IS interfaces with these 

components. 

 

The software developer retains flexibility with respect to 

the internal design and behaviour of the business logic of 

AM components and system configuration utilities. The 

architecture specification does not restrict the management 

approach, internal structure or control / adaptation 

techniques used within an AM component. However, the 

AM developer must integrate the API calls into the manager 

such that the control behaviour meets the IS specification 

(i.e., to interpret the directives {stop, suspend etc.} so that 

the AM’s behaviour adheres to the respective IS semantics). 

Where an AM manages multiple resources the developer 

can choose to implement Restrict such that it is effective at 

the level of the AM itself, or only on the management 

activity that has been notified as being in conflict. In 

contrast Suspend always acts at the level of the entire AM. 

Similarly, the developer can decide the AM-internal 

semantics of Suspend and Restrict so as to isolate the 

management output (effecter output) of the manager whilst 

still running the monitor, analyse and plan parts if desired. 

This approach facilitates the IS’ regulatory control over the 

AM when conflicts occur, whilst enabling ‘warm’ start-ups 

of components when conflicts are resolved. 

B. The IS AM-state model 

The IS maintains an instance of a state model for each 

locally registered AM (see Figure 4). The information held 

in these models drives the IS conflict management 

behaviour and is the basis on which AMs’ management 

rights are governed.  

An AM is discovered when it registers its management 

interests with its local IS instance. If there are no other AMs 

registered the new AM is granted management rights for the 

resources requested and signalled that it can run. If other 

AMs are already registered, the IS evaluates whether or not 

there is a possible conflict of interest, and if so signals the 

AM to either Stop (in which case the AM must attempt re-

registration at a later time driven by some external event) or 

Suspend (in which case the IS will automatically signal the 

AM that it can resume, i.e., manage, once the conflict has 

been resolved).  

 

Figure 4. State diagram held by an IS instance, for each 

locally registered AM. 

C. A Management Description Language 

We discuss the need for a standard description of AMs’ 

management interests, and briefly introduce our current 

language which is extensible to accommodate 

improvements in our understanding of ways actual and 

potential conflicts arise. 

The IS facilitates interoperability (in the most limited 

case: safe coexistence) amongst (unknown in advance) AMs 

which have been developed independently of each other, 

and thus do not directly support interoperability amongst 

themselves. 

The overall goal is to maximise the management 

freedom of AMs whilst at the same time ensuring that the 

system remains stable. To fulfil its main role, the IS must 

also: 

 Detect AMs and learn their characteristics (via AM 

registration); 

 Identify situations where conflicts can potentially occur, 

determine the consequences and the level of risk, and 

The developer links in the Interoperability library and 
uses IS API calls to map the IS’s signals onto behaviour 
in the component (so as to implement Advertise, Run, 
etc. in the AM component, and SetMode, SetSensitivity
etc. in the system configuration utility).

Interoperability library

Interoperability 
Service business 

logic

Interoperability Service

IConfigure
{ SetMode, 
GetMode, 

SetSensitivity, 
GetSensitivity, 
StatusReport }
(service side)

ICommunicate
{ Forward, 

Locate, 
Elect, 

SetISLevel, 
GetISLevel } 

The AM’s internal behaviour is unknown to the IS.
The IS places no restrictions on the management 

technique or control / adaptation technology used.

IS
API

Application-
specific 

Autonomic 
Manager 

business logic

Autonomic Manager

IAdvertise
{ Advertise, 
Unregister, 
Heartbeat }

IInteroperate
{ Run, 
Stop, 

Suspend, 
Restrict,
Resume, 
Throttle } 

Interoperability library

System 
configuration

utility
business logic

IS
API

IConfigure
{ SetMode, 
GetMode, 

SetSensitivity, 
GetSensitivity, 
StatusReport }

(user side)

System-specific configuration utility

AM_State { Discovered, ConflictPossible, Running, Stopped, Restricted Suspended }

Discovered

Running
(conflict free)

Conflict
possible

Suspended

Stopped

AMs already
registered

NO AMs
registered

No potential 
conflict 

detected

Stop (potential 
conflict detected)

Suspend 
(potential conflict

detected)

Resume (conflict
resolved)

Potential 
conflict 

detected Restricted

Restrict (suspend 
subset of management 

activities where potential 
conflict  is detected)

Resume full management activities
(conflict resolved)
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achieve a system-specific balance when taking decisions 

to resolve conflicts by restricting, suspending or 

stopping AMs’ management activities;  

 Automatically enable the not-in-conflict subset of 

management activities for restricted AMs; 

 Automatically resume suspended AMs when conflicts 

are resolved (e.g., on the basis or re-evaluating potential 

conflict status when other AMs leave the system);  

 Enable cooperation between AMs. For example to share 

learnt knowledge concerning system state, volatility etc. 

To perform these functions, the IS needs certain 

information detailing each AMs’ management domain and 

specific resources of interest. This information must use a 

standard language format, and a fixed vocabulary of key 

terms so that automated searching for overlaps of interest 

can be performed effectively. The information will be 

provided at run time by the AM via the IS API (the 

information is provided ultimately by the AM developer). 

Conflicts can arise in several ways. Direct conflicts 

occur where multiple AMs attempt to manage the same 

resource or object. However conflicts can be indirect (and 

less obvious) because a manager’s activity may impact 

resources other than those directly managed. Categories of 

this include cross-application conflicts, for example 

increasing a specific application’s use of a particular 

resource such as network bandwidth reduces the availability 

of bandwidth available to other applications. Another 

category of indirect conflicts are cross-resource conflicts, 

for example increasing processor speed to maximise 

throughput increases direct power usage and may also 

increase power requirements for cooling systems (which 

may have their own autonomic management systems). Some 

system characteristics such as security policy, power usage, 

server provisioning strategy etc. may be managed at both 

the system-wide level, and locally at the level of individual 

computing node or cluster. This can lead to conflicts 

between global and local managers, resulting in parts of the 

system being out-of step with global policy, and/or 

inefficient behaviour. 

Clearly, it is difficult to identify every possible case of 

indirect conflict with certainty, and the extent of 

management impact in such cases is also highly variable. 

Therefore the description information provided by AMs 

must be sufficient to derive a similarity measure between 

their management effects. The language needs to contain 

appropriate categories to express areas of management 

concern in a structured way, i.e., from high-level domain in 

which the manager operates down to specific resources that 

are managed, and also to express characteristics including 

the management scope (global or local) and specificity (e.g., 

organisation specific, application specific).  

Given these requirements, the standard management 

description should include: 

Category. Mandatory. The highest-level and most generic 

descriptor used to identify the AM’s domain of interest. 

Terms include: 

{Power general, Performance general, Security general, ...} 

 

Zone. Mandatory. A second level, more specific sub-

category enabling developers to differentiate between 

specific management functions. Terms include: 

{Power system, Power platform, Power cooling ... 

Performance system, Performance CPU, Performance disk, 

Scheduling, VM management, ... } 

 

Impact. Mandatory. A numerical indicator Impact Factor 

(IF), (where 0 < IF ≤ 1), is defined to express the strength of 

the management influence. A directly controlled resource or 

parameter is assigned the value 1. A value close to 0 

indicates that the particular AM has a weak influence on the 

resource whilst values close to 1 indicate that the resource is 

closely impacted by changes to one that is directly managed 

by the AM. For example an AM directly controlling CPU 

speed (IF = 1) has a strong indirect influence on VM 

performance (IF ≈ 0.8). Term: { ImpactFactor(value) } 

 

Scope. Mandatory. Whether the manager has local or global 

impact. Terms: { Local, Global } 

 

Specificity. Optional. The extent of manager operation. 

Terms include: { System-wide, Application-wide, Platform-

wide, Process-wide, User-specific,  ... } 

 

Trigger. Optional. This facilitates expression of temporal 

aspects such as periodicity or operating timescale, as well as 

specific events that invoke the management activity. Such 

characteristics can potentially be used to detect 

combinations of AMs at risk of causing of instability in the 

form of oscillation or control divergence for example. 

Terms include: { Period(value), Event(name) , ... } 

 

Parameter. Optional. Identification of specific context 

parameters that are of interest to the AM. Term:  

{ Name(value) } 

 

Envelope. Optional. Expression of range of control freedom 

for a given named Parameter. This can potentially help to 

avoid false positive detections of conflict, when managers 

operate in the same domain but have non-overlapping 

envelopes of operation. Terms include:  

{ Name(range, value) } 

 

Where provided, the Envelope term allows more precise 

determination of the risk of conflict in cases where a pair of 

AMs both declare an envelope value for a specific 

parameter. Where an AM does not declare an envelope 

value for any given Parameter the full state space of values 

is assumed. 

D. Conflict Detection 

The architecture specification does not mandate the 

actual conflict detection technique to be used; this is an 
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implementation decision and will be based on the level of 

sophistication required in a particular system.  

In our exploratory work conflict detection is based on 

calculating a numerical measure of similarity between the 

management interests of a pair of AMs, and comparing this 

measure with a sensitivity threshold level. A newly 

registering AM’s management description is compared with 

those of the already registered AMs. 

The technique is described below and an example 

implementation is outlined in section V. 

The architecture specification defines a dynamically 

configurable conflict sensitivity threshold (0 < ThreshC ≤ 1) 

which is used to tune the conflict detection sensitivity (via 

SetSensitivity, on IConfigure). A potential conflict is 

detected if the similarity match measure Match of a pair of 

AMs exceeds ThreshC. The sensitivity level is configured by 

the facility manager via a control console application (or 

tuning of this parameter could be automated), and can be 

changed at run time as necessary. This enables safety 

critical systems (for example) to operate pessimistically 

with very low tolerance to potential manager conflicts, 

whereas in domains where only efficiency (for example) is 

at stake, the system can operate more optimistically, with a 

higher tolerance which can lead to benefits of having a 

greater number of AMs working simultaneously (bearing in 

mind that a ‘potential conflict’ may not be realised). 

 

V. IMPLEMENTATION 

This section describes a work-in-progress 

implementation which employs a subset of the extensible 

architecture’s characteristics for demonstration of the core 

behaviour. Here we focus on the operation of the service at 

a local level, since it is intuitive to expect that many 

conflicts between autonomic managers will be localised due 

to decisions concerning local resources, or configurations of 

local services.  

The IS maintains a table which contains the identity and 

state of each registered AM, and a second table which keeps 

track of each AM’s directly managed and indirectly 

impacted resources (see figure 5). Information in this table 

comprises: AM_ID (a value allocated to the AM by the IS 

during the discovery process); General area of management 

function (a ‘category’ term from the management 

description language); Sub-classifier of management 

function (a ‘zone’ term from the management description 

language); Managed parameter name ACItem_ID (the 

optional ‘parameter’ term from the management description 

language); Conflict status and Impact Factor for the related 

resource; and Scope (a ‘scope’ term from the management 

description language). Figure 5 also shows the 

communication that takes place between an AM and the IS. 

MAdvertise, MRelease and MHeartbeat are messages sent 

from the AM via actions on the IAdvertise interface. MACK 

/ MNACK are Acknowledge / Not Acknowledge responses 

to management requests accompanying MAdvertise. This 

works as follows: the AM tries to register (Advertise) its 

management interests one by one and the IS replies with 

MNACK messages if any are in conflict with the rest of the 

system, MACK otherwise. MSuspend, MResume, MRun, 

MStop and MThrottle are directives sent by the IS via the 

IInteroperate interface. 

 

 
Figure 5. The IS’ internal data tables,  

and overview of the AM-IS communication protocol. 

 

For initial exploration we use a conflict detection 

technique based on a numerical similarity measure of AMs’ 

management interests. Conflict detection activity is 

triggered by events that change the population or 

configuration of the AMs; such as the registration of a 

newly-discovered AM, or the departure of an AM from the 

system.  

For a pair of AMs {AMi, AMj} the similarity measure 

Matchij is derived from the management descriptions of the 

AMs as follows: 

 

Let  Ni   = name of the specific managed resource 

(specified by the Parameter term in the 

management description), 

 Ci   = management category, 

 Zi   = management zone, 

 IFi   = impact factor (of AMi on the resource 

identified by {Ni, Ci, Zi}), 

 SN, SC, SZ  = similarity indicator of management 

description terms Name, Category and 

Zone respectively for the pair of AMs. 
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IF values are normalised, i.e.,  1,0, ji IFIF , thus the 

resulting similarity measure will always be a normalised 

value  1,0ijMatch . 

A newly registering AM’s management interests are 

compared with details of each already registered AM, at the 

local IS instance in most cases. This is performed 

independently for each resource pair combination; so if AMi 

and AMj are registered with declared management interests 

in m and n resources respectively, and AMk attempts to 

register p resource management interests, then mp + np 

similarity measures are generated.  

A potential conflict is detected if for any pair of AMs 

{i,j}, Matchij exceeds the conflict sensitivity threshold 

(ThreshC). 

When evaluating the scalability of the approach it is 

important to consider: 1. conflict detection occurs 

predominantly at the level of the local IS instance; only in 

cases where an AM’s resource description has global scope 

does the conflict detection get invoked at the global level; 2. 

conflict detection is only performed when events that affect 

the AM population occur (e.g., AMs arriving, leaving); and 

3. whilst we do not limit the number of AMs registered at a 

local IS instance, we expect this number to be of order 10, 

or perhaps 100 rather than much bigger values, for realistic 

systems. 

The dynamically configurable operating mode of the IS 

determines what action is taken once a potential conflict has 

been detected. If the IS mode is SAFETY_CRITICAL, AMk 

will be suspended (i.e., management activities are inhibited 

at the level of the AM itself). In SAFE_COEXISTENCE 

mode AMk will be restricted, (i.e., management activities 

are inhibited at the level of specific resources managed by a 

particular AM; it is allowed to perform its normal 

management operations for the not-in-conflict subset of its 

management domain). The actual semantics for restricted 

AM-internal operations are to some extent implementation 

specific. In some cases it will be desirable to enable the 

monitoring aspect to operate as normal (to prevent 

discontinuity in monitoring traces etc., and to facilitate 

warm restarts of restricted operations), but in all cases the 

effecter is switched off, i.e., the manager can monitor its 

environment but cannot change anything. 

The current implementation uses policy-based 

management logic within AMs; and is based on Agile++ 

[16], [17]. Agile++ has language components including 

Rules, Variables and Actions. Under typical normal 

behaviour, a Rule will be evaluated to determine which 

Action needs to be performed, using Environment Variables 

to reflect external inputs to the Rule and Output Variables to 

signal the result of an Action. Restricted mode has been 

implemented for conflicting operations such that the AM 

still evaluates its control policy and executes Actions 

within, as normal. However, Output Variables are disabled 

(value forced to NULL) so that the Action can continue to 

make internal updates (such as for external-state tracking) 

but cannot actually effect the external system state. 

As an alternative to using the IAdvertise interface for 

AMs to register their management interests, the 

implementation supports the encoding of the Management 

Description Language in XML format. An example 

configuration file is shown in Figure 6. 

 
<!-- Autonomic Manager Configuration Specification Language --> 

<MetaData> 

 <ConfigAuthor Name="Mariusz Pelc" Organisation="UoG" /> 

 <TimeStamp Time="12:00" Date="20/12/2010" /> 

  <AMDescription> 

   <AM ID="AM1"> 

    <ACItems> 

     <ACItem ID="Performance" Scope="Local"> 

    <Category>Performance General</Category> 

    <Zone>CPU Performance</Zone> 

    <ImpactFactor>1.0</ImpactFactor> 

    </ACItem> 

    <ACItem ID="Power" Scope="Local"> 

    <Category>Performance General</Category> 

    <Zone>System Performance</Zone> 

    <ImpactFactor>0.5</ImpactFactor> 

    </ACItem> 

    </ACItems> 

   </AM> 

  </AMDescription> 

</MetaData> 

 

Figure 6. XML representation of the Management Description 

Language 

 

A. Wider Architectural Perspective 

The IS implementation forms part of a wider project to 

develop a full component model and middleware for 

autonomic computing which has been ongoing at 

Greenwich for several years, see for example [18], [19]. Full 

details of this are out of scope for this paper, but in brief, 

this is a policy-based system in which services including 

communication manager, context manager, repository 

manager and now the IS are optionally policy supervised. 

The middleware supports policy-based application-specific 

components which can have dynamic (run-time) policy 

upgrades and which have in-built fault recovery. For 

example if a new policy is loaded but its required context 

information is not available from the context manager then 

an automatic roll-back to a previously working policy is 

performed. Architectural support for low-resourced 

embedded platforms is also included. 

B. Evaluation Application Scenario 

Data centre management is a popular application domain 

for AC; due in part to the high configuration complexity that 

arises from the scale of operation, and also because with 

such large amounts of resources deployed the potential 

efficiency savings are very high. AC currently targets 

several key aspects of data centres, including power 

management to reduce running costs, and scheduling to 

improve resource efficiency. We demonstrate the operation 

and benefit of the IS in a data centre scenario in which two 

independently developed AMs coexist (managing power 

usage, and processor scheduling, respectively); their 

management operations potentially conflicting.  
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The scenario: The scheduling manager (AM1) has a 

main goal of maximising throughput by keeping all 

resources utilised where possible. The power manager 

(AM2) is designed to minimise power usage by slowing 

down processor speed or by shutting down entire processor 

units where possible. We assume that, in the absence of 

other managers, each of these services has been extensively 

evaluated and found to improve overall performance.  

The co-existence of these AMs creates a high potential 

for conflict. For example AM2 will attempt to shutdown an 

underutilised resource as soon as load level starts to fall, 

whilst AM1 will attempt to bring unused resources into play 

as soon as load levels increase (or a backlog develops). 

Depending on the sequence of load level changes it is 

possible that oscillation will build up between the actions of 

these two managers. 

Operation: During its initialisation each AM registers 

with the IS. The management capabilities of each AM are 

described using the standard language and categories 

described earlier.  

AM1 directly controls a parameter performance within 

the general management category performance general, and 

specific sub-zone CPU performance; and indirectly 

influences a parameter power within the general category 

performance general, and sub-zone system performance.  

AM2 directly controls a parameter power within the 

general category power general, and the specific zone of 

interest system power; and indirectly influences a parameter 

performance within the general category performance 

general, and the specific zone of interest CPU performance.  

 
a) AddACItem ("Performance", "Performance General", 

   "CPU Performance", "1.0", "Local"); 

AddACItem ("Power", "Performance General",  

  "System Performance", "0.5", "Local"); 

RegisterAsAM (); 

 

b) AddACItem ("Power", "Power General", 

  "System Power","1.0","Local"); 

AddACItem ("Performance", "Performance General", 

  "System Performance", "0.5", "Local"); 

RegisterAsAM (); 

 

c) bool AddACItem(char *ParameterName, char *Category, 
  char *Zone, char *Impactfactor, char *Scope); 

 

Figure 7. API calls to register AM’s management interests. 

The API calls to perform the manager registration with 

the IS are shown in Figure 7a (for AM1), and 7b (for AM2), 

where AddACItem means ‘Add autonomically controlled 

item’; its template is shown in Figure 7c. 

 

VI. EVALUATION  

As mentioned in section V, part A this work forms part 

of a larger project to develop a full component model and 

middleware for autonomic computing. We use the existing 

infrastructure as a testbed to evaluate the IS in a realistic 

system setting.  

In addition to the IS, three additional system services are 

provided to create a run-time environment in which the 

behaviour of the IS and AMs can be evaluated, these are: 

Communication Manager; ContextManager and 

RepositoryManager. In addition, a couple of services were 

fabricated to provide mock context values for two system 

parameters which are needed as inputs in the run-time 

execution of various control policies used in the 

experiments. The EfficiencyProvider component generates 

the ‘Efficiency’ parameter, and likewise the LoadProvider 

component generates the ‘Load’ system parameter. 

The services are integrated into a middleware 

component (available in the form of shared library for 

Linux) with API interface enabling communication, context 

and repository management, conflict resolving and policy 

evaluation. 

Two IS-compliant AMs (AM1, AM2) have been 

developed to evaluate and demonstrate the behaviour of the 

Interoperability Service. AM1 and AM2 target popular 

management domains within cloud / grid computing, typical 

of autonomic control systems currently deployed in data 

centre systems for example. The whole application 

(including the AMs) thus comprises of 8 services. Figure 8 

provides a snapshot of the system in operation during 

scenario 5 (see below), showing clockwise from top left: 

Communication Manager, Context Manager, 

Interoperability Service, AM2, AM1, and the Repository 

Manager.  

The management domains of AM1, AM2 respectively 

are: processor scheduling (with the goal of maximising 

throughput by keeping resources utilised where possible), 

and power management (with the goal of minimising power 

usage). This is a realistic situation in which the direct 

management activities are well differentiated, but in which 

there is an indirect conflict as discussed in section IV, part 

C. 

The AMs are designed so as to be representative of 

independently developed components operating in a data-

centre system, i.e., the AMs include no direct support for 

co-existence or interoperability amongst themselves. The 

evaluation is performed in 5 scenarios. The first four 

scenarios show the behaviour of the IS when operating in 

SAFETY-CRITICAL mode under a range of different 

resource management circumstances. The fifth scenario 

shows how the IS responds to AM conflicts when the IS is 

operating in SAFE-COEXISTENCE mode. 
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 Figure 8. The system in operation during the evaluation. 
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Scenario 1 illustrates the standalone manager case, and 

is included for completeness. Each manager registers 

separately in the system in the absence of the other. ThreshC 

= 0.6. AM1 requests management rights for CPU 

performance, and also notifies a potential impact on system 

power. As there are no other AMs present, the IS grants 

AM1 permission to manage unimpeded. Similarly, for AM2 

(in the absence of AM1) the IS grants rights to manage 

system power level and also to have an indirect impact on 

system performance.  

 

Scenario 2 illustrates the case where a potential conflict 

is detected between a pair of managers (IS operating in 

SAFETY-CRITICAL mode). AM1 registers with the IS and 

is granted rights to manage the resources it has requested. 

AM2 then registers whilst AM1 is still present. ThreshC = 

0.6. The IS performs conflict detection analysis, based on 

the AMs’ announced Impact Factors (IFs) for each 

requested managed item. This determines whether AM2 can 

be granted the requested management rights: Power directly 

managed (IF=1.0), and Performance potentially affected 

indirectly (IF=0.5). The match levels are determined using 

the algorithm presented in section V. In this case a conflict 

is detected; arising from AM1’s direct management of 

performance and AM2’s indirect impact on performance, 

giving a match value greater than the threshold. This can be 

seen in the diagnostic trace in figure 9. 

IS: Handling Advertise Message: 

IS: Conflict Detection [AM2->Power]::[AM1->Performance] 

IS: Match Level=0.25, Threshold=0.6 

IS Decision: No Conflict Detected 

IS: Conflict Detection [AM2->Power]::[AM1->Power] 

IS: Match Level=0.4375, Threshold=0.6 

IS Decision: No Conflict Detected 

 

IS: Conflict Detection [AM2->Performance]::[AM1->Performance] 

IS: Match Level=0.6875, Threshold=0.6 

IS Decision: Conflict Detected 

IS: Conflict Detection [AM2->Performance]::[AM1->Power] 

IS: Match Level=0.625, Threshold=0.6 

IS Decision: Conflict Detected 

 

IS: Sending MACK message for [AM2]->Power 

IS: Sending MNACK message for [AM2]->Performance 

IS: Sending MSuspend message to [AM2] 

Figure 9. A potential conflict is detected. 

Figure 9 shows a diagnostic trace of the IS conflict 

detection process, in which the advertised management 

interests of AM2 are compared for all relevant AMs. In this 

specific case AM1 is already managing a system 

performance characteristic (specifically CPU performance), 

when AM2 registers, requesting to manage system power, 

but also announcing a potential impact on system 

performance. The IS does not detect a direct conflict with 

the power management, but the conflict match level for 

system performance exceeds the current ThreshC (0.6). The 

IS suspends the newly registering manager to prevent 

possible instability (this manager will be automatically 

resumed if AM1 leaves the system and there are no other 

conflicts with other AMs registered in the meantime). 

Figure 10 shows the resulting message sequence. 

Key: Snd - Sent Message MNA - MNACK MRu - MRun 

 Rcv - Received Message MRl - MRelease  MSp - MStop 

 MAd - MAdvertise Message MRe - MResume 

 MAC - MACK Message MSu - MSuspend 

Figure 10. Message sequence for scenario 2. 

Scenario 3: As scenario 2, but with ThreshC = 0.8, i.e., 

the IS is less sensitive to potential conflicts (this 

configuration may be better suited to non-critical systems 

where some potential for conflict may be acceptable, i.e., 

the tradeoff between safety and management flexibility is 

shifted). The new diagnostic behaviour trace and the 

resulting message sequence are shown in Figure 11 and 

Figure 12 respectively. In this case no conflicts are detected 

and the newly arriving AM2 is granted rights to manage 

system power level, and to have an impact on system 

performance, thus potentially interacting with AM1. 

IS: Handling Advertise Message: 

IS: Conflict Detection [AM2->Power]::[AM1->Performance] 

IS: Match Level=0.25, Threshold=0.8 

IS Decision: No Conflict Detected 

IS: Conflict Detection [AM2->Power]::[AM1->Power] 

IS: Match Level=0.4375, Threshold=0.8 

IS Decision: No Conflict Detected 

 

IS: Conflict Detection [AM2->Performance]::[AM1->Performance] 

IS: Match Level=0.6875, Threshold=0.8 

IS Decision: No Conflict Detected 

IS: Conflict Detection [AM2->Performance]::[AM1->Power] 

IS: Match Level=0.625, Threshold=0.8 

IS Decision: No Conflict Detected 

 

IS: Sending MACK message for [AM2]->Power 

IS: Sending MACK message for [AM2]->Performance 

IS: Sending MRun message to [AM2] 

Figure 11. IS conflict detection analysis in which the conflict 

match level is below the conflict threshold. 

 
Figure 12. Message sequence for scenario 3. 

Scenario 4 Illustrates the case where AMs are replicated 

and the IS must ensure that only a single instance is active at 

any time (note that the IS does not know that the two 

managers are identical, it bases its decisions only on the 

AMs’ management descriptions). Manager AM1 registers 

and begins managing its advertised resource. A second 

instance of the same manager type as AM1, AM3, requests 

management rights from the IS. ThreshC = 0.6. The conflict 

detection procedure is not executed when AM1 registers as 

there are no other AMs registered with the IS. Thus AM1 is 

granted management rights for both resources requested. 

The registration of AM3, advertising a direct management 

interest in Performance and an indirect impact on Power, 

triggers conflict detection analysis, as shown in Figure 13.  

In this case, conflicts are detected for both of the 

requested resources, so as a result, AM3 is suspended. At a 

later time, AM1 performs an orderly shutdown sending an 

Time

Time
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MRelease message to the IS, invoking the UnregisterAM 

function at the IS. This has 3 effects: 1. an MStop message 

is sent to AM1 (see Figure 14); 2. the IS unregisters all 

AM1’s management interests; 3. conflict detection analysis 

is again triggered, now with the goal of detecting situations 

where previous conflicts have now been resolved. Any 

suspended AM’s that are no longer in conflict with active 

managers are now resumed. In this case AM3 is the only 

suspended AM, and in the absence of any conflicts with 

active AMs it is automatically resumed and granted its 

requested management rights (see Figure 15). 

IS: Handling Advertise Message: 

IS: Conflict Detection [AM3->Performance]::[AM1->Performance] 

IS: Match Level=1, Threshold=0.6 

IS Decision: Conflict Detected 

IS: Conflict Detection [AM3->Performance]::[AM1->Power] 

IS: Match Level=0.4375, Threshold=0.6 

IS Decision: No Conflict Detected 

 

IS: Conflict Detection [AM3->Power]::[AM1->Performance] 

IS: Match Level=0.4375, Threshold=0.6 

IS Decision: No Conflict Detected 

IS: Conflict Detection [AM3->Power]::[AM1->Power] 

IS: Match Level=0.875, Threshold=0.6 

IS Decision: Conflict Detected 

 

IS: Sending MNACK message for [AM3]->Performance 

IS: Sending MNACK message for [AM3]->Power 

IS: Sending MSuspend message to [AM3] 

Figure 13. Conflict detection analysis finds potential conflicts of 

interest between two instances of the same AM type. 

IS: Handling Release Message: 

IS: Sending MStop message to [AM1] 

Figure 14. IS receives MRelease, responds with MStop. 

List of Suspended AMs: 

---------------------------------------------- 

AM Name: AM3 

AM State: SUSPENDED 

---------------------------------------------- 

IS: Sending MACK message for [AM3]->Performance 

IS: Sending MACK message for [AM3]->Power 

IS: Sending MResume message to [AM3] 

Figure 15. IS resumes the AM3 Manager 

Figure 15 illustrates the IS’s behaviour on receipt of an 

MRelease message, which implies that an AM has left the 

system and thus one or more previously detected conflict 

conditions may have been removed. First the state model is 

searched for any AMs in the SUSPENDED state. The 

management interests of these are re-examined against those 

of the remaining RUNNING state AMs (conflict detection 

analysis is triggered again). Any suspended AMs which are 

now conflict-free are resumed (AM3 in this case). Figure 16 

shows the entire message sequence for scenario 4. 

Figure 16. Message sequence for scenario 4. 

In addition to illustrating the prevention of conflicts of 

directly overlapping management interest; scenario 4 also 

shows how the IS architectural approach facilitates and 

manages redundant replication of autonomic manager 

processes for robustness within a system. Only one AM is 

given management rights for a particular resource at any 

time, but whenever an AM leaves the system the set of 

running and suspended AMs is automatically re-evaluated 

for changes in conflict status. Suspended replicas are 

resumed when determined conflict-free, and can start 

‘warm’ because the AM’s developer can choose to 

implement ‘suspend’ as only shutting down the execute 

stage of the MAPE loop. 

 

Scenario 5 is the equivalent of scenario 2, except that in 

this case the IS operates in SAFE-COEXISTENCE mode. 

AM1 registers its management interests with the IS, 

followed by AM2. ThreshC = 0.6. The two Autonomic 

Managers attempt to control respectively, Performance 

(direct control with IF=1.0) and Power (indirect control with 

IF=0.5) for AM1 and Power (direct control, IF=1.0) and 

Performance (indirect, IF=0.5) for AM2. 

As there are no other AMs running when AM1 registers 

it is granted full management rights, as shown in figure 17. 

 
IS: Handling Advertise Message: 

IS: Sending MACK message for [AM1]->Performance 

IS: Sending MACK message for [AM1]->Power 

IS: Sending MRun message to [AM1] 

Figure 17. IS issues full rights to the AM1 Manager 

When AM2 registers its management interest the IS 

checks for a conflict with all other registered managers. As 

a result the IS allows AM2 to control Power but restricts 

controlling Performance and sends an MRestrict message to 

AM2 as the diagnostic trace in figure 18 shows. 
 

IS: Handling Advertise Message: 

IS: Conflict Detection [AM2->Power]::[AM1->Performance] 

IS: Match Level=0.25, Threshold=0.6 

IS Decision: No Conflict Detected 

IS: Conflict Detection [AM2->Power]::[AM1->Power] 

IS: Match Level=0.3875, Threshold=0.6 

IS Decision: No Conflict Detected 

IS: Conflict Detection [AM2->Performance]::[AM1->Performance] 

IS: Match Level=0.6875, Threshold=0.6 

IS Decision: Conflict Detected 

IS: Conflict Detection [AM2->Performance]::[AM1->Power] 

IS: Match Level=0.575, Threshold=0.6 

IS Decision: No Conflict Detected 

IS: Sending MACK message for [AM2]->Power 

IS: Sending MNACK message for [AM2]->Performance 

IS: Sending MRestrict message to [AM2] 

Figure 18. A potential conflict is detected; AM2 is restricted. 

In the Restricted mode AM2 evaluates its policy as 

normal but the Performance output variable is set to NULL, 

i.e., AM2 cannot actually effect the system performance 

whilst restricted in this management aspect. AM2 manages 

power normally, as this aspect was not restricted.  

Later, AM1 Unregisters with the IS, this again triggers 

conflict check operation. AM2 is no longer in conflict, so is 

now granted permission to control all items of interest, as 

shown in the trace in figure 19. 

 
IS: Handling Release Message: 

delete AMDesc: AM1 

IS: Sending MStop message to [AM1] 

List of Restricted AMs: 

---------------------------------------------- 

AM Name: AM2 

---------------------------------------------- 

ACItem Name: Power 

Category: Power General 

Zone: System Power 

AMID: AM2 

Time
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ImpactFactor: 1.0 

IsConflicting: 0 

Scope: Local 

----------------------------------------- 

----------------------------------------- 

ACItem Name: Performance 

Category: Performance General 

Zone: System Performance 

AMID: AM2 

ImpactFactor: 0.5 

IsConflicting: 1 

Scope: Local 

----------------------------------------- 

---------------------------------------------- 

IS: Sending MACK message for [AM2]->Power 

IS: Sending MACK message for [AM2]->Performance 

IS: Sending MResume message to [AM2] 

Figure 19. Diagnostic trace showing IS behaviour during release of 

AM1 and subsequent granting of full rights to AM2  

 

Figure 20 shows the entire message sequence for 

scenario 5. 

A.  Evaluation summary 

The evaluation aspect of this paper is mainly concerned 

with demonstration of the IS concept. Our implementation 

is not necessarily optimised for processing performance. We 

have focussed the evaluation on exploring the behaviour of 

the system in a set of base cases which represent realistic 

types of conflicts (direct and indirect) between AMs. 

The evaluation was based on a number of ways in which 

a pair of AMs may overlap in their management activities. 

These scenarios were chosen so as to reflect a wide range of 

possibilities.  

The case results show how the IS controls the 

management rights of AMs dynamically, using the 

management similarity-measure based conflict detection. 

We have demonstrated the variable safety-sensitivity of the 

service, using the configurable sensitivity threshold 

combined with the choice of two safety levels (SAFTEY-

CRITICAL and SAFE-COEXISTENCE).  

The processing overhead of conflict detection does not 

increase significantly when larger populations of AMs exist, 

because conflict detection is only triggered when the AM 

population changes (e.g., a new AM is registered), and the 

existing AMs are only compared against the arriving AM 

(not against each other). The conflict detection always 

considers AMs on a pair-wise basis, so functional 

complexity remains the same regardless of the number of 

AMs present.  

 

VII. CONCLUSION 

In this paper, we have outlined the case for greater 

research effort in the area of interoperability of autonomic 

managers. We have discussed why bespoke and custom 

solutions will not work in the long term and argued for a 

universal standard for interoperability. In line with this we 

have identified requirements for a service-based approach.  

 

We are working towards standards and services for 

universal interoperability in autonomic systems. In 

particular we are targeting the under-addressed challenge of 

interoperability and co-existence in not-planned 

circumstances, i.e., for AMs that are developed 

independently and brought together when systems are built 

from a number of separate components, and also when 

existing systems or components are upgraded.  

This work is timely and important because the likelihood 

of conflicts will escalate as autonomic computing continues 

to increase in popularity, and AMs are deployed in an ever-

wider array of components with ever-richer functionality. 

We have presented initial work towards a service-based 

automatic and proactive interoperability service, being 

integrated into autonomic components and making them 

‘interoperability ready’ in advance of their deployment. Our 

approach enables AMs to be developed independently, 

requiring that the developer uses a management description 

language to describe the component’s management 

characteristics. This approach has the main advantage of not 

requiring an AM developer to have knowledge of other 

AM’s that may exist in the target system, and thus supports 

agility i.e., configuration changes, expansion and upgrades. 

The technique has been developed with generalisation as 

a main goal. In the same way that it is not possible when 

developing an AM to perceive all the possible other AMs 

and their management capabilities that could coexist; it is 

also not possible when developing an IS to predict all of the 

application domains and behaviours of future AMs. 

Therefore we have ensured that the language used to 

describe management capabilities is extensible, and can be 

represented using a standard format (XML). The 

architecture defines the interfaces and communication 

between the key management components of the system but 

leaves open the implementation decisions for the IS-internal 

business logic so it can be tailored to a system’s needs. 

The demonstration-of-concept implementation has 

focussed initially on ‘safe coexistence’ as a mandatory 

foundational step towards universal AM interoperability. 

Further work focuses on more-sophisticated techniques for 

the conflict detection, and further refinement of the 

management description language on which the conflict 

detection is based. 

 

 

Figure 20. Message sequence for scenario 5. 
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Abstract—This paper commences with a short review on
optimal control for nonlinear systems, emphasizing the Model
Predictive approach for this purpose. It then describes the Parti-
cle Swarm Optimization algorithm and how it could be applied
to nonlinear Model Predictive Control. On the basis of these
principles, two novel control approaches are proposed and anal-
ysed. One is based on optimization of a numerically linearized
perturbation model, whilst the other avoids the linearization step
altogether. The controllers are evaluated by simulation of an
inverted pendulum on a cart system. The results are compared
with a numerical linearization technique exploiting conventional
convex optimization methods instead of Particle Swarm Opti-
mization. In both approaches, the proposed Swarm Optimization
controllers exhibit superior performance. The methodology is
then extended to input constrained nonlinear systems, offering a
promising new paradigm for nonlinear optimal control design.

Keywords-particle swarm optimization; model predictive control;
optimal control; nonlinear control; computational intelligence;
swarm intelligence; evolutionary intelligence; artificial intelligence;
metaheuristic algorithms

I. INTRODUCTION

This paper discusses the use of Particle Swarm Optimization
for optimal control of nonlinear systems. It proposes two novel
control schemes in this regard and presents a more detailed
perspective on earlier work by the same authors [1]. In the
case of systems exhibiting linear dynamics, optimal and robust
control theory offer well-developed tools to optimize a number
of performance indices that embody desirable objectives and
ensure performance robustness. These range from classical and
fundamental robust control approaches [2] to more advanced,
theoretically elegant and computationally tractable solutions
[3], [4].

In contrast to linear optimal and robust control, its nonlinear
counterpart (namely optimization constrained by a nonlinear
dynamical system) is still a developing field. Its roots were laid
down in the 1950s with the introduction of the Pontryagin
maximum principle (a generalization of the Euler-Lagrange
equations derived from the calculus of variations [5]) and dy-
namic programming, leading to the Hamilton-Jacobi-Bellman
partial differential equations [6]. These were more theoreti-
cal contributions than practical design techniques. Numerous
design methodologies have now been developed for nonlinear
optimal control, often following different paths and techniques.
The problem is attacked on several different fronts including

extensions of linear theory, utilizing generalizations of the
Lyapunov methodology, and brute force computation to name
a few [7].

The advent of the microprocessor and the subsequent com-
puter revolution opened up an entirely new possibility for
optimal control: obtaining solutions directly through numerical
computations. While the solution of the Hamilton-Jacobi-
Bellman equation remains intractable in all but the simplest of
cases, Euler-Lagrange type trajectory optimizations provide an
alternative, more computationally feasible approach. Comput-
ers are able to provide relatively efficient solutions by solving
trajectory optimizations that produce open-loop control trajec-
tories as a function of time (as opposed to a state-feedback
law). Feedback can then be incorporated by the repeated on-
line solution of these trajectory optimizations, an approach
known as receding or moving horizon. A heavy exploitation
of the receding horizon methodology spawned the technique of
Model Predictive Control [8]. Plants with slow dynamics were
among the first candidate applications of this approach because
on-line inter-sample computation of a sequence of manipulated
variable adjustments in order to optimize the future behaviour
of a controlled process using minimal control effort became
feasible [9]. Additionally, the receding horizon strategy was
a natural approach to constrained systems because constraints
could be directly incorporated into the optimizations, enabling
plant operators to run the plant near constraint boundaries,
which can increase productivity and reduce product quality
variation [10], [11]. Furthermore, Model Predictive Control
seems extremely powerful for processes with dead-time or
if the set-point is programmed. This is evidenced by its
successful implementation in industrial process applications
[8]–[13].

However, despite being an attractive control scheme for
manipulating the behaviour of complex systems [14] and
exhibiting excellent dynamic performance in both industrial
applications and theoretical studies [15]–[17], the application
of Model Predictive Control to nonlinear systems, known as
Nonlinear Model Predictive Control (NMPC), is complicated
largely due to the optimization method that has come to
be used in these controllers. A fundamental difficulty of
the NMPC approach is the requirement to solve nonconvex
constrained optimization problems. Most existing works are
based on nonlinear programming methods [18] that only
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yield local optimum values, with the latter depending on the
selection of the starting point. For this purpose, Alaniz [19]
developed a particular numerical linearization technique to
obtain a convex constrained optimization problem, albeit at the
cost of performance deterioration. Other attempts to solve the
nonconvex optimization problems exploit Genetic Algorithm
(GA) optimizers [20]. However these face many challenges,
including enormous computational effort due to its natural
genetic operations [21], [22]. Although this may be reduced
by using a real-value representation in the GA [21], [23], [24],
some deficiencies in GA performance have been highlighted
in recent research. Applications governed by highly epistatic
objective functions [25], [26] reveal shortfalls in performance,
which is further worsened by the GA’s premature convergence
[25].

This paper presents and analyses in depth two novel NMPC
controllers based on a powerful optimization paradigm called
Particle Swarm Optimization (PSO). PSO was first developed
by Kennedy and Eberhart in 1995 [27]. This metaheuristic
algorithm has been found to be robust in solving continuous
nonlinear optimization problems [23], [26]–[28] and capable
of generating high quality solutions with more stable conver-
gence characteristics and shorter calculation times than other
stochastic methods [23], [26], [29]. The salient feature of
PSO lies in its learning mechanism, distinguishing it from
other computational intelligence techniques, such as genetic
algorithms, where PSO has been shown to have more attractive
properties [30], [31]. PSO is governed by less tunable parame-
ters and is notably easy to program and implement using basic
logic and mathematical operations. The swarm intelligence
algorithm stands in clear contrast with many optimization
techniques for being derivative-free, being less sensitive to the
objective function’s nature, namely continuity and convexity,
and not requiring good initial solutions for the iteration process
to start. Furthermore, its flexibility enables its integration
with other optimization techniques, forming hybrid tools [32].
Its ability to avoid local minima and to cater for stochastic
objective functions, as is the case of representing a random
optimization variable, further strengthens PSO’s capacity to
achieve superior optimization performance [32]. Owing to its
simple concept and high efficiency, PSO has become a widely
adopted optimization technique and has been successfully
applied to many real-world problems [33]–[40]. Moreover,
PSO’s superiority is confirmed when compared with other
optimization algorithms in various application areas [41]–[45].
Also, in the process of validating new global optimization
techniques, researchers have proven that PSO performs well
in several benchmark optimization problems [46]–[49].

One of the novel controllers presented in this paper is based
on a numerical linearization technique first proposed by Alaniz
in [19] that is based on conventional convex optimization
methods. By contrast, the proposed controller exploits PSO
techniques for optimization. The second novel controller pro-
posed in this paper does away with any form of numerical
linearization to achieve optimization of the cost function. Both
controllers are simulated on an inverted pendulum on a cart

problem and compared with the NMPC controller in [19].
The rest of the paper is organized as follows. Section II

is an explanation of the implemented PSO algorithm, while
Section III outlines the design of the three NMPC controllers
evaluated in this paper. Section IV then presents the simulation
setup, results and analysis, followed by a brief conclusion in
Section V.

II. PARTICLE SWARM OPTIMIZATION

The particle swarm optimization algorithm is a population-
based search algorithm inspired by the social behaviour of
birds within a flock [27]. The very simple behaviour followed
by individuals in a flock emulates their own successes and the
success of neighbouring individuals. The emergent collective
behaviour is that of discovering optimal regions of a high
dimensional search space.

In a PSO algorithm, each particle representing a potential
solution is maintained within a swarm. In simple terms, the
particles are therefore “flown” through a multidimensional
search space where the position of each particle is adjusted
according to the experience of itself and its neighbours. Let
xi(t) denote the position of particle i in the search space at
time step t, which denotes discrete time steps unless otherwise
stated. The position of the particle is changed by adding a
velocity vector, vi(t), to the current position i.e.,

xi(t +1) = xi(t)+vi(t +1) (1)

with xi(0) ∼ U(xmin,xmax), where U(xmin,xmax) denotes the
continuous uniform probability distribution within the real-
valued space (xmin,xmax). The optimization process is driven
by the velocity vector, reflecting both the experiential knowl-
edge of the particle (known as cognitive component) and
socially exchanged information from the particle’s neigh-
bourhood (known as social component). In this paper we
implement a particular PSO algorithm know as global best
PSO [50], which exhibits very fast convergence rates much
needed for our predictive control application. For the global
best PSO, or gbest PSO, the neighbourhood for each particle
is the entire swarm, thus employing the social network of the
star topology type. In this situation, the social information is
the best position found by the swarm, referred to as ŷ(t).

For gbest PSO, the velocity of particle i is calculated as

vi j(t +1) = vi j(t)+ c1r1 j(t)[yi j(t)− xi j(t)]+

c2r2 j(t)[ŷ j(t)− xi j(t)] (2)

where xi j(t), yi j(t) and vi j(t) are the position, personal best
position and velocity of particle i in dimension j = 1, . . . ,nx
at time step t respectively, ŷ j(t) is the global best position
in dimension j, c1 and c2 are positive acceleration constants
used to scale the contribution of the cognitive and social com-
ponents respectively, and r1 j(t),r2 j(t) ∼ U(0,1) are random
values in the range [0,1], sampled from a continuous uniform
distribution. These random values introduce a random element
to the algorithm.

The personal best position, yi, associated with particle i is
the best position the particle has visited since the first time
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step. Considering a minimization problem, the personal best
position at the next time step, t +1, is calculated as

yi(t +1) =
{

yi(t) if f (xi(t +1))≥ f (yi(t))
xi(t +1) if f (xi(t +1))< f (yi(t))

(3)

where f : Rnx →R is the fitness function, which is a measure
of how close the corresponding solution is to the optimum,
quantifying the performance, or quality, of a particle (or
solution).

The global best position, ŷ(t), at time step t, is defined as

ŷ(t) ∈ {y0(t) . . .yns(t)}| f (ŷ(t)) = min{ f (y0(t)) . . . f (yns(t))}
(4)

where ns is the total number of particles in the swarm.
Equation 4 therefore states that ŷ(t) is the best position
discovered by any of the particles so far. In this paper, it
is calculated as the best personal-best position. Algorithm 1
summarizes the gbest PSO algorithm.

Further to the basic PSO algorithm just described, the
speed of convergence and quality of solutions are improved
using velocity clamping and inertia weight [51]. The efficiency
and accuracy of our optimization algorithm is governed by
the exploration-exploitation trade-off [52]. Exploitation is the
ability of a search algorithm to concentrate the search around
a promising area in order to refine a candidate solution.
Exploration, on the other hand, is the ability to locate a global
optimum by exploring different regions of the search space.
A good optimization algorithm balances these contradictory
objectives in an optimal manner. For the PSO algorithm, these
objectives are reached using the velocity update equations.

Algorithm 1 gbest PSO [50]

Create and initialize an nx-dimensional swarm
repeat

for each particle i = 1, . . . ,ns do
//set the personal best position
if f (xi)< f (yi) then

yi = xi;
end
//set the global best position
if f (yi)< f (ŷ) then

ŷ = yi;
end

end
for each particle i = 1, . . . ,ns do

update the velocity using Equation (2);
update the position using Equation (1);

end
until stopping condition is true;

The velocity update presented in Equation (2) comprises
three terms that contribute to the step size of particles. The
early applications of basic PSO revealed that the velocity
quickly explodes to large values, especially for particles
located far from the neighbourhood best and personal best

positions. As a consequence, particles have large position
updates resulting in them leaving the boundaries of the search
space and diverging. The global exploration of particles may
be controlled by clamping velocities to stay within boundary
constraints [53]. If a specified maximum velocity is exceeded,
the particle’s velocity is set to the maximum velocity. Let
Vmax, j denote the maximum allowed velocity in dimension j.
Particle velocity is then adjusted prior to the position update
using,

vi j(t +1) =
{

vi j
′
(t +1) if vi j

′
(t +1)<Vmax, j

Vmax, j if vi j
′
(t +1)≥Vmax, j

(5)

where vi j
′

is calculated using Equation (2).
The value of Vmax, j is essential to control the granularity

of the search by clamping escalating velocities. Large values
of Vmax, j facilitate global exploration, while smaller values
encourage local exploitation. Too small values of Vmax, j leads
to insufficient exploration beyond locally good regions, in-
creasing the number of time steps to reach an optimum, with
the risk of the swarm becoming trapped in a local optimum,
with no means of escape. On the other hand, too large values of
Vmax, j risk the possibility of missing a good region, having the
particles possibly jumping over good solutions and continuing
to search in fruitless regions of the search space. Despite
this disadvantage of particles possibly jumping over optima,
particles move faster.

The problem of finding a good value for each Vmax, j still
stands. We require the balance between (a) moving too fast or
too slow, and (b) exploration and exploitation. Here, we select
Vmax, j values to be a fraction of the domain of each dimension
of the search space. That is,

Vmax, j = δ(xmax, j− xmin, j) (6)

where xmax, j and xmin, j are the maximum and minimum values
of the domain of x in dimension j respectively, and δ ∈ (0,1].
In a number of empirical studies it was found that the value
of δ is problem-dependent [54], [55], and the best value for
our situation was therefore obtained empirically.

While velocity clamping exhibits the advantage of a con-
trolled explosion of velocity, it also presents a difficulty
when all velocities are equal to the maximum velocity. If
no precautionary measures are implemented, particles re-
main searching on the boundaries of a hypercube defined by
[xi(t)−Vmax,xi(t)+Vmax]. A particle may stumble upon the
optimum, but in general exploiting this local area is difficult.
This problem is solved in our algorithm by introducing an
inertia weight, a concept introduced by Eberhart and Shi
[28] as a mechanism of controlling the exploitation and
exploration abilities of the swarm, with the original intention
of eliminating the need for velocity clamping [33]. The inertia
weight was successful in addressing the first objective, but
failed to completely eliminate the need for velocity clamping.
The inertia weight, w, controls the particle’s momentum by
weighting the contribution of the previous velocity - in other
words, controlling how much memory of the previous flight
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direction will influence the new velocity. For the gbest PSO,
the velocity equation changes from Equation (2) to

vi j(t +1) = wvi j(t)+ c1r1 j(t)[yi j(t)− xi j(t)]+

c2r2 j(t)[ŷ j(t)− xi j(t)] (7)

The value of w is essential to ensure convergent behaviour
while optimally trading off exploration and exploitation. For
w≥ 1, velocities increase over time, accelerating towards the
maximum velocity (assuming a velocity clamping strategy),
and the swarm diverges. Particles fail to change direction to
return back towards promising areas. For w < 1, particles
undergo a deceleration until their velocities reach zero (de-
pending on the values of the acceleration coefficients). Large
values of w facilitate exploration with increased diversity,
while small w promotes local exploitation. However, very
small values eliminate the exploration ability of the swarm
since little momentum is then preserved from the previous
time step, enabling quick changes in direction. The smaller
w, the more do the social and cognitive components control
position updates.

As with the maximum velocity, the optimal value for the
inertia weight is problem-dependent [55]. Here, we make use
of dynamically changing inertia values, starting with large
inertia values that decrease over time to smaller values. This
way, particles are allowed to explore in the initial search steps,
while favouring exploitation as time increases.

The inertia weight is dyamically varied using the linear
decreasing method, where an initially large inertia weight (usu-
ally 0.9) is linearly decreased to a small value (usually 0.4).
Following Yoshida et al. [56], Suganthan [57], Ratnaweera et
al. [58], Naka et al. [59], we set

w(t) = (w(0)−w(nt))
(nt − t)

nt
+w(nt) (8)

where nt is the maximum number of time steps that the
algorithm is executed, w(0) is the initial inertia weight, w(nt)
is the final inertia weight, and w(t) is the inertia at time step
t. Note that w(0)> w(nt).

III. NONLINEAR MODEL PREDICTIVE CONTROL

A nonlinear dynamic system may be represented by a set
of nonlinear differential equations [60] that may be discretized
for computational purposes using Euler’s method, where Ts is
the sampling period and k is the sample index in discrete-time,
as follows:

x(k+1) = x(k)+Ts f (x(k),u(k),v(k),k) (9)
y(k) = g(x(k),u(k),v(k),k) (10)

Arguments of the nonlinear function f include a state vector
x(k), a control input u(k), and a disturbance input v(k). The
set of physical quantities that can be measured from the
system constitute the output, y(k), which is also a nonlinear
function g of the same arguments. More accurate discretization
approximations, such as the Runge-Kutta methods, can be used
if the system dynamics are highly nonlinear or the sampling
period is large.

The Model Predictive Control (MPC) design methodology
is characterized by three main features: an explicit model
of the plant, computation of control signals by optimizing
predicted plant behaviour, and a receding horizon [10]. MPC’s
receding horizon strategy can be explained using Figure 1. An
internal model predicts how the plant will react, starting at
the current time k, over a discretized prediction interval. The
letter l denotes the number of discrete steps in this interval.
Each discrete step spans a time of Ts seconds, therefore the
prediction interval lasts lTs seconds. The predicted behaviour
is governed by the present state x(k), an estimated disturbance
history v, and a control history u that is to be applied. The
objective is to select the control history that yields the best
predicted behaviour with respect to a reference trajectory and
optimization parameters.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

All the rest of the simulation figures presented in this paper shall retain the same format. 
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Fig. 1. Nonlinear Model Predictive Control: A receding horizon strategy

MPC solves for the control history, which is a sequence of
m vector values. Two adjacent control values are separated by
a time step of Ts, therefore having a control history spanning
mTS seconds. During each time step, the control values are held
constant and the values are assumed to change instantaneously
as soon as a new time step is started. After the control
history has ended, the control signal is held constant until
the prediction interval is over.

Once the optimal control history has been computed, the
first N time steps of the solution are applied to the plant and
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the rest are discarded. After these N time steps have passed,
the cycle of forming predicted behaviours and computing the
control history is repeated. In this paper, we choose N to be
unity, however this number can be increased to reduce the rate
of production of solutions.

The cost function used in our performance evaluation is
given by Equation (11) having a quadratic structure comprising
two terms. The first term, weighted by a symmetric weighting
matrix Q(k), penalizes the deviations from a reference trajec-
tory that occur throughout the prediction interval. A specific
value of the reference is denoted by ỹ(k). The second term,
weighted by a symmetric weighting matrix R(k), penalizes the
magnitude of each control value in the control history.

J =
l−1

∑
i=0
||(y(k+ i)− ỹ(k+ i))||2Q(k+i)+

m−1

∑
i=0
||u(k+ i)||2R(k+i)

(11)
As previously described, if m is in the range 1≤ m≤ l, then
the last value in the control history is held constant for the
final (l −m) time steps. The value of R(k +m− 1) should
therefore have a different magnitude to compensate for the
added duration of u(k+m−1).

Control and output constraints are considered in their in-
equality form, with the constraints being enforced at each
discretized point in the control history and output trajectory,
as shown in equations (12) and (13).

u(k)min ≤ u(k)≤ u(k)max (12)

y(k)min ≤ y(k)≤ y(k)max (13)

The MPC problem in this setting is to minimize J by choosing
u, subject to the constraints in equations (12) and (13) and the
dynamics of equations (9) and (10). We will now describe the
three nonlinear model predictive controllers considered in this
paper, two of them representing the novel contributions of this
work.

A. A numerical linearization method

This method, proposed by Alaniz in [19], centres around a
particular numerical linearization technique for generating the
predicted output trajectory y. A nominal control history ū is
first chosen, then the corresponding nominal output trajectory
ȳ is computed through numerical integration. Typically ū is
the previous optimal solution, but it can be set equal to zero if
none exist. The predicted output is then based on linearizing
the control perturbation ∆u about the nominal trajectory as
follows:

y(k) = ȳ(k)+α0∆u(k)
y(k+1) = ȳ(k+1)+α1∆u(k)+β0∆u(k+1)
y(k+2) = ȳ(k+2)+α2∆u(k)+β1∆u(k+1)+

γ0∆u(k+2)
... (14)

The coefficients αi, βi, γi, . . . are produced by computing
a perturbed trajectory for each ∆u(k + i) and finding the

subsequent deviation from the nominal trajectory. Perturbed
trajectories are the result of adding a pulse of magnitude one
to the nominal control history at time (k+ i). Each trajectory
is formed by propagating the present state x(k) over a fixed
interval of time while applying an associated control history.
The prediction interval and control history are divided into l
and m discrete steps, respectively, of length Ts where m ≤ l.
After the control history has ended, it is held constant for the
final (l−m) time steps.

The MPC problem is to solve for the optimal control per-
turbation ∆u∗ by minimizing a cost function with respect to a
reference trajectory and optimization parameters. The optimal
control history is then the sum of the nominal control history
and the optimal control perturbation [19]. By rearranging
and simplifying the form of Equation (11), a set of matrices
is obtained that leads to the unconstrained and constrained
optimization problems. For the unconstrained case, Alaniz
[19] presents a solution by using an equivalent least squares
technique, while for the constrained case, the problem is
reinterpreted so as to obtain the standard form handled by
quadratic programming solvers.

Once the optimal control history is chosen, the first N
time steps of the solution are applied to the plant. The cycle
of forming predicted behaviours and solving for the optimal
control perturbations is then repeated using the most recent
feedback from the plant. The interested reader is referred to
[19] for further detail about this technique.

B. A novel numerical linearization technique using PSO

A novel application of PSO proposed here exploits the
aforementioned numerical linearization technique used in con-
junction with the PSO algorithm, where the convex least
squares or quadratic programming optimization methods are
now replaced by the global best PSO algorithm. The evaluation
function is the cost given by Equation (11), so that PSO
searches for the optimal perturbed control history of Equation
(14), denoted by ∆u(k)∗, in order to obtain the optimal control
history u(k)∗ that minimizes J. For this purpose we require
an m-dimensional PSO, with each particle’s position defined
by K, an m-dimension column vector equal to ∆U(k)∗, which
is a column vector having ∆u(k+ i)∗ as its elements.

C. A novel PSO-based nonlinear MPC strategy

The second novel controller makes use of the PSO search
algorithm for obtaining the optimal control history that min-
imizes directly the cost function J given by Equation (11)
without resorting to numerical linearization as represented by
Equation (14). In this manner we simply use Equation (11) as
the evaluation function to be minimized using global best PSO,
thereby avoiding any linearization technique or mathematical
result for minimization, albeit at an increased computational
complexity. Each particle’s position in the swarm represents
the m-dimension column vector defining the optimal control
history, U(k)∗.

As we shall see, this remarkably straightforward approach
produces the best results for the controllers studied in this
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paper in terms of the performance index obtained. The block
diagram in Figure 2 illustrates the structure of the proposed
predictive control loop. A particle swarm optimizer uses the
reference input and predicted output trajectories to minimize
the quadratic cost function given by Equation (11) and com-
pute the optimal control history that is then applied to the
plant. The proposed controller is further enhanced by actively
correcting the weighting matrix R in an adaptive manner, so
that the chattering effect of the control input observed about
the equilibrium point is reduced. 

Physical Plant 

Model of 
Physical Plant 

Cost Function 

Particle Swarm Optimizer 

PSO-based NMPC controller 

Reference Output 
Control 
Action 

Fig. 2. PSO-based nonlinear MPC loop

IV. PERFORMANCE EVALUATION: INVERTED PENDULUM
ON CART

The performance of the proposed controllers is evaluated
by analyzing the results from simulation experiments. The
plant chosen for simulation is an inverted pendulum on a
cart and two types of controllers are generated for the three
methods presented in the previous section; an unconstrained
and constrained version. The latter problem shall only consider
a single constraint that restricts the input as per the inequality
given by Equation (12). Hence, no penalty functions are
required. The pendulum is initially at the stable equilibrium
point and the purpose of each controller is to invert the pendu-
lum. Since the dynamics at the stable and unstable equilibrium
points are very different, this is a good problem to demonstrate
the effectiveness of our nonlinear MPC controllers.

A. Plant Model

The nonlinear model of the plant is derived by applying
Newton’s Laws of Motion to the free body diagrams in Figure
3. The resulting equations of motion are given by equations
(15) and (16). A complete derivation is given in [19].

(a) (b) (c)

Fig. 3. (a) Inverted Pendulum on a Cart; (b) Free body diagram 1 (cart); (c)
Free body diagram 2 (pendulum).

ẍ =
1

M+m
[u−bẋ−mlθ̈cos(θ)+mlθ̇2 sin(θ)] (15)

θ̈ =
3

4ml2 [mgl sin(θ)−mlẍcos(θ)−hθ̇] (16)

M represents the mass of the cart that slides along a surface,
m is the uniformly distributed mass of an ideal pendulum, 2l
is the length of the ideal pendulum, b is the surface friction
damping constant, h is the rotational friction damping coeffi-
cient, u is the force applied to the block, θ is the clockwise
angle between the normal and the pendulum (as shown in
Figure 3(c)), and x is the cart’s horizontal displacement from
its equilibrium position. To allow the model to be numerically
integrated, equations (15) and (16) are expressed in terms of
the state variables x, ẋ, θ, and θ̇. The second-order differential
equations have the form given by Equation (17), where χ is
a vector variable. A vector field g is also created to combine
the states into one state vector. The second-order differential
equations are then discretized using the fourth-order Runge-
Kutta method [19].

χ̈= f (χ̇,χ,u),


x
ẋ
θ

θ̇

= g(χ̇,χ), χ=

[
x
θ

]
(17)

B. Controller Layout

The simulation experiments were run on the Simulink
software package [61]. The layout shown in Figure 4 is the
simulated realization of the control loop given in Figure 2. It
makes use of Matlab S-Functions that implement constrained
or unconstrained versions of the PSO-based NMPC controller.

Fig. 4. Nonlinear MPC Simulink layout

C. Controller Parameters

The MPC controller rate is 1
NTs

, where N is the number of
controls in the control history that are applied to the plant.
N = 1 is used in the controller since this is the typical value
selected in MPC [10]. The computational load of MPC can
be reduced if N is increased, but a disadvantage to having
N > 1 is that some of the controls applied to the plant are
based on old feedback. The fourth-order Runge-Kutta method
is tested using different values for Ts, and it is established that
the response with Ts = 0.1s is almost indistinguishable from
the actual response, thus using this value for the controller.

Since this controller is very computationally intensive, it
is not feasible to have a long prediction length or control
history. A value of l = m = 20 is chosen as a balance between
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performance and computation time. This results in a controller
capable of predicting for 2 seconds.

The two novel PSO-based controllers use the following
PSO parameters, which were derived empirically through
successive simulations:
• Each particle consists of 20 members, corresponding

to the 20 elements that make up the optimal control
perturbation history column vector, ∆U(k)∗, for the PSO-
based numerical linearization method, or the optimal
control history column vector, U(k)∗, for the PSO-based
NMPC controller.

• Swarm size, ns = 30.
• Inertia weight w is set by Equation (8), where w(0) = 0.9

and w(nt) = 0.4.
• Velocity clamping is governed by equations (5) and (6),

with δ = 0.5.
• Search space is limited to real-valued variables between
−300N (xmin, j) and 300N (xmax, j) for the unconstrained
case.

• Acceleration coefficients c1 = 2 and c2 = 2.
• Number of iterations = 30.
Both weighting matrices Q and R given in Equation (11) are

set equal to the values shown in Equation (18), which includes
a vector showing the order of the outputs. The objective of this
controller is to invert the pendulum. Hence the penalty on θ

is increased relative to the other states so that the controller
focuses more on decreasing angular deviations than other state
deviations. Initially, the cart must move back and forth until the
pendulum gains enough momentum to swing up. Increasing
the θ penalty would reduce the time required for the pendulum
to swing up. Through successive simulation trials, a value
of 100 was finally chosen as the penalty on the θ state by
comparing the time required to achieve pendulum inversion.

y =


x
ẋ
θ

θ̇

 , Q =


1 0 0 0
0 1 0 0
0 0 100 0
0 0 0 1

 , R = 1 (18)

Deviations are measured from the reference trajectory that
is set equal to a zero column vector, as given by Equation
(19). In this example, we set each reference state variable to
zero at each time step of the prediction interval. This reference
remains constant for the duration of the simulation.

Ỹ =
[

0 0 · · · 0
]T (19)

D. Simulation Results

The responses of the unconstrained controller, using the
three control schemes described in sections IIIA, IIIB, and
IIIC, are shown in Figure 5 as blue, green and red curves
respectively. The pendulum is initially set at the stable equi-
librium point (180 degrees), hanging straight down. The per-
formance index graph plots the value of the cost function
J for each time step as calculated by the control law using
Equation (11). The cart’s position moves back and forth so that
the pendulum gains momentum. This continues until there is

enough momentum to swing up and invert the pendulum in the
0 degree position. Table I shows typical performance results
obtained in this unconstrained control case. The performance
index values quoted in the table are obtained from Equation
(11) but this time using the actual output trajectory, instead of
the predicted one, and the actual control inputs applied, instead
of the computed control history. The summation is calculated
for a sufficiently large amount of time ensuring that the system
has settled into steady state. Table I therefore reveals the
true performance index for the whole control action in the
unconstrained case, demonstrating the typically superior per-
formance of the proposed PSO-based NMPC controller. The
results show that when PSO is used in conjunction with the
numerical linearization technique, only a minimal advantage
is obtained over the least squares method (an improvement
in J of only 1.46%), as expected for the convex optimization
problem being solved. On the other hand, the second proposed
nonlinear PSO controller gives a significant improvement in
J of 8.04% over the numerical linearization (least squares)
counterpart.

TABLE I
UNCONSTRAINED NMPC: TRUE PERFORMANCE INDEX VALUES

Method Numerical
Linearization
(Least Squares)
[19]

Numerical
Linearization
(PSO)

PSO

True
Performance
Index J (×106)

1.4538 1.4326 1.3369

Figure 6 shows the response plots of the constrained con-
troller when a single constraint, restricting the control input
of the cart to be within −45N and 45N, is made active. In
Figure 6, the final angular deflection is either 0◦ or 360◦.
Note that both these angles correspond to the same inverted
position of the pendulum. For the novel PSO-based NMPC
controller, the cart is noted to move a much smaller distance
to achieve swing-up. In real-world terms, this translates to a
more efficient process, with less work being done by the cart to
achieve swing-up and equilibrium. This is further evidenced by
Table II, which indicates that the novel PSO-based nonlinear
MPC controller has the edge over the numerical linearization
technique that uses quadratic programming, a method known
to have problems in getting stuck at local minima [62]. We
record a 14.78% improvement in J, accompanied by a very
low standard deviation when the experiment is repeated over

TABLE II
CONSTRAINED NONLINEAR MPC: TRUE PERFORMANCE INDEX VALUES

Method Numerical
Linearization
(Quadratic
Programming)
[19]

PSO (mean J) PSO
(standard
deviation)
(×106)

True
Performance
Index J (×106)

2.8534 2.4316 0.02396
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Fig. 5. Unconstrained nonlinear MPC: A comparison
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10 trials indicating PSO’s repeatable nature despite being a
metaheuristic optimization method. Note that for the con-
strained case, using the numerical linearization technique in
conjunction with PSO is computationally inefficient since
every particle must be checked for its corresponding optimal
control history, doubling the workload of its unconstrained
counterpart, rendering it practically useless to investigate for
this purpose.

The advantage of the novel PSO-based NMPC controller
is even more evident in Figure 7, where the proposed active
correction for the chattering effect of the control input is
implemented for the same constrained NMPC problem by
dynamically changing R appearing in Equation (11). The
control input is being more heavily penalized when the angle
approaches the equilibrium point by increasing R from 1 to
30. In other words, we are telling the system that in the close
neighbourhood of the equilibrium point, minimal control effort
is required, mitigating the effect of metaheuristic stochasticity.
This reduces the true performance index even further, giving
an improvement in J of 16.65% (see Table III), making the
process even more efficient.

TABLE III
TRUE PERFORMANCE INDEX VALUE COMPARISON FOR ACTIVE R

CORRECTION

Method Numerical Linearization
(Quadratic Programming)
[19]

PSO

True Performance In-
dex J (×106)

2.8534 2.3810

The system’s robustness to model uncertainty is best illus-
trated by the simulation results of Figure 8. This is tested by
randomly increasing or decreasing each of the plant model’s
parameters by 5% (all parameters are changed for every trial).
Thus, the constrained NMPC controller is using a severely
inaccurate model for its predictions and we are not actively
controlling the control input weight R (to consider the worst
case). Despite these adverse conditions, the results of Figure
8 show excellent performance and the pendulum swings up
normally except for a larger distance now required. Table IV
shows the corresponding changes implemented in the model
parameters of one particular trial picked up at random in the
simulation results of Figure 8. The corresponding performance
index values are given in Table V, where although both
controllers manage swing-up and equilibrium similarly as for
the results shown in Figure 6, the novel PSO-based NMPC
controller exhibits an improvement in J of 12.07%.

Repeatability is tested by performing several trials with
different constraints, as shown in Table VI. The novel PSO
nonlinear controller shows consistently better performance,
with a mean improvement in J of 8.73%.

E. Scalability and Constraints

The inverted pendulum considered in these simulation ex-
periments is a non-trivial example of a control engineering
problem. It is characterized by nonlinear dynamics of an

TABLE IV
ACTUAL PLANT AND MODEL PARAMETERS (FOR A PARTICULAR TRIAL)

Parameter Units Actual Plant Model
M Kg 14.6 15.33
m Kg 7.3 6.935
2l m 2.4 2.52
b Kg/s 14.6 15.33
h Kgm2/s 0.0136 0.0129

TABLE V
TRUE PERFORMANCE INDEX VALUES OBTAINED FOR THE ROBUSTNESS

TEST

Method Numerical Linearization
(Quadratic Programming)
[19]

PSO

True Performance In-
dex J (×106)

2.7369 2.4065

TABLE VI
SIMULATION RESULTS FOR DIFFERENT CONSTRAINTS (10 INDEPENDENT

TRIALS WITH CONSTANT R)

Constraint Numerical Linearization
(Quadratic Programming)
[19]

PSO

−30N ≤U ≤ 30N 2.7182 2.4026
−35N ≤U ≤ 35N 2.5374 2.3947
−40N ≤U ≤ 40N 2.4590 2.3880
−45N ≤U ≤ 45N 2.8534 2.4316

overall order of four, dynamic interaction between the state
variables, and under-actuation (one control input and two
controlled outputs). Nevertheless, there do exist more complex
plants having higher order and/or more inputs and outputs
which would require a scale up of the proposed PSO-based
controllers to higher dimensions. Current literature indicates
that the PSO’s performance remains robust even when applied
to relatively high dimensions as typically found in control
applications (in the order of tens). Indicative of this is Engel-
brecht’s work [63], which reveals the gbest PSO algorithm’s
superior performance with respect to all other homogeneous
PSO algorithms considered therein. This is investigated for
several benchmark unimodal and multimodal functions, and
the issue of scalability for the gbest PSO algorithm starts
becoming increasingly pronounced only for dimensions of
order hundred or above. Following this empirical analysis,
the heterogeneous PSO algorithm proposed by Engelbrecht
in [64] is shown to be significantly more scalable to higher
dimensions when compared with other algorithms [63], [65].
The foregoing analysis is further confirmed by Piccand et al.
[66], who show how the gbest PSO algorithm employed in
this paper exhibits a unity success rate for all the benchmark
unimodal and multimodal functions considered therein, up to
several tens of dimensions. Increasing the swarm size may
sometimes be necessary to handle higher dimensions, however
such tuning is also problem dependent [66]. In view of this
published evidence, we envisage that for systems governed
by increased state variables and/or inputs and outputs, the
proposed PSO controllers are not expected to perform less
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Fig. 7. Actively controlling control input weight R for reduced chattering.
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reliably than the presented example. The process will neces-
sarily be more computationally expensive, however this is an
implementation issue which goes beyond the current scope of
this work.

This paper has only considered the control input constrained
problem for the NMPC case. Implementing PSO-based con-
trollers for both control and output constraints, as given by
equations (12) and (13), would require an elegant constraint
handling approach. As with most applications of PSO, this
could include the use of penalty methods to penalize those
particles that violate constraints [67]–[69]. Other solutions,
as reported by Shi and Krohling [70] and Laskari et al.
[71], convert the constrained problem to an unconstrained
Lagrangian. Also, repair methods, which allow particles to
roam into feasible space, may be implemented by applying
repairing operators to change infeasible particles to represent
feasible solutions. A few examples include the work of Hu
and Eberhart [72] that developed an approach where particles
are not allowed to be attracted by infeasible particles, and that
of El-Gallad et al. [73], which replaced infeasible particles
with their feasible personal best positions. Other works by
Venter and Sobieszczanski-Sobieski [74], [75] proposed a
way of repairing infeasible solutions. Such methods may be
investigated to determine the most efficient way of dealing
with both input and output constraints.

V. CONCLUSION AND FUTURE WORK

This paper has addressed the use of PSO for the design
of model predictive control as applied to nonlinear systems.
Following a detailed description of PSO and MPC theory,
two novel controllers were proposed for the receding horizon
model predictive strategy when applied to nonlinear dynamic
systems. Both controllers exploit the well-known desirable
properties of PSO. One makes use of a numerical linearization
technique where, instead of convex optimization methods, we
employed a PSO strategy. As expected, when simulated on
an inverted pendulum on cart problem, this technique only
yielded a minor improvement in performance over its convex
optimization counterpart. By contrast, the second proposed
controller proved superior to both, approaching up to 16% less
performance cost at best. In addition, we proposed a further
enhancement for this novel scheme by actively controlling
the control input weight R to reduce the chattering effect of
the control signal that is often observed in nonlinear model
predictive control. This framework was also shown to be
extensible to input constrained systems, thereby providing a
foundation to include other advances in control theory as they
become available.

This work may be further extended by an investigation on
the use of PSO to obtain the much needed connection between
the selection of Q and R (the two weighting matrices) and
the performance specifications; possibly through some time-
domain performance criterion. A similar investigation may
be carried out for other control schemes, including linear
quadratic optimal control strategies. Another interesting idea
for future work is to run two optimizers in parallel. One

strategy could employ a random search algorithm [76]–[78]
running in parallel with PSO. Their possible collaboration
could yield the right answer faster, whilst also being more
robust to pathological cases. Furthermore, different variations
of the PSO algorithm could be implemented, comparing their
performance in the process, and also addressing scalability
issues.

Having successfully implemented PSO for an NMPC prob-
lem, one should note that in certain circumstances when the
problem is very well known, gradient-based methods may
solve the NMPC problem more efficiently than PSO, albeit
not as accurately. This calls for a detailed comparison between
a PSO-based implementation and, for instance, one using a
state-of-the-art NMPC solver such as the SQP-based method
in ACADO [79], [80], or ICLOCS in combination with the
interior point solver IPOPT [81]–[83].

All these issues may be investigated in future work for the
purpose of establishing more effective ways of optimizing the
NMPC problem.

REFERENCES

[1] J. Mercieca and S. G. Fabri, “Particle swarm optimization for nonlinear
model predictive control,” in Proceedings of the Fifth International
Conference on Advanced Engineering Computing and Applications in
Science - ADVCOMP 2011, Lisbon, Portugal, November 2011, pp. 88–
93.

[2] B. Anderson and J. Moore, Optimal control: linear quadratic methods.
Upper Saddle River, NJ, USA: Prentice-Hall, Inc., 1990.

[3] M. Dahleh and J. Pearson, J., “I-optimal feedback controllers for
mimo discrete-time systems,” IEEE Transactions on Automatic Control,
vol. 32, no. 4, pp. 314–322, Apr 1987.

[4] J. Doyle, K. Glover, P. Khargonekar, and B. Francis, “State-space
solutions to standard H2 and H∞ control problems,” IEEE Transactions
on Automatic Control, vol. 34, no. 8, pp. 831–847, Aug 1989.

[5] L. S. Pontryagin, V. G. Boltyanskii, R. V. Gamkrelidze, and
E. Mishchenko, The mathematical theory of optimal processes (In-
ternational series of monographs in pure and applied mathematics).
Interscience Publishers, 1962.

[6] R. Bellman, “On the Theory of Dynamic Programming,” in Proceedings
of the National Academy of Sciences, vol. 38, 1952, pp. 716–719.

[7] L. D. Berkovitz and N. G. Medhin, Nonlinear Optimal Control Theory,
ser. Applied Mathematics and Nonlinear Science Series. Chapman &
Hall/CRC, 2012.

[8] C. E. Garcia, D. M. Prett, and M. Morari, “Model predictive control:
theory and practice - a survey,” Automatica, vol. 25, pp. 335–348, May
1989.

[9] J. Richalet, “Industrial applications of model based predictive control,”
Automatica, vol. 29, no. 5, pp. 1251–1274, 1993.

[10] J. Maciejowski, Predictive control: with constraints. Prentice-Hall,
Harlow, UK, 2002.

[11] S. J. Qin and T. A. Badgwell, “A survey of industrial model predictive
control technology,” Control Engineering Practice, vol. 11, no. 7, pp.
733–764, 2003.

[12] C. Cutler and B. Ramaker, “Dynamic matrix control-a computer control
algorithm,” in Proceedings of the Joint Automatic Control Conference,
1980.

[13] J. Richalet, A. Rault, J. Testud, and J. Papon, “Model predictive heuristic
control: Applications to industrial processes,” Automatica, vol. 14, no. 5,
pp. 413–428, 1978.

[14] D. Mayne, J. B. Rawlings, C. Rao, and P. Scokaert, “Constrained model
predictive control: Stability and optimality,” Automatica, vol. 36, no. 6,
pp. 789–814, June 2000.

[15] E. F. Camacho and C. A. Bordons, Model Predictive Control in the
Process Industry. Secaucus, NJ, USA: Springer-Verlag, New York,
1997.

[16] D. W. Clarke, Advances in Model-Based Predictive Control. Oxford
University Press, 1994.



368

International Journal on Advances in Intelligent Systems, vol 5 no 3 & 4, year 2012, http://www.iariajournals.org/intelligent_systems/

2012, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

[17] K. R. Muske and J. B. Rawlings, “Model predictive control with linear
models,” AIChE Journal, vol. 39, no. 2, pp. 262–287, 1993.

[18] S. Shin and S. Park, “GA-based predictive control for nonlinear pro-
cesses,” Electronics Letters, vol. 34, no. 20, pp. 1980–1981, Oct 1998.

[19] A. Alaniz, “Model predictive control with application to real-time hard-
ware and a guided parafoil,” Master’s thesis, Department of Aeronautics
and Astronautics, Massachusetts Institute of Technology, Cambridge,
MA, USA, 2004.

[20] X. Blasco, M. Martinez, J. Senent, and J. Sanchis, “Generalized pre-
dictive control using genetic algorithms (GAGPC): an application to
control of a non-linear process with model uncertainty,” in Methodology
and Tools in Knowledge-Based Systems, ser. Lecture Notes in Computer
Science. Springer, 1998, pp. 428–437.

[21] T. Kawabe and T. Tagami, “A real coded genetic algorithm for matrix
inequality design approach of robust PID controller with two degrees
of freedom,” in Proceedings of the 1997 IEEE International Symposium
on Intelligent Control, Jul 1997, pp. 119–124.

[22] R. Krohling, H. Jaschek, and J. Rey, “Designing PI/PID controllers for
a motion control system based on genetic algorithms,” in Proceedings
of the 1997 IEEE International Symposium on Intelligent Control, Jul
1997, pp. 125–130.

[23] P. Angeline, “Using selection to improve particle swarm optimization,”
in Proceedings of the 1998 IEEE International Conference on Evolution-
ary Computation, IEEE World Congress on Computational Intelligence.,
May 1998, pp. 84 –89.

[24] R. Krohling and J. Rey, “Design of optimal disturbance rejection PID
controllers using genetic algorithms,” IEEE Transactions on Evolution-
ary Computation, vol. 5, no. 1, pp. 78–82, Feb 2001.

[25] D. B. Fogel, Evolutionary computation: toward a new philosophy of
machine intelligence. Piscataway, NJ, USA: IEEE Press, 1995.

[26] R. C. Eberhart and Y. Shi, “Comparison between genetic algorithms and
particle swarm optimization,” in Proceedings of the 7th International
Conference on Evolutionary Programming VII, ser. EP ’98. London,
UK: Springer-Verlag, 1998, pp. 611–616.

[27] J. Kennedy and R. Eberhart, “Particle swarm optimization,” in Proceed-
ings of the IEEE International Conference on Neural Networks, vol. 4,
nov/dec 1995, pp. 1942–1948.

[28] Y. Shi and R. Eberhart, “A modified particle swarm optimizer,” in
Proceedings on Evolutionary Computation, IEEE World Congress on
Computational Intelligence., May 1998, pp. 69–73.

[29] H. Yoshida, K. Kawata, Y. Fukuyama, S. Takayama, and Y. Nakanishi,
“A particle swarm optimization for reactive power and voltage control
considering voltage security assessment,” IEEE Transactions on Power
Systems, vol. 15, no. 4, pp. 1232–1239, Nov 2000.

[30] D. W. Boeringer and D. H. Werner, “Particle swarm optimization versus
genetic algorithms for phased array synthesis,” IEEE Transactions on
Antennas and Propagation, vol. 52, no. 3, pp. 771–779, March 2004.

[31] R. Hassan, B. Cohanim, O. de Weck, and G. Venter, “A comparison of
particle swarm optimization and the genetic algorithm,” in 46th AIAA,
ASME, ASCE, AHS, ASC Structures, Structural Dynamics and Materials
Conference, Austin, USA, April 18-21 2005.

[32] M. R. AlRashidi and M. E. El-Hawary, “A survey of particle swarm
optimization applications in electric power systems,” Evolutionary Com-
putation, IEEE Transactions on, vol. 13, no. 4, pp. 913 –918, aug. 2009.

[33] R. Eberhart and Y. Shi, “Particle swarm optimization: developments,
applications and resources,” in Proceedings of the 2001 Congress on
Evolutionary Computation, vol. 1, 2001, pp. 81–86.

[34] X. Hu, Y. Shi, and R. Eberhart, “Recent advances in particle swarm,” in
Congress on Evolutionary Computation, CEC2004, vol. 1, June 2004,
pp. 90–97.

[35] Y. del Valle, G. Venayagamoorthy, S. Mohagheghi, J.-C. Hernandez,
and R. Harley, “Particle swarm optimization: Basic concepts, variants
and applications in power systems,” IEEE Transactions on Evolutionary
Computation, vol. 12, no. 2, pp. 171–195, April 2008.

[36] M. Wachowiak, R. Smolikova, Y. Zheng, J. Zurada, and A. Elmaghraby,
“An approach to multimodal biomedical image registration utilizing
particle swarm optimization,” IEEE Transactions on Evolutionary Com-
putation, vol. 8, no. 3, pp. 289–301, June 2004.

[37] L. Messerschmidt and A. Engelbrecht, “Learning to play games using
a PSO-based competitive learning approach,” IEEE Transactions on
Evolutionary Computation, vol. 8, no. 3, pp. 280–288, June 2004.

[38] N. Franken and A. Engelbrecht, “Particle swarm optimization ap-
proaches to coevolve strategies for the iterated prisoner’s dilemma,”

IEEE Transactions on Evolutionary Computation, vol. 9, no. 6, pp. 562–
579, Dec. 2005.

[39] X. Li and A. P. Engelbrecht, “Particle swarm optimization: an introduc-
tion and its recent developments,” in Proceedings of the 2007 GECCO
conference companion on Genetic and evolutionary computation, ser.
GECCO ’07. New York, USA: ACM, 2007, pp. 3391–3414.

[40] C. Coello, G. Pulido, and M. Lechuga, “Handling multiple objectives
with particle swarm optimization,” IEEE Transactions on Evolutionary
Computation, vol. 8, no. 3, pp. 256–279, June 2004.

[41] Z.-L. Gaing, “Particle swarm optimization to solving the economic
dispatch considering the generator constraints,” Power Systems, IEEE
Transactions on, vol. 18, no. 3, pp. 1187 – 1195, aug. 2003.

[42] B. Zhao, C. X. Guo, and Y. J. Cao, “Improved particle swam optimiza-
tion algorithm for OPF problems,” in Power Systems Conference and
Exposition, 2004. IEEE PES, oct. 2004, pp. 233 – 238 vol.1.

[43] C.-M. Huang, C.-J. Huang, and M.-L. Wang, “A particle swarm opti-
mization to identifying the armax model for short-term load forecasting,”
Power Systems, IEEE Transactions on, vol. 20, no. 2, pp. 1126 – 1133,
may 2005.

[44] J.-B. Park, K.-S. Lee, J.-R. Shin, and K. Y. Lee, “A particle swarm
optimization for economic dispatch with nonsmooth cost functions,”
Power Systems, IEEE Transactions on, vol. 20, no. 1, pp. 34 – 42,
feb. 2005.

[45] W. Zhang and Y. Liu, “Reactive power optimization based on PSO in a
practical power system,” in Power Engineering Society General Meeting,
2004. IEEE, june 2004, pp. 239 – 243 Vol.1.

[46] M. Clerc and J. Kennedy, “The particle swarm - explosion, stability,
and convergence in a multidimensional complex space,” Evolutionary
Computation, IEEE Transactions on, vol. 6, no. 1, pp. 58 –73, feb 2002.

[47] G. Coath and S. Halgamuge, “A comparison of constraint-handling
methods for the application of particle swarm optimization to con-
strained nonlinear optimization problems,” in Evolutionary Computation,
2003. CEC ’03. The 2003 Congress on, vol. 4, dec. 2003, pp. 2419 –
2425.

[48] A. I. El-Gallad, M. E. El-Hawary, and A. A. Sallam, “Swarming of
intelligent particles for solving the nonlinear constrained optimization
problem,” International Journal of Engineering Intelligent Systems,
vol. 9, no. 3, pp. 155–163, 2001.

[49] K. Yasuda, A. Ide, and N. Iwasaki, “Stability analysis of particle swarm
optimization,” in Proceedings of The Fifth Metaheuristics International
Conference, 2003, pp. 341–346.

[50] R. Eberhart and J. Kennedy, “A new optimizer using particle swarm
theory,” in Proceedings of the 6th IEEE International Symposium on
Micro Machine and Human Science (MHS ’95), Nagoya, Japan, October
1995, pp. 39–43.

[51] R. C. Eberhart, Y. Shi, and J. Kennedy, Swarm Intelligence, 1st ed.,
ser. The Morgan Kaufmann Series in Evolutionary Computation. San
Francisco, USA: Morgan Kaufmann, 2001.

[52] A. P. Engelbrecht, Computational Intelligence: An Introduction, 2nd ed.
Wiley Publishing, 2007.

[53] R. Eberhart, P. Simpson, and R. Dobbins, Computational intelligence
PC tools. San Diego, CA, USA: Academic Press Professional, Inc.,
1996.

[54] M. Omran, A. Salman, and A. Engelbrecht, “Image classification using
particle swarm optimization,” in Proceedings of the Fourth Asia-Pacific
Conference on Simulated Evolution and Learning, 2002, pp. 370–374.

[55] Y. Shi and R. C. Eberhart, “Parameter selection in particle swarm
optimization,” in Proceedings of the 7th International Conference on
Evolutionary Programming VII, ser. EP ’98. London, UK: Springer-
Verlag, 1998, pp. 591–600.

[56] H. Yoshida, Y. Fukuyama, S. Takayama, and Y. Nakanishi, “A particle
swarm optimization for reactive power and voltage control in electric
power systems considering voltage security assessment,” in Proceedings
of the IEEE International Conference on Systems, Man, and Cybernetics,
vol. 6, 1999, pp. 497–502.

[57] P. Suganthan, “Particle swarm optimiser with neighbourhood operator,”
in Proceedings of the Congress on Evolutionary Computation CEC 99.,
vol. 3, 1999, pp. 3 vol. (xxxvii+2348).

[58] A. Ratnaweera, S. Halgamuge, and H. Watson, “Particle swarm opti-
mization with self-adaptive acceleration coefficients,” in Proceedings of
the First International Conference on Fuzzy Systems and Knowledge
Discovery, 2003, pp. 264–268.

[59] S. Naka, T. Genji, T. Yura, and Y. Fukuyama, “Practical distribution state



369

International Journal on Advances in Intelligent Systems, vol 5 no 3 & 4, year 2012, http://www.iariajournals.org/intelligent_systems/

2012, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

estimation using hybrid particle swarm optimization,” in IEEE Power
Engineering Society Winter Meeting, vol. 2, 2001, pp. 815–820.

[60] J. J. E. Slotine and W. Li, Applied Nonlinear Control. Englewood
Cliffs, NJ: Prentice-Hall, Inc., 1991.

[61] The MathWorks, Inc. (2012, Dec) Simulink - sim-
ulation and model-based design. [Online]. Available:
http://www.mathworks.com/products/simulink/

[62] S. Boyd and L. Vandenberghe, Convex Optimization. New York, USA:
Cambridge University Press, 2004.

[63] A. P. Engelbrecht, “Scalability of a heterogeneous particle swarm
optimizer,” in Swarm Intelligence (SIS), 2011 IEEE Symposium on, april
2011, pp. 1 –8.

[64] A. Engelbrecht, “Heterogeneous particle swarm optimization,” in Swarm
Intelligence, ser. Lecture Notes in Computer Science, vol. 6234.
Springer Berlin Heidelberg, 2010, pp. 191–202.

[65] B. J. Leonard and A. P. Engelbrecht, “Scalability study of particle
swarm optimizers in dynamic environments,” in Swarm Intelligence, ser.
Lecture Notes in Computer Science, M. Dorigo, M. Birattari, C. Blum,
A. L. Christensen, A. P. Engelbrecht, R. Gross, and T. Stützle, Eds., vol.
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Abstract—Relative to currently deployed Information Technology (IT)
systems, autonomic computing systems are expected to exhibit superior
control/management behaviour and high adaptability, regardless of op-
erational context. However, a means for measuring and certifying the
self-management capabilities of these systems is lacking and as result,
there is no way of assessing the trustworthiness of these systems. Two
things are needed to begin to address the above. The first is a consistent
structure for the autonomic computing system (ACS) and a consistent
architecture for the autonomic computing manager (AM). The second is
a set of metrics by which the operational characteristics of these systems
are to be measured within the context of the targeted application domain.

In this first part of a two-part paper, a biologically inspired architecture
is proposed for the autonomic computing manager. The interfaces and
messages by which this architecture communicates with objects within
and those without are technically defined. Also discussed in this paper
is the policy structure by which the autonomic manager is configured
to sense contexts and effect changes in its managed environment. For
the system framework, a tree structure together with its associated
protocols is proposed, implemented and used as the basis for establishing
administrative and security relationships between autonomic computing
elements; for resolving management conflicts; for enforcing data in-
tegrity; for ensuring data availability and for providing mechanisms that
aid system scalability, robustness and extensibility, while maintaining low
system complexity. This framework is achieved using standards-based
objects including the Lightweight Directory Access Protocol (LDAP),
Policy Core Information Model (PCIM) and a significant number of
Internet Engineering Task Force (IETF) Request For Comments (RFC)
standard documents.

Keywords-Autonomic computing systems; Certification; Architecture;
Intelligent Machine Design; LDAP;

I. INTRODUCTION

Information Technology (IT) systems are rapidly growing in com-
plexity and are becoming more difficult to manage by the day. This
growing complexity requires an increase in the number of expert
human operators managing these systems. This in turn increases
the cost associated with IT service management. Therefore, steadily
replacing the human operator with machines that can carry out similar
managerial functions is desirable. Apart from cost savings, this has
the added benefit of allowing complex computing systems to evolve
into even more complex ones with the associated value added service.
The human operator will act as an overall guide to the system and
should in no way constitute a technological bottleneck. However, such
a computing platform must be verified and trusted before it is handed
complex managerial duties. To accomplish this task, the internal
components of the computing managers must be well understood,
as well as their interactions with managed elements. The system of
managers must be of low complexity, scalable, portable, secure and
be able to efficiently and effectively accomplish the managerial tasks.
Being able to assign a consistent measure of trust to these systems
is also important. These are the challenges that need to be resolved
by the autonomic computing research field.

Although this research field is about a decade old, the solutions
to certifying autonomic computing systems (ACS), though urgently
needed, have not been considered. Proposed solutions must tackle
the certification problem from the twin angles of the architecture
of the system and its component managers, as well as mechanisms
for deriving quantitative and qualitative measures for the ACS.
These solutions, when implemented and verified will lead to further
acceptance of ACSs.

One of the difficulties associated with certification in this regard
has to do with the inability to achieve a fair comparison between
autonomic systems or elements from two or more vendors, as each
may adopt a different system structure or element architecture. In
order to address this difficulty, an architecture for autonomic systems
and managers that enforces structure but is flexible is required. To that
end, a three-layered architecture referred to as the Intelligent Machine
Design (IMD) is co-opted and technically defined for autonomic
computing managers (AMs). The general form of this architecture
is based on observations of how humans or animals behave in terms
of the way they perceive their immediate environment and effect
changes as a result.

An autonomic computing system will typically consist of manager
and managed elements. These elements must be able to co-exist
and interact gracefully with one another within the system. How-
ever, versatile and standardized mechanisms that should aid proper
management coordination within an autonomic computing system
are nonexistent. Later in this paper, the requirements necessary for
the above are identified, a system that relies solely on standardized
protocols is proposed, and how this system meets each of the
previously identified requirements is discussed.

This paper collates together the findings of a detailed research
project whose roadmap can be found in [1] and more extensive details
in [2].

The rest of this paper is organized as follows; In the next
section, the state of the art as it relates to autonomic manager
(AM) architecture is discussed. Also presented in this section, is an
expression of the Intelligent Machine Design (IMD) architecture for
AMs. Interfaces, event message types, valid configurations, policy
object framework for the IMD are proposed and presented in Sections
IV, V, VI and VII, respectively. A standard structure on which an
ACS can be built upon is proposed and presented in Section IX.
In Section VIII, the requirements for management coordination and
efficient autonomic elements interactions in an ACS are set out. The
solution to each of these requirements is presented in Section X. The
conclusion follows in Section XI.

II. AUTONOMIC MANAGER (AM) ARCHITECTURE

An architectural standard is central to the process of the certifi-
cation of an object. Any architecture that represents an autonomic
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As illustrated in Figure 2, autonomic managers, in the same manner as 

manageability endpoints, provide sensor and effector interfaces for other 

autonomic managers and other components in the distributed infrastructure 

to use. Using sensor and effector interfaces for the distributed infrastructure 

components enables these components to be composed together in a manner 

that is transparent to the managed resources. For example, an orchestrating 

autonomic manager can use the sensor and effector interfaces of resource 

autonomic managers to accomplish its management functions, as illustrated 

previously in Figure 1. This composition is discussed further in Chapter 3, 

“Self-Managing Resources” section.

Even though an autonomic manager is capable of automating the monitor, 

analyze, plan, and execute parts of the loop, IT professionals might delegate 

only portions of the potential automated functions to the autonomic manager. 

In Figure 2, four profiles (monitoring, analyzing, planning, and executing) 

are shown. An administrator might delegate only the monitoring function to 

the autonomic manager, choosing to have the autonomic manager provide 

data and recommended actions that the administrator can process. As a 

result, the autonomic manager would surface notifications to a common 

console for the situations that it recognizes, rather than automating the 

analysis, planning, and execution functions associated with those actions. 

Other delegation choices could allow additional parts of the control loop to 

be automated. 
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Fig. 1. IBM Autonomic MAPE Architecture [5]

element e.g., an AM, must not be narrowly defined such that it
precludes the ability for the element to evolve or cater for new use-
cases. As noted in [3] and [4], the lack of an open standard is a
challenge in the autonomic computing field. In this section, the most
prevalent of all autonomic element architectures i.e., IBM’s MAPE
architecture is discussed. Drawbacks relating to this architecture are
also discussed, and a certifiable alternative architecture with similar
functionalities is presented.

A. Related Work

The IBM MAPE (Monitor, Analyze, Plan, Execute) architecture is
a well known autonomic computing element architecture [5], and has
been used as a reference for several autonomic computing systems.
Systems that use the MAPE as a reference include; the web service
host system proposed in [6], the self-adaptive service oriented system
in [7] and the LOGO kit for data warehousing [8]. It has also
been implemented in the Open Services Gateway initiative (OSGi)
platform [9], applied to a Mobile Network Resource Management
Architecture and several other projects [10][11].

The architecture consists of four main components which form a
loop, as shown in Figure 1. The first of these components is the
Monitor. Its main duty is to monitor the surrounding environment,
including system resources. The output of this Monitor is used for
making decisions at later stages of the loop. The second component
i.e., the Analyze component, uses a number of algorithms to antici-
pate problems and possibly proffer solutions to these problems. The
Planning component uses the information available to the autonomic
system to choose which policies to execute. The Execution com-
ponent, which is the fourth component, effects the most appropriate
policy/policies chosen by the system. This executed policy may cause
a change in the physical environment e.g., moving the arm of a robot,
or simply pass instructions/information to another element, possibly
an autonomic one. The input to the MAPE architecture comes from
the sensory mechanism, while the effector mechanisms carry out the
dictates of the machine.

While this architecture suffices for the purpose for which it was
designed, it is ill-suited for certification purposes. This architecture
has some limitations. For example, [12] considers it to be too
narrowly defined to apply to some autonomic systems e.g., multi-
agent systems. [13] points out that the loop in the MAPE architecture
is vulnerable to failure, which in turn can precipitate the collapse
of the management system all together. In addition to the above,
there is no consensus as to whether the IBM MAPE architecture is
a concrete architecture or a malleable concept. As a result, there are
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many different MAPE implementation permutations. A discussion of
these divergent implementation views can be found in [1]. The current
lack of a consistent architectural structure for the autonomic manager
hampers the certification process.

Given that autonomic computing systems are biologically inspired,
it follows that the manager architecture should also be similarly
inspired, after all, AMs are supposed to steadily replace the human
operator. This architecture must enforce structure without impeding
innovation and it must allow for the separation of concerns i.e.,
the grouping of components with similar functionalities. This is the
approach taken for the architecture presented in the next section.

B. Intelligent Machine Design (IMD)

The appeal of the Intelligent Machine Design (IMD) architecture
[14] to autonomic computing systems is that it is closely related to the
way intelligent biological systems work. The theory that underpins
this architecture proceeds from the mechanisms by which animals
and humans evaluate and effect changes in an environment, using
their affect and cognitive abilities. Indeed, this architecture has been
suggested as a generic framework on which, autonomic systems can
be built upon [15]. While this architecture is mentioned in some
autonomic computing literature, nothing concrete from a technical
perspective has been achieved relative to IBM’s architecture. Before
describing this architecture in detail, it is necessary to specify what
a Policy Rule is. A Policy Rule is the primary technical mechanism
by which an AM effects changes in its managed environment given a
specific context. A policy rule is made up of policy conditions, policy
actions and other policy data that indicate how a policy condition is
evaluated and how a policy action is to be executed. If the perceived
state of the managed environment corresponds to the condition of a
Policy rule, the AM executes the associated policy action accordingly.
See Section VII for technical details on these Policy objects.

The IMD architecture is made up of three distinct layers i.e.,
Reaction (R1), Routine (R2) and the Reflection (R3) level (see
Figure 2). Each layer is characterized by the following attributes;
the amount of resources consumed, their ability to activate/inhibit
the functionality of a connected layer and their ability to be activated
or inhibited by another layer.

The lowest layer, the Reaction layer, is connected to the sensors (S)
and effecters (E). When it receives a sensory stimulus, it responds
relatively faster than the other two layers. The primary reason for
this is that its internal mechanisms are simple, direct and hardwired
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i.e., it has an automatic response to incoming signals. Technically,
the Reaction layer implements a single policy rule for all received
input signals. However, if the input signal is such that this solitary
policy rule does not suffice, control is handed over to the Routine
layer (R2). The Reaction layer can also be inhibited/activated by the
Routine layer. It consumes the least amount of resources.

The Routine (mid-level) layer is more learned and skilled when
compared to the Reaction layer. It is expected to have access to the
working memory or the Management Information Base (MIB), which
contain a number of policy rules that are executed based on context,
knowledge and self-awareness. As a result, it is comparatively slower
than the Reaction level. Its activities can be activated or inhibited by
the Reflection layer. Its input comes from both the sensory mechanism
and the Reflection layer. Its output goes to the effecter mechanism
and the Reflection layer. When the Routine level is unable to find a
suitable policy rule for an immediate objective, due to ambiguities
between two or more existing policy rules or the lack of a policy
rule thereof, it hands control over to the human administrator or the
Reflection layer.

While the Routine level’s primary objective is to deal with expected
situations whether learned or hardwired, the Reflection level, which
is the highest level, helps the machine deal with deviations from
the norm. The Reflection level is able to deal with abnormal situa-
tions, using a combination of learning technologies (e.g., Artificial
Neural Networks, genetic algorithms), partial reasoning algorithms
(e.g., Fuzzy Logic, Bayesian reasoning), the machine’s knowledge
base, context and self-awareness. Technically, the Reflection Layer’s
ultimate aim, as it relates to autonomic computing systems, is to
create and validate new policies at runtime that will be used at the
Routine level. If the system is able to adapt to an unexpected situation
as a result of the new policy rule, then the rule is stored in the MIB.
This new rule can be called upon if the situation is encountered in
the future. Thus, making a formerly abnormal situation a routine one.
The process of ’reasoning’ out a new policy rule makes the Reflection
layer the largest consumer of computing resources. This also means it
has the slowest response time of all three layers. The Routine layer
is the input source and output destination for the Reflection layer.
The Reflection layer can inhibit/activate the processes of the Routine
layer through new policy rule definitions.

C. The IMD and The Four Cardinal Self-Management Properties

Notice in Figure 2, that all three layers of the IMD are able to
action each of the four ‘cardinal’ autonomic management proper-
ties (self- configuration, healing, optimisation and protection). To
demonstrate how this works, consider an optimization scenario where
limited resources must be allocated between competing requests. In
this scenario, when the number of requests go beyond a certain
threshold then the system is in danger of collapsing e.g., a sudden
build up of service requests, leading to service queue overflow and
thus violation of Service Level Agreements (SLAs). Assume that
the number of requests currently being handled by the system is
near that threshold. On sensing that the threshold is about to be
reached, an autonomic manager (AM) implementing the IMD as
its architecture engages its Reaction layer. The self-optimization
component of the Reaction layer immediately forces the AM to stop
any further allocation of resources to requests. There is little or no
intelligence involved in this action. The Reaction layer then informs
the Routine layer of this action. The Routine layer needs to effect
an action such that the requests with higher priorities (based on the
organizational goals) are met. To do this, the Routine layer looks to
its policy rule database or MIB, to find the most appropriate rule

whose condition fits the context. If an appropriate policy rule that
optimizes the use of the limited resource is found, its associated action
is executed. The execution of this policy rule’s action overrides the
lock placed on the managed system by the Reaction layer. Note that
this Routine layer adopts a more intelligent and fine-grained approach
to solving the optimization problem.

It may be that the Routine layer is unable to find a suitable policy
rule in the policy repository for this specific context. In a case like
this, control is handed over to the Reflection layer. Keep in mind that
the lock implemented by the Reaction layer is still in effect at this
time. The Reflection layer ’deliberates’ on the best combination of
requests that can be granted access to the managed resources, while
still ensuring that the system is stable and organizational goals are
met given the current context. The Reflection layer will be expected
to implement a utility function or an artificial intelligence algorithm
for this optimization process. As soon as a solution is computed a
new policy rule is created and added to the policy repository and
the Routine layer is informed of same. The Routine layer is now at
liberty to effect the new policy rule. Again, as soon as the action
associated with the new rule is executed, the previous lock placed
by the Reaction layer on system resource allocation is removed. The
same principle applies to the other three self-management properties.

Note that the terms ‘the machine’ and ‘IMD’ are synonymous and
are used interchangeably through out this paper.

III. AN AUTONOMIC APPLICATION EXAMPLE

An autonomic application example is used to illustrate and put into
context some of the technical details presented in this work. For this
purpose, an application called Path Finder (PF) in which robots are
guided by AMs to and fro between a base and a target on a gridded
map. The objective of this application is to have robots accomplish
as many round trips as is possible between the base and the target
within a considered time. The robots can be moved once on a clock
tick in one of four directions on the map i.e., Top, Bottom, Left or
Right square. To carry out this task, the AM must deduce, through
its sensory mechanism (S), how many of the four squares constitute
a valid next move for the robot, given its current position. Using its
artificial intelligence algorithm, the AM decides which of the valid or
available squares is best for the robot’s next move. When the decision
is made, the effecter mechanism (E) moves the robot, accordingly.
In autonomic parlance, the robot is the Managed Resource/Element
while the AM is the Manager Element.

IV. MACHINE INTERFACES

Four distinct types of interfaces are proposed for the IMD in this
work. These interfaces are shown in Figure 3 and are labeled I-1 -
I-4. Each interface is discussed in terms of the kind and structure of
information it allows through.

A. The I-1 Interface

The first interface, I-1 connects the Reaction and Routine layers to
the sensory input (S) of the machine. Within this work, information
that comes through the sensory interface i.e., I-1 is referred to as
a ‘Context’. While it would be expected that different autonomic
applications would implement different Contexts, it is necessary to
describe this input information in a standardized way. The reason
for this is that as long as an AM complies with the standard, it
will always be able to interpret a Context, irrespective of the target
application. The IETF standard, RFC 2252 [16] is the means by which
the structure of a Context is described. RFC 2252 provides a standard
basis for which attributes of different data types are defined. Multiple
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objectclass ( 2.3.6.1.4.1.1.6863.6.1.909
NAME ‘pfSensory’ SUP Top STRUCTURAL
MUST (robotID $ topDirection $ bottomDirection $
rightDirection $ leftDirection) )

Fig. 4. RFC 2252 Compliant Object class for the PF I-1

attributes are grouped together under a structure called an object class.
This RFC also mandates that all attributes and object classes are
globally unique. This restriction ensures that no two applications will
have the same Context. The object class in Figure 4 is an example
of how the structure for the Context of the PF application described
in Section III would look like.

In the figure, 2.3.6.1.4.1.1.6863.6.1.909 is a globally unique iden-
tifier for the object class called an Object ID (OID) and is assigned
by the Internet Assigned Numbers Authority (IANA). Note that the
OID in the figure above is fictitious. The name of the object class
is pfSensory and it too must be globally unique. SUP Top means
that the ’pfSensory’ class inherits the properties of another object
class called Top. The Top object class is the parent class of all object
classes defined in RFC 2252 and all sub-classes directly or indirectly
inherit its properties. The STRUCTURAL Keyword simply means
that pfSensory can be used as a stand-alone class. The pfSensory
class consists of five mandatory attributes i.e., robotID, topDirection,
bottomDirection, rightDirection, leftDirection. The robotID attribute
is an integer value that contains the unique identifier of the robot. The
other four attributes of this class i.e., topDirection, bottomDirection,
rightDirection and leftDirection are Boolean values that are either
True or False depending on whether a move to the Top, Bottom,
Right or Left Square is valid, respectively. These attributes like the
pfSensory object class must be defined in accordance with the rules
set out in RFC 2252. The structure of these attributes will not be
presented here. The interested reader should consult the RFC on how
to go about this.

The I-1 interface of AMs targeted at the PF application will only
accept input information or Contexts that are of the type pfSensory.
With an information object class like this, multiple vendors can design
AMs for this application without having to worry about compatibility
issues. In addition, the contents of the pfSensory object class will have
a globally consistent meaning, as it is compliant with the RFC 2252
standard.

objectclass ( 2.3.6.1.4.1.1.6863.6.1.910
NAME ‘pfEffecter’ SUP Top STRUCTURAL
MAY (topDirection $ bottomDirection
$ rightDirection $ leftDirection) )

Fig. 5. RFC 2252 Compliant Object class for the I-2

B. The I-2 Interface

Interface I-2, is used to instrument the physical environment or
effect a change on the managed element. The instructions that lead to
changes should be contained within the action code of the appropriate
executing policy rule. The I-2 interface on the other hand, sits
between the AM and its effecter (E) mechanism, as shown in Figure
3. The information allowed on this interface must also be RFC 2252
compliant. An example of an object class for the I-2 interface for
the PF is shown in Figure 5. This class consists of four optional
boolean attributes viz; topDirection, bottomDirection, rightDirection
and leftDirection. The MAY keyword in Figure 5 is what indicates
that these attributes are optional. The AM creates an instance of this
class and inserts the direction the robot is to be moved. This class
instance is passed to the Effecter (E), which extracts the direction
information and moves the robot in that direction accordingly. If more
than one direction is specified in pfEffecter class instance, the effecter
discards the information and the robot is not moved.

C. The I-3 Interface

The next interface, I-3 is used for communication between layers
of the IMD. Communication between layers is accomplished using
a Machine Event Message (MEM). The exact technical details of
the MEM are presented Section V. Recall from Section II-B, that a
higher layer can modulate the response of a lower layer to an input
stimulus or Context. This is accomplished through the I-3 interface.
Suffice it to say that this interface will only accept information that
complies with the defined structure of the MEM.

D. The I-4 Interface

Before describing the I-4 interface, it is instructive to briefly discuss
the Lightweight Directory Access Protocol (LDAP) shown in Figure
3. In an autonomic computing system (ACS) and indeed any system,
there is a need to have the ability to store and retrieve data information
relating to management activities. Particularly, for ACSs, one needs
to be able to store information relating to functional components
within the autonomic domain e.g., managers, managed elements,
policy objects, operational states of active elements, activity logs etc.
All of the above will require a management information base (MIB).
In this project, the Lightweight Directory Access Protocol (LDAP)
defined in RFC 4510 [17] is the mechanism by which the MIB is
realized. The LDAP is both a data storage/retrieval protocol as well
as a communication protocol. As a data storage /retrieval protocol, it
acts as a front-end to file storage systems that conform to the .X500
directory services. As a communication protocol, it runs atop the
TCP/IP protocol stack. This provides an efficient, robust and secure
link between any two autonomic elements.

The machine, therefore, uses its I-4 interface to communicate with
its LDAP compliant working memory or MIB and to communicate
with external components, including a system-wide LDAP store,
where available. As a result, only LDAP compliant operations are
allowed on this interface. These operations are divided into three
groups as delineated below;

1) Interrogation operations: Search and Compare.
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2) Update operations: Add, Delete, Modify and Rename.
3) Authentication and control operations: Bind, Unbind and

Abandon.
Authentication and control operations are used to set up and tear

down administrative and security relationships between autonomic
elements. The retrieval of relevant information is based on the
functionalities exposed by the Interrogation operations. Finally, the
Update operations is used to carry out functions for which they are
appropriately named.

V. MACHINE EVENT MESSAGES

Messages exchanged between layers are called machine event
messages (MEM) and are four-tuple objects that take the general
form;

MEM =


eventType
eventID
policyRuleDNList
Context

The first component, eventType, of a MEM identifies what type
of message a layer is signalling. Four types of message events are
identified for this machine and they are;

eventType =


contextUknown
contextAmbiguity
contextActive
contextResolved

The purpose of each of these four event types are described later.
The eventID is a unique integer identifier for the MEM and the

‘policyRuleDNList’ is a list that contains the identities or Distin-
guished Names (DNs) of policy rules. Context is the information
retrieved from the I-1 interface (see Section IV-A). The valid message
exchange process between layers of the machine is described using
Figures 6, 7 and 8.

Recall from Section II-B that (1) when the Reaction Layer (R1) is
unable to deal with an incoming Context or signal, it hands control
over to the Routine layer (R2) and (2) that R2 can regulate R1’s
response to incoming Context. The process is accomplished using
the message sequence chart shown in Figure 6. If the R1 layer can
handle an incoming Context, it simply executes the action contained
within its singular policy rule, otherwise, it creates an MEM. The
event message will have a unique integer value inserted into the
eventID field. The eventType of the MEM is set to contextUnknown.
The incoming Context is inserted into the Context field of this
MEM. The policyRuleDNList is left empty. R1 hands control over
to R2 by sending this newly created MEM to the R2 layer through
the connecting I-3 interface (see Section IV-C). On receipt of the
MEM, the R2 layer retrieves the Context and uses this to search for
the most suitable policy rule from its policy repository i.e., LDAP
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ContextActive

R2 R3
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Fig. 7. Machine Event Message Exchange II
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Fig. 8. Machine Event Message Exchange III

store. If found, the dictates of the action associated with the policy
rule is passed to the effecter for execution. Note that the R2 layer
will reject a MEM from R1 that contains an eventType other than
contextUnknown. In order to modulate the response of the R1 layer
to incoming signals, the R2 layer replaces the policy rule currently
active in the R1 layer. To do this, R2 creates an MEM with the
evenType set to contextActive and the name of the new active policy
rule is inserted into the policyRuleDNList. As soon as the R1 layer
receives this event message, it replaces its current active rule with
that contained in the received policyRuleDNList.

On receiving a Context directly from the Sensory input (S) through
the I-1 interface or from a MEM created by R1, R2 may be unable to
find a policy rule in the repository that matches the received Context.
As discussed in Section II-B, in order to resolve this problem R2
must engage R3. To this end, R2 creates a MEM with its eventType
set to contextUknown and the context field set to the received Context.
Let this newly created MEM be called MEM1. This event message is
transmitted to R3 through the I-3 interface. R3, using its implemented
artificial intelligence algorithm, will attempt to create a new policy
rule for this unknown Context. If successful, the new policy rule is
written to the repository through R3’s I-4 interface. A new MEM with
eventType set to contextActive is created and the distinguished name
(DN) of the new policy rule is added to the policyRuleDNList. Let this
MEM be called MEM2. Since MEM2 is a response to MEM1, both
will share a similar eventID field value. When R2 receives MEM2 , it
checks the eventID field to make sure it is a response to a previously
sent MEM. If it is not, MEM2 is discarded and no action is taken
for that Context. If the eventID field is a match to the eventID of
a previously sent MEM, the policy rule in the policyRuleDNList is
extracted and its associated action executed by the effecter (E) for
that Context. If this Context is encountered in the future, there will
be no need for R2 to reengage R3, as a matching policy rule has
already been created previously. The message sequence for the above
is depicted in Figure 7.

Consider a scenario where R2 finds that two or more policy rules
in the repository match a particular Context. This uncertainty must
be resolved by R3 (see Section II-B), this interaction is illustrated
in Figure 8. In an instance like this, R2 creates MEM3 with
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eventType set to ContextAmbiguity and inserts the Context into the
Context field of MME3. The DN of all rules that match the Context
are added to the policyRuleDNList of MEM3. When R3 receives
MEM3, it attempts to resolve the policy rule conflict. If it does, it
generates MEM4, sets the eventType to ContextResolved and inserts
the eventID of MEM3 into that of MEM4. The preferred policy rule
in MEM3’s policyRuleDNList is added to the policyRuleDNList of
MEM4. MEM4 is sent to R2. On receipt, R2 will attempt to match the
eventID of MEM4 to that of MEM3. If they are not a match, MEM4
is discarded. Otherwise, R2 executes the action contained within the
policy rule in MEM4’s policyRuleDNList. The interactions shown in
Figures 7 and 8 are the means by which R3 regulates the activities
of R2.

VI. MACHINE CONFIGURATIONS

There may be instances where a targeted autonomic application
domain can do without the functionality of any one of the three
layers of the IMD, for example, the R1 layer may or may not
be needed. In another application example, the R3 layer may not
be needed, if the targeted application does not require an artificial
intelligence algorithm to determine behaviour for new or unexpected
situations. As a result, the structure of the IMD lends itself to several
layer configurations, five to be precise, depending on the autonomic
application. These five configurations are governed by two rules.

1) Rule 1: A configuration must have at least an R1 or R2
layer. Observe from Figure 2 that only the Reaction (R1) and
Routine (R2) layers have access to the sensor and effecter
mechanisms. These are the means by which an IMD-compliant
AM perceives and effects changes on the managed system.
Without at least one of these two layers, the AM is ineffective.

2) Rule 2: This rule has to do with the presence of the R3 layer. If
the R3 layer is present, then the R2 layer must also be present.
Recall from Sections II-B and V, that the R3 layer resolves
conflicts if two or more policy rules match a particular Context.
Only R2 is able to detect rule conflicts, as R1 only implements
a single policy rule.

Based on these two rules, the five valid machine configurations of
the IMD and their allowed event message sequences are presented in
Sections VI-A-VI-E.

A. Machine Configuration I

In the first valid configuration (shown in Figure 9), R2 and R3
are not in commission, meaning that R1 is the only active layer,
giving rise to the R1 � ∅ � ∅ configuration. Where � represents
the bidirectional I-3 interfaces that connect the layers (see Figure 3).
R1 receives input from the sensory object (S). This input forms the
current Context. If the conditions associated with the singular policy
rule in R1 match this Context, R1 passes the associated policy actions
to the effecter object (E) for execution. If not, control is passed to
the human operator of the application.
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Fig. 10. Message Sequence Chart (Config. I)

The possible message sequence for the machine when the human
operator is not involved is shown in Figure 10and represented by
Expression (1).

(1) 7→ (2) (1)

The symbol 7→ in Expression (1) indicates the execution sequence
from the sensing of a Context to the effecting of a change in the
managed environment.

B. Machine Configuration II

Configuration II (Figure 11) i.e., R1 � R2 � ∅, assumes that
the R3 layer is not needed for the targeted application domain. There
are two possible message sequences for this configuration. These are
shown in Expressions (2) and (3) and depicted in Figure 12.
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Fig. 11. Configuration II (R1 � R2 � ∅)

(1) 7→ (2) (2)

(1) 7→ (3) 7→ (4) (3)
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Fig. 12. Message Sequence Chart (Config. II)

Notice that Expression (2) corresponds to Expression (1) in Sec-
tion VI-A. This indicates that Configuration II is an extension of
Configuration I. If possible, the portion circled and labeled ‘A’ in
Figure 11 should be implemented as a single self-contained function.
As is shown later, this function is reusable when a machine with
this configuration needs to be extended. The dotted arrows shown in
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Figures 11 and 12 represent instances where R2 changes the policy
rule implemented in R1.

C. Machine Configuration III

All three layers of the machine in Configuration III are active
as shown in Figure 13. This configuration allows for three different
message sequence depending on the Context (see Expressions (4),
(5), (6) and Figure 14).
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Fig. 13. Configuration III (R1 � R2 � R3)

(1) 7→ (2) (4)

(1) 7→ (3) 7→ (4) (5)

(1) 7→ (3) 7→ (6) 7→ (7) 7→ (4) (6)

Observe that the message sequence represented by Expressions (4)
and (5) are also present in the Expressions of Configuration II. Again,
this is a concrete expression of the fact that Configuration III simply
an extension of Configuration II.
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Fig. 14. Message Sequence Chart (Config. III)

Still on the theme of extensibility, notice that Figure 13 also has
a portion circled ‘A’, as did Figure 11 of Configuration II. If for
any reason a machine with Configuration II needs to be extended
to Configuration III, the self-contained function that implements the
circled portion ‘A’ of Figures 11 and 13 need not be rewritten, as it
can be used as is. In a similar vain, the portion circled and labeled ‘B’
in Figure 13 should also be implemented in a single self-contained
function, as it can be reused when a need arises to transition from
Configuration III to Configuration V.

D. Machine Configuration IV

In configuration IV, only the R2 layer is active as shown in
Figure 15. This means that as soon as a Context is sensed, the
matching policy rule is found and its associated policy action is
passed to the Effecter (E). The only message sequence allowed for

this configuration is straight forward as laid out in Figure 16 and
Expression (7).
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E. Machine Configuration V

From Figures 17 and 18 and Expressions (8) and (9), it is clear
that Configuration IV is a subset of Configuration V.
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(3) 7→ (4) (8)

(3) 7→ (6) 7→ (7) 7→ (4) (9)
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This configuration is for application instances where the R1 layer
may not be needed. Therefore, like Configuration IV, there is no
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need to attempt to change the policy rule implemented in R1. The
circled portion labeled ‘B’ in Figure 13 of Configuration III is also
present in Figure 17. As discussed in Section VI-C, implementing
the portion labeled ‘B’ as a self-contained function eases the process
of extensibility, if required at some future time.

VII. MACHINE POLICY OBJECT FRAMEWORK

In Section II-B, policy rules, conditions and actions for the AM
were introduced but without their proper technical structures. In
this section, these policy objects are discussed from a technical
perspective. The Policy Core Information Model (PCIM) in RFC
3060 [18] and its update defined in RFC 3460 [19] is the primary
framework by which an IMD- compliant AM and by extension an
ACS are able to process a received Context, select the best action as
a result and aid some system management functions.

The main appeal of the PCIM framework is that it is well
established, in that it is standardized and used in a number of
computing management related fields, for example the management
of computer networks. Apart from the fact that this framework
outlines the structures by which policy objects are defined, it also
enforces type safety, which allows for ease of parsing and automation.
And this it does without restricting problem-specific applicability. The
PCIM framework is able to achieve all of the above by defining
the processes and associated schemas by which already defined
policy object classes are to be encapsulated, extended or reused. The
PCIM defines a number of policy objects but only four of these
i.e., policy rules, policy conditions, policy actions and policy role
collection are relevant to this work. Each of these policy objects
implements an RFC 2252 compliant object class and consists of a
number of similarly compliant object attributes. The object classes
together with their associated attributes govern how specific policy
objects are interpreted when read and/or executed. The classes and
attributes of the four relevant policy objects are discussed further in
the subsections that follow.

Note that this section is not meant to be an exhaustive discussion
of the PCIM framework and its dependencies, as this information
spans more than 10 Internet Engineering Task Force (IETF) RFCs or
standards. However, it is detailed enough to support the core ideas
discussed, leaving out extraneous information. In addition, when a
policy object is introduced, the containing RFC is mentioned along
side.

A. Policy Rule

A policy rule object is the means by which a condition or set of
conditions is/are associated with an action or set of actions. According
to RFC 3060/3460, it is not necessary for a policy rule to have an
associated condition or action. However, in this work, all policy rules
have conditions and corresponding actions. A policy rule is realized
through the object class called PolicyRule. This class consists of
10 optional attributes. Only seven of these attributes are relevant to
this work and they are discussed here. The first two attributes of
the PolicyRule class to be dealt with are the ConditionList and the
ActionList. The ConditionList contains the unique identities of the
conditions that are to be evaluated when the policy rule is invoked.
The ActionList, likewise, contains the unique identifiers of actions
that would be executed if all the associated conditions evaluate to
true. An attribute called the ConditionListType determines how the
conditions of a policy rule are to be evaluated. This attribute specifies
two types of condition evaluation procedures, namely; Disjunctive
Normal Form (DNF) and Conjunctive Normal Form (CNF). In order
to describe how the DNF and CNF apply to condition evaluation, it is

necessary to state here that one or more conditions can be assembled
under a single group number and a policy rule may be associated
with more than one group of conditions. Assume that an instance of
the policy rule class exists, such that it is made up of three groups
of conditions. The first, i.e., Group 1 contains conditions C1 and C2,
Group 2 contains C3 and C4 and Group 3 contains C5 and C6. If the
ConditionListType is set to DNF (which is the default), the conditions
are evaluated thus;

(C1 AND C2) OR (C3 AND C4) OR (C5 AND C6)

If ConditionListType = CNF, then

(C1 OR C2) AND (C3 OR C4) AND (C5 OR C6)

The PolicyRule class has an attribute called Enabled. This attribute
can take one of three values i.e., enabled, disabled and enabledForDe-
bug. If this attribute is set to enabled and if the associated conditions
evaluate to true, the actions are executed. If it is set to disabled, the
conditions are not evaluated and actions not executed. Lastly, if it is
set to enabledForDebug, the conditions are evaluated but the actions
are not executed.

pcimRuleSequencedActions attribute contains a list of integers that
indicate the relative execution order of the policy actions associated
with a PolicyRule. The values in this list are obtained from the
ActionOrder attribute of the associated policy actions (see Section
VII-C). The Mandatory attribute of the PolicyRule object class
specifies the order, in which the policy actions associated with a
policy rule are to be executed or interpreted. The allowed values for
the Mandatory attribute are mandatory, recommended and dontCare.
If Mandatory = mandatory, then the action order must be enforced,
otherwise none of the actions should be executed. if Mandatory =
recommended, the machine will attempt to execute the actions based
on their order. If this fails, any other order may be attempted. If
Mandatory = dontCare, the actions are executed in any order on the
first try. In PCIM, managed elements can be grouped under a single
named role. The name of this role can be added to a policy rule’s
policyRoles attribute. Every time this policy rule executes an action,
the action impacts all managed elements pointed to by the content
of its policyRoles attribute. The last attribute of the PolicyRule class
discussed here is the PolicyRuleName. This attribute should ordinarily
uniquely identify an instance of a policy rule object.

To store a defined policy rule instance in an LDAP store or MIB
(see Section IV-D), the rule instance must follow the schema structure
pcelsRuleInstance defined in RFCs 4104 [20] and 3703 [21]. These
RFCs list this schema’s globally unique identifier.

B. Policy Condition

A policy condition is defined by its object class called PolicyCon-
dition. This is an abstract class that cannot be instantiated directly. It
consists of four sub-classes, i.e., PolicyTimePeriodCondition , Simple-
PolicyCondition, CompoundPolicyCondition and VendorPolicyCondi-
tion. All of these sub-classes, save the last one are standardized.
The VendorPolicyCondition is of most relevance to this work. This
sub-class was created to allow for the definition of domain specific
conditions that can be associated with policy rules. In other words,
an instance of the PolicyCondition object can be applied to a vendor
specific device through the VendorPolicyCondition sub-class.

According to RFC 4104 and 3703, creating a vendor specific
condition and associating it with a policy rule is a four-step process.



378

International Journal on Advances in Intelligent Systems, vol 5 no 3 & 4, year 2012, http://www.iariajournals.org/intelligent_systems/

2012, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

1) First, the vendor must define the structure and interpretation of
the input signal from the device. The defined structure of the
signal is based on RFC 2252.

2) A schema for the vendor specific policy condition and its
associated attributes must be defined according RFC 2252.

3) The defined vendor specific condition must then be coupled
with an instance of what is called a policy rule association
class.

4) The unique identifier of the instance of the association class is
added to the policy rule’s ConditionList attribute described in
Section VII-A.

The PF application discussed in Section III is used to illustrate
this four-step process. Step 1 has already been dealt with for the PF
application in Section IV-A.

objectclass ( 2.3.6.1.4.1.1.6863.6.1.911
NAME ‘pfCondition’
SUP pcimConditionVendorAuxClass AUXILIARY
MUST (isActive $ isValidMove $ topDirection
$ bottomDirection $ rightDirection $ leftDirection) )

Fig. 19. RFC 2252 Compliant PF Vendor Specific condition class

The second step in this process relates to defining the actual vendor
policy condition. The schema for the vendor specific condition for
the PF application is shown in Figure 19. From the figure it can be
seen that the pfCondition class is derived from the pcimCondition-
VendorAuxClass class, which is defined in RFC 3703. This vendor
class has 7 attributes. The isActive attribute checks that the robot
has been instantiated and is currently active. This attribute is always
set to True. Attribute isValidMove verifies that the robot has not been
moved on the current clock tick. Recall that a robot is moved at
most once at the tick of the clock. The isValidMove attribute is also
always set to True. The topDirection, bottomDirection, rightDirection
and leftDirection attributes are similar to those discussed in Section
IV-A. The AUXILIARY keyword indicates that the pfCondition class
is not a stand-alone class and must be coupled with another class,
which must be STRUCTURAL (see Section IV-A). In other words,
its identity is drawn from the Structural class. This is the basis for
Step 3 discussed later.

Assume that an AM maintains two variables for each robot i.e.,
rActive and rMoved. The rActive variable indicates the active state of
the robot and the variable rMoved is either True or False depending
on whether the robot has been moved in the current clock tick.
Let iSensory be an instance of the pfSensory class (see Section
IV-A) containing current information regarding a robot and its valid
positions for the next move. An example condition evaluation code
within an AM is shown in Figure 20.

isActive == rActive AND isValidMove == rMoved
AND (topDirection == iSensory.topDirection OR
bottomDirection == iSensory.bottomDirection OR
rightDirection == iSensory.rightDirection OR
leftDirection == iSensory. leftDirection)

Fig. 20. Condition evaluation code example

If the condition evaluates to True then all policy rules with
matching conditions are equally applicable to the extant Context.

In the third step, the AUXILIARY pfCondition class must be
coupled with a STRUCTURAL class called pcelsConditionAssociation

class (as explained above). pcelsConditionAssociation is defined in
RFC 4104 and its schema is shown in Figure 21.

objectclass ( 1.3.6.1.1.9.1.9
NAME ’pcelsConditionAssociation’
SUP pcimRuleConditionAssociation STRUCTURAL
MUST ( pcimConditionGroupNumber
$ pcimConditionNegated )
MAY ( pcimConditionName $ pcimConditionDN ) )

Fig. 21. RFC 2252 Compliant pcelsConditionAssociation class

The attribute pcimConditionGroupNumber is the group number to
which the condition belongs. The pcimConditionNegated attribute
indicates whether the condition should be negated before it is
evaluated. A condition may have a condition name assigned to the
attribute pcimConditionName, hence the use of the MAY keyword.
Apart from the condition name, a DN or Distinguished Name may
also identify the defined condition. The DN is assigned to the attribute
pcimConditionDN. Coupling an AUXILIARY class to a STRUC-
TURAL class is necessary because an AUXILIARY class cannot be
instantiated directly. When a STRUCTURAL class is instantiated,
the attached AUXILIARY class is also instantiated but indirectly. By
coupling the defined pfCondition to the pcelsConditionAssociation
class, the attributes of the former are included with the attributes of
the latter. A machine reading this condition instance sees only the
pcelsConditionAssociation class and not the pfCondition. However,
due to coupling the machine is able to read the attributes of the
pfCondition object class.

In the fourth and final step, the DN of the instance of the coupled
pcelsConditionAssociation is added to the ConditionList attribute of
an instance of a PolicyRule class.

C. Policy Action

The creation of a vendor-specific policy action object class follows
the same four-step process used to create and associate a policy
condition to a policy rule. The first step in this case, is to create
an object class by which information going to the effecter through
the I-2 interface must be an instance of. This was done for the PF
application in Section IV-B. In the next step, the PF vendor policy
action AUXILIARY object class has to be specified. An example is
shown in Figure 22.

objectclass ( 2.3.6.1.4.1.1.6863.6.1.912
NAME ‘pfAction’
SUP pcimActionAuxClass AUXILIARY
MUST functionID )

Fig. 22. 2252 Compliant PF Vendor Specific action class

It consists of a compulsory solitary attribute called functionID and
the class is derived from the pcimActionAuxClass defined in RFC
3703. This functionID attribute is of data type string and it points
to the function that creates an instance of the pfEffecter object class
defined in Section IV-B. Once created, the instance of the pfEffecter
class is passed to the effecter (E), which then moves the robot in the
indicated direction.

For the third step, the AUXILIARY pfAction class is attached to
the STRUCTURAL pcelsActionAssociation defined in RFC 4104. The
compulsory pcimActionOrder attribute shown in Figure 23 indicates
the relative execution order of a policy action, in a policy rule



379

International Journal on Advances in Intelligent Systems, vol 5 no 3 & 4, year 2012, http://www.iariajournals.org/intelligent_systems/

2012, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

objectclass ( 1.3.6.1.1.6.1.10
NAME ’pcelsActionAssociation’
SUP pcimRuleActionAssociation STRUCTURAL
MUST ( pcimActionOrder )
MAY ( pcimActionName $ pcimActionDN ) )

Fig. 23. RFC 2252 Compliant pcelsActionAssociation class

that consists of more than one policy action. The optional attributes
pcimActionName and pcimActionDN hold the name of the action and
the action’s Distinguished Name (DN), respectively.

In the final step, the DN of the coupled instance of the pcelsAc-
tionAssociation is added to the ActionList attribute of an instance
of the policy rule object. When all the conditions associated with a
policy rule evaluate to true, the associated policy action is retrieved
and the content of its functionID attribute is passed to the effecter
for execution.

D. Policy Role Collection

Unlike the other three policy objects discussed previously, the
Policy Role Collection object is simply an administrative unit that
groups a number of related managed elements on which a single rule
is applicable. Note that a named Policy Role Collection instance is
associated to a specific policy rule using the policyRoles attribute
of that rule (see Section VII-A). In other words, the policyRoles
attribute contains the name of an instance of a Role Collection. If
the conditions associated with a policy rule evaluate to true, then
the associated policy actions are applied to all managed elements
pointed to by the policyRoles attribute of the rule. The Policy Role
Collection object is schematically represented by the object class
pcelsRoleCollection defined in RFC 4104.

VIII. REQUIREMENTS FOR MANAGEMENT COORDINATION IN

ACSS

As a testament to the need for the ability to coordinate and manage
autonomic element interactions, autonomic computing literature is
replete with instances or scenarios where several autonomic elements
must interact to achieve a common goal. In [22], the autonomic
managers communicate indirectly with one another using the system
variables repository. If a manager were to fail, other managers reading
this repository take over the responsibilities of the failed one. Other
research works take a more direct approach to autonomic manager
interaction. In [23] and [24], the communication between managers is
peer-to-peer, while [25], [26], [27], [28] and [29] adopt a hierarchical
system for manager interactions. These works either lack a formal
definition of the mechanisms by which these autonomic managers
interact, or where defined, these mechanisms were highly specific
to the system in question, thus preventing wide applicability and
reusability.

Notwithstanding the lack of a formal framework that addresses
issues relating to autonomic element interoperability, attempts have
been made to specify certain requirements that should be met if
interoperability is to be made possible. For example, [30] argues
that the mechanisms that define interoperability between autonomic
elements must be reusable to limit complexities i.e., it must be
generic enough to capture all communications across the board.
[3] mentions the need for a name service registry for autonomic
elements, a system interaction broker and a negotiator as necessary
components for autonomic element interaction. Also required is a
need for standardized communication interfaces between autonomic

elements to ensure interactions are well documented and secure [31],
[12]. Based on some of the information contained in these works, the
following eight requirements are proposed for effective management
coordination and element interaction in ACSs;

1) Administrative relationships: A means to establish proper
administrative relationships should exist. This way the sphere
of influence of autonomic managers is clearly defined. This
requirement is necessary to solve problems associated with
operational conflicts. Also included within this requirement, is
the need to define clear procedures for security relationships
between elements in an ACS.

2) Conflict Resolution Mechanism: A conflict resolution mech-
anism must exist if two or more managers are able to simulta-
neously effect changes on the same resource.

3) Monitoring Autonomic Elements: A means must exist to
query the internal state of an autonomic element. This is taken
for granted when an AM might inquire as to the current state
of an ME (e.g., start, stop and resume). Nevertheless, it may
be necessary for an AM determine whether another AM is in
a suitable operational state to allow for element interaction.

4) Grant and Request Services: For Requirement 3 to be pos-
sible, a mechanism for requesting and granting services must
exist. For instance, an AM might need to understand the context
in which a peer AM took an action. Requesting contextual
information is within the remit of this requirement.

5) Remote Policy Object Communication: Following from Re-
quirement 5, queries and associated responses must be transpar-
ent, regardless of the relative physical location of the AMs and
MEs. In this case, an appropriate standardized communication
protocol must exist to satisfy this requirement.

6) Policy Object sharing: If two or more AMs implement the
same policy rule or if two or more MEs are instructed using
the same policies, then an administrative mechanism (e.g., a
well defined policy repository) for policy sharing should exist.

7) A Policy Rule Selection Mechanism: A structure to support
the selection of the best policy for a given context should be
available to a multi-policy system.

8) Low complexity and Reusability: Finally, the framework must
be reusable across a broad spectrum of autonomic application
domains without increasing its complexity.

The ways in which these requirements are met by the technical
proposals in this work are presented in Section X.

IX. A SYSTEM ARCHITECTURE FOR ACSS

It is necessary to describe how the structure and build of an
autonomic computing system (ACS) is approached in this work.
The mechanisms discussed herein contribute to the solutions for the
management coordination requirements set out in the last section.

In addition to the LDAP being the basis for an MIB (see Section
IV-D), it is also the structure on which autonomic computing elements
within an administrative domain are brought together to form an ACS.
The mechanisms of the LDAP that provide for the core structure of
the system, that ensure data integrity, security and availability are
discussed here.

It may be noteworthy to state here that as the LDAP is an IETF
standard, there are several implementations available. However, for
this project, the openLDAP platform is the preferred choice. The
reason for this is that in addition to being able to run on multiple
operating systems, it is free, open source and implements a non-
propriety license.



380

International Journal on Advances in Intelligent Systems, vol 5 no 3 & 4, year 2012, http://www.iariajournals.org/intelligent_systems/

2012, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

o= uniGRE

dc = acDomain

dc = acElements

ou = acManagers ou = acManagedElements

ou = AM1 ou = AM2

ou = policyObjects ou = opInfo
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Fig. 24. Example DIT for an Autonomic Computing System

A. Core Structure

The LDAP stores data in a structure referred to as the Directory
Information Tree (DIT). An example DIT implemented in this project
is shown in Figure 24, with branches in Figures 25 and 26. At the root
of the tree is o=uniGre. The uniGre (or University of Greenwich)
component of this root entry is the name of the organization that
owns the directory. The o component of this root entry is the name
of the object class that defines the rules governing the naming of
organizations in a DIT. This object class is defined in RFC 2256
[32]. Put more succinctly, the entry ’o=uniGre’ means that the name
of the organization is uniGre and this name conforms to the o object
class.

At the next level of the DIT is the name of the domain within the
organization i.e., acDomain, which stands for autonomic computing
domain. The domain name conforms to the domain component (dc)
object class defined in RFC 2247 [33]. The acDomain has a single
branch called acElements. The acElements domain is split between
autonomic computing managers and managed elements. These two
branches conform to the organizational unit (ou) object class defined
in RFC 2256. The ou object is a container that holds a number of
other object classes. All managed devices in the organization are
placed under the acManagedElements organizational unit. Each man-
aged device e.g., ME1, ME2 contain a branch for storing operational
logs (opLogs) and operational state (opState).

In a similar manner, all autonomic computing managers e.g., AM1,
AM2 in the organization are placed under the acManagers branch of
the acElements domain. From Figure 25, it can be seen that each
manager has its own repository of policy objects that are applicable
to the specific manager. A unit for storing operational information is
also present.

As noted previously the policyObjects organizational unit consists
of policy rules, conditions and actions. In Figure 25, under the
policyRules branch are two rules named PR0 and PR1. Each rule
is identified by its pcimRuleName attribute. Recall from Section
VII-A, that this is an attribute of the pcelsRuleInstance object
class. Based on the above it can be inferred that all policy rules
within the policyObjects branch of an autonomic manager must
conform to the pcelsRuleInstance schema definition. Each policy
condition under the policyConditions branch of Figure 25 must
conform to the pcimRuleConditionAssociation object class definition,
as its pcimConditionGroupNumber attribute is the basis for which
policy conditions are identified (see Section VII-B). The same is
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Fig. 25. AM1 Policy Object Branch
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Fig. 26. AM1 Operational Information (opInfo) Branch

true for the policyAction branch, only this time, any entry under this
organizational unit must conform to the pcimRuleActionAssociation
schema, as its pcimActionName attribute is the means by which policy
actions are stored and accessed (see Section VII-C). Observe from
Figure 24, that the acManagers ou also has a branch for policy
objects i.e., policy rules, conditions and actions that have manager-
wide applicability. In other words, all managers in the domain can
share the policy objects under this branch.

Each manager also has a unit for entries relating to operational
information (opInfo). In the DIT implemented in this project the
opInfo consists of the state of the machine (opState) at points in time,
as well as information relating to changes made to devices by the AM
(opLogs). In Figure 26, the entries in operational logs (opLogs) and
operational state (opState) organizational units are both identified by
their individual UNIX time stamp (or Posix time).

Entries or information in a DIT are identified by their distinguished
names or DN. For instance, the unique identifier for policy rule PR1
within the organizational structure is;

DN: pcimRuleName=PR1, ou=policyRules,
ou=policyObjects, ou=AM1, ou=acManagers,
dc=acElements, dc=acDomain

Fig. 27. Unique identifier for PR1

and the identifier for the operational state information of AM1 at
(Posix) time 1301893100 is;
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DN: timeStamp=1301893100, ou=opLogs,
ou=opInfo, ou=AM1, ou=acManagers,
dc=acElements, dc=acDomain

Fig. 28. Example identifier for AM opState information

B. Data Integrity and Security

In a directory that acts as a back-end for LDAP, data integrity is en-
forced through the twin mechanisms of object classes and attributes.
Object classes are used to group attributes that apply to a specific
component, and attributes contain data values for this component. The
definition of the object class of a component indicates those attributes
that are mandatory and those that are optional. The structures of
the contained attributes in turn, specify the data types that values
can take. For instance, values can be restricted to Integer, String or
Boolean types etc., thus ensuring type safety. The syntax of attributes
also indicates how attributes are to be compared during a search
or compare operation. For example, an attribute that specifies a
string value might indicate case sensitivity during a search etc. In
addition, the attribute definition also indicates if it is multi-valued
or single-valued. In Section VII, it was shown that object classes
can include the attributes of other classes through inheritance or
the use of auxiliary classes. This mechanism enables reusability and
extensibility. As mentioned previously, all object classes and defined
attributes must have globally unique identifiers assigned by IANA
(see Section IV-A). All of these mechanisms help enforce entry
integrity in the DIT. All related object classes and attributes are
written to a schema file and the LDAP server is pointed to it. The
syntax for object class and attribute definition are contained in RFC
2252.

Concerning data security, the LDAP allows for granting, restricting
or denying access to any branch, attribute or distinguished name (DN)
on a DIT using a user name/password mechanism. For instance, the
domain controller of the DIT shown in Figure 24 might restrict access
of one AM to a handful of managed element on the one hand, and
grant full access to all managed element to another AM, on the other.
In another scenario, the domain controller might give read access to
its policy object entries to an AM but deny write access.

Apart from data integrity on the DIT, there is also a need to
ensure integrity of the information exchanged between autonomic
elements or between an autonomic element and an LDAP server
located remotely. Recall from Section IV-D, that the interface between
an autonomic element and its MIB or an external component i.e., I-
4, only allows for LDAP-type transactions. Since LDAP uses TCP
as its transport layer, it is able to ensure communication security by
leveraging the Secure Sockets Layer (SSL) of the transport layer. If
remote communication security is required, TCP port 636 is used,
otherwise port 389 is used.

C. Data Availability through Referrals and Replication

LDAP allows branches of a DIT to be spread over several servers
located at different physical locations. Regardless of the physical
location of branches, the LDAP client e.g., an AM, still views the
DIT as a consistent whole. The above is enabled by a mechanism
known as Referrals. In a DIT where referral is implemented, rather
than entries containing values, they would contain addresses to where
the required data is housed. The object class for a referral entry is
defined in RFC 3296 [34]. The LDAP client or server may resolve
the referral. If the LDAP server is configured with Chaining, then the
server gets the data from another server using the address contained

in the instance of the referral object. Without Chaining, the referral
is returned to the client and it is up to the client to issue a query
based on the referral. Obviously, Chaining is the preferred method
as it allows the whole process to be transparent to the client.

Whole copies of the DIT are allowed to be placed on multiple
servers using a technique known as replication. Two types of replica-
tion configuration exist. The first, Master-Slave replication allows the
Slave server to be updated by the Master. Client accessing the copy
of the DIT on the Slave are only given read access. Write and update
operations must be done on the Master server which then updates the
Slave server after a defined period. If the server is configured without
Chaining and a client attempts to write to the copy of the DIT on
the Slave, the Slave server returns a referral for the Master server to
the client. If configured with Chaining, the Slave server handles the
update transparently. The second replication configuration is called
Master-Master, which allows for reading, writing and updating on
any of the LDAP servers. Changes to the DIT propagated to other
servers later.

Both of these methods enable data availability, improve perfor-
mance and ensure reliability. For instance, data can be placed closer
to the consuming client through replication or referrals, thus reducing
network overhead. In addition to the above, a backup of the DIT or
branches of the DIT is always maintained through replication and
referrals, respectively. Another benefit of these two mechanisms is
that the DIT or parts thereof can be moved around possibly for
scalability reasons without the need to change the client codes.

X. MECHANISMS FOR ACHIEVING MANAGEMENT

COORDINATION IN ACSS

The technical details of the IMD and ACS presented in Sections IV,
V, VI, VII and IX provide the mechanisms by which the management
coordination requirements set out in Section VIII are achieved. This
section describes how each of these mechanisms or a combination of
mechanisms is used to meet each requirement.

1) Establishing administrative relationships: The DIT structure
shown in Figure 24 of Section IX-A is the basis for which
administrative and security relationships are formed. In order
to participate in an autonomic computing domain (acDomain),
an AM must attempt to bind itself to the DIT of that domain.
It does this by issuing an LDAP bind command through its
I-4 interface to the acDomain (see Section IV-D). To place this
joining request, the AM must have been configured with the
right credentials i.e., username and password for the acDomain
(see Section IX-B). If the bind request is successful, the
acDomain creates a branch on the DIT for the new AM. Recall
that the exact physical location of this new AM branch is
irrelevant (see Section IX-C). As soon as the AM becomes
aware of its new branch, it proceeds to set up its policy objects,
operation and state information sub-branches. An ME is added
to the domain much in the same way as an AM. All successful
bind requests are recorded by the acDomain. This way, it is
aware of all active objects within its sphere of influence. If an
autonomic element no longer wishes to be part of the DIT, the
element informs the domain controller of same.

2) Resolving management conflict: Management conflict can be
resolved in two ways, once areas of potential conflicts have
been identified. The first mechanism is known as hard resolu-
tion mechanism. Here, two or more AMs that may negatively
interfere with one another are prevented from executing policy
rules that point to the same Policy Role Collection Object (see
Section VII-D). The soft resolution mechanism, which is the
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second method, allows two or more AMs to use policy rules
that point to the same Policy Role Collection Object but during
periods where there is a risk of conflict, the ACS domain
manager disables the policy rules. This is done by setting the
Enabled attribute of the policy rule to disabled (see Section
VII-A). Outside of the conflict risk period, the policy rule is
enabled.

3) Monitoring Autonomic Elements: An autonomic element is
able to persist current and previous state information in its
opState branch on the DIT. It is also able to log its operational
activities in the opLogs branch. opLogs and opState are depicted
in Figure 26 for AM1 and in Figure 24 for ME1. If the state of
an autonomic element needs to be verified, then it is simply a
matter of querying its opState branch. This query will be based
on the estimated entry time of the opState entry of interest. If
the acDomian controller or a peer-AM requires information on
why a managerial action was taken by an AM, a similar query
with the time estimate is performed on the opLogs branch of
the AM.

4) Support for granting and requesting Services: The ac-
Domain controller supports and grants services to autonomic
elements also using the DIT structure. For instance, assuming
the proper administrative relationships have been established,
an AM can query the acDomian for information relating
to the available managed elements. Based on the retrieved
information, the AM can then proceed to create its own policy
objects for managing these elements. Requesting a bind to a
DIT is also an example of support for services. Many other
services specific to an acDomain can be defined, requested
for and granted using the LDAP Interrogation, update and
authentication and control operations (see Section IV-D).

5) Reliable remote policy object communication: Since LDAP
relies on the TCP for network transport functionalities; an
AM through its interfaces is able to reliably communicate
policy actions or instructions to an ME and receive sensory
information from the same ME. Keep in mind that TCP
provides reliable ordered byte stream delivery to a network end
device. SSL in TCP can also be used to provide security for
autonomic elements when managerial transactions are carried
out over a network (see Section IX-B).

6) Policy object sharing: An acDomain can define policy objects
that are globally available to all AMs in its domain. For
instance, in this project policy sharing is achieved by placing
these common policy objects in the policyObject organizational
unit of the acManagers branch (see Figure 24). Of course,
the policy objects defined in the branch of an AM can be
utilized by other AMs, if need be, assuming the right security
relationships have been established. In the above example, one
AM might be totally dependent on another AM ’s policy object
branch for its policy rules, conditions and actions. This may
be a mechanism for enforcing hierarchy in a group of AMs.
Recall from Sections VII-B and VII-C, that policy conditions
and actions are associated with policy rules using their DNs.
This mechanism allows two or more policy rules to reuse the
same condition(s) or action(s), if necessary.

7) A Policy rule Selection Mechanism: The means to select
the best policy rule for a particular Context is unique to the
targeted application. Nevertheless, support for this exists in
this work. Consider a scenario where two or more policy
rules are applicable to a Context. An AM that conforms to
the IMD architecture simply uses the contextAmbiguity and

contextResolved message events defined in Section V to resolve
the uncertainty.

8) Low complexity and Reusability: In this work, there are sev-
eral levels of extensibility, which support low complexity and
reusability. The reliance on standard based objects e.g., LDAP
and its associated RFCs allow autonomic elements designed by
different vendors to interact efficiently with one another, thus
engendering low implementation complexity. If the acDomain
becomes too large, it can be split into more manageable chunks
without impacting on the structural integrity of the implemented
DIT (see Section IX-C). This makes the acDomian scalable
and by extension of low complexity. The security mechanisms
utilized in this work are also well established. The policy object
classes presented can also be extended in a structured manner to
include attributes of vendor specific objects (see Sections VII-B
and VII-C). In Section VI, suggestions were made regarding
the implementation of functions that are self-contained and
therefore reusable when attempts are made to extend the layer
configuration of an AM.

XI. CONCLUSION

The technological reach of autonomic computing systems (ACS) is
currently stymied by the lack of standardized certification procedures
for these systems. This is made more difficult still by the lack of a
consistent architecture for autonomic elements and systems and a
deficit in standard metrics by which performances of these systems
once built can be measured. In this paper, a structure based on already
standardized protocols for the ACSs was proposed along with a
flexible but consistent architecture for the autonomic manager (AM).
Standard metrics are dealt with in the second part of this two-part
paper.

Concerning the architecture for the AM, it was shown in this
paper and elsewhere that due to implementation inconsistencies, the
MAPE architecture was not well suited for certification purposes. As
a result, an architecture that is flexible but guides the implementation
more clearly than MAPE does was required. Biological animals,
including humans use the same basic physiological structure to
sense, process and effect changes in their immediate environment.
Technically, this structure can be called a ‘standard’. Incidentally,
an architecture i.e., the Intelligent Machine Design (IMD) based
on biological ‘standard’ had already been proposed. However, it
lacked specific technical details to make it viable for ACSs or
any other computing system for that matter. The first task in the
process of expressing the three-layered IMD architecture for use in
autonomic computing was to have it imbued with the four cardinal
self-management properties i.e., self-configuration, self-healing, self-
optimization and self-protecting. Each layer will implement these
properties, albeit with differing levels of intelligence, computational
complexities and execution speed, depending on both the architectural
rules and on the application’s requirements. The second task required
the definition of four interfaces i.e., I-1, I-2, I-3 and I-4 for the IMD.
Along with the definition of these interfaces, were the descriptions
of the structure of the information communicated on each. Based
on the make up of the IMD, five possible configurations, including
their allowable message sequence charts were derived and presented.
These configurations are one of the vehicles by which architectural
flexibility is achieved. For the final task, the Policy Core Information
Model (PCIM) framework was proposed as the basis for which policy
rules, conditions, actions and repository are defined.

The Directory Information Tree (DIT) of the Lightweight Directory
Access Protocol (LDAP) was proposed as the structure on which the
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ACS is built. To support scalability in the system, branches of the DIT
can be distributed over a number of physical locations and hardware,
without affecting the consistency of the tree as viewed by elements.
Apart from aiding scalability, distributing the branches of the tree also
helps with data availability, as data can be transparently placed close
to where it is consumed. This branch distribution is realized through
a mechanism known as LDAP Referrals. Data availability can also be
achieved by storing copies of whole or parts of the DIT in multiple
locations. These copies are made consistent with the original using
the LDAP server Replication mechanism. Replicating the DIT also
achieves system robustness, as copies can be used as backups, if the
main DIT becomes corrupted or unavailable.

Using the technical components of the DIT and the IMD, a number
of issues relating to efficient management coordination and element
interactions are resolved. These issues include but are not limited to;
establishing security and administrative relationships, management
conflict resolutions, autonomic element monitoring, support for ex-
tensibility and reusability across the system.

The proposals in this paper are foundational steps towards stan-
dardization of autonomic components, with a longer term goal of
achieving certification of autonomic systems, which in turn is key
to the long term acceptance and sustainability of the autonomic
computing paradigm.
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Abstract—Autonomic computing systems are a promising technology
for bending the cost curve associated with information and communi-
cation technology (ICT) service management and for aiding the growth
and evolution of complex computing systems. Indeed, this has motivated
a significant amount of research. However, a central plank to achieving
fully-fledged autonomic computing systems is missing i.e., the ability to
certify these systems. The certification process will provide a basis; for
assessing the quality of autonomic systems with similar functionalities,
for assessing the current capability of the system and its suitability to
the problem, to assess the impact of a certified component on a system
and to resolve legal liability, if the autonomic computing systems were
to fail.

In this second part of a two-part paper, several steps to rate or
certify autonomic computing systems within the context of the targeted
application domain are proposed. In the first instance, the autonomic
manager architecture proposed in the first part of this work is associ-
ated with indices that indicate how mature an autonomic machine is.
The maturity index, the layer configuration of the machine and the
implemented autonomic self-management properties are used to derive
a mathematical expression that describes the machine in qualitative
terms. These qualitative metrics in turn point to what quantitative
measures or performance characteristics can be obtained from the
machine under an evaluation scenario. The proposed quantitative metrics
are based on the International Standard Organization’s software quality
specification i.e., ISO/IEC 9126. Using the software engineering standard
for product evaluation i.e., ISO/IEC 14598-4, the four steps for certifying
an autonomic computing system are outlined. Finally, an Ant Colony
Optimization (ACO) application called Path Finder (PF) is used to
demonstrate the proposals in this work.

Keywords-Autonomic computing systems; Certification; Performance;
Verification; Measurement;

I. INTRODUCTION

A true Autonomic Computing System (ACS) is one that is able
to automate the management decision-making process and reflect on
the quality of the decisions made. This, it must do regardless of the
environmental context and within the goals set by the human operator.
The ultimate aim of autonomic computing systems is to allow
complex Information Technology (IT) infrastructure to evolve to
handle more difficult tasks or change in their immediate environment,
without significantly increasing the cost of management.

As with most critical or increasingly complex systems, an ACS
should and must be certified on the basis of its expected characteris-
tics before it goes live, as these systems have applications from the
financial to the space exploration industries. However, no progress
has been made in the area of autonomic computing certification
i.e., there is no framework to guide the process by which two or
more autonomic machines are rated in relative terms, assuming these
machines target the same application domain and no standard measure
of performance for these systems [1]. A crucial aspect of correctly
assessing the quality of an autonomic computing system is knowing
what to measure and where to take these measurements. This task
is often very difficult [2]. An attempt to address this difficulty is

the primary objective of this paper. To this end, the following are
proposed;

1) Qualitative measures that convey the complexity, intelligence
and functionality of the autonomic machine.

2) Quantitative metrics that allow the autonomic machine to be
measured based on specific performance attributes.

3) A fixed number of evaluation planning and execution steps that
will lead to a final certification statement for an ACS.

These three objectives are dealt with within the context of the
four cardinal self-management properties identified for ACSs i.e.,
self-configuration, self-optimization, self-protection and self-healing
[3]. The idea is that since the four self-management properties to
varying extents are applicable to all autonomic computing application
domains, the certification framework can be made domain agnostic
by defining it around these properties. This framework, once defined,
is applied to an autonomic application use-case i.e., Path Finder (PF).
The PF application is an Ant Colony Optimization (ACO) application
in which an autonomic manager guides a managed object or robot
along a gridded map. As with all ACO applications, the primary
objective is to get the robot to the food source from the nest and
back to the nest using the shortest route. This application is written
in the C-Sharp programming language.

This paper collates together the findings of a detailed research
project whose roadmap can be found in [1] and more extensive details
in [4].

The rest of this paper is structured as follows; in the section
following, a brief recap of the intelligent machine design (IMD)
architecture covered in the first part of this paper is presented. In
Section III, an expression that conveys a qualitative measure of an
autonomic computing machine is derived. Quantitative metrics based
on the normative framework of the International Standard Orga-
nization/International Electrotechnical Commission software quality
specification [5] are discussed in Section IV. How these metrics apply
to autonomic computing systems is presented in Section V. Section
VI contains the steps for software evaluation based on ISO/IEC 14598
[6] that should lead to a final certification statement for an evaluated
ACS. The proposals of Sections III - VI are demonstrated using
the PF application in Sections VIII - XI. See Section XII for the
conclusion. The appendix discusses special cases of the mathematical
expression proposed in Section III.

II. THE INTELLIGENT MACHINE DESIGN ARCHITECTURE: A
RECAP

For completeness, a technical summary of the intelligent machine
design (IMD) architecture is presented in this section. See Section
II-B of the first part of this two-part paper [7] for a more exhaustive
discussion on, and the philosophy behind this architecture.
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REFLECTION (AMI 4 and 5)

From 

Sensor

To 

Effecter

POHC

ROUTINE (AMI 2 and 3)

POHC

REACTION (AMI 1)

POHC

AMI = Autonomic Maturity Index

C

PH

OSelf-Configuration Self-Protection

Self-Healing Self-Optimization

Fig. 1. An Autonomic Computing expression of the IMD (The AMI is
discussed at length in Section III)

The IMD is made up of three distinct layers viz; The Reaction
(R1), Routine (R2) and Reflection (R3) layers as shown in Figure
1. The Reaction layer is the least intelligent of all three, in that
it accepts information from the sensory input and effects a change
through its singular implemented policy rule. If this policy rule is
unable to handle the input information to the machine, R1 passes
control over to the Routine layer.

The Routine layer on the other hand, implements more than one
policy rule and can select and apply the best rule from amongst these
for the input context. As a result, the speed at which the Routine layer
reacts to changes is expected to be relatively slower when compared
to the Reaction layer. If the Routine layer is unable to find a suitable
policy rule to effect a corresponding change or if two or more policy
rules apply to an input context, it defers to the Reflection layer.

The algorithms implemented in the Reflection layer attempt either
one of two things; (1) use of complex techniques e.g., artificial
intelligence mechanisms (Fuzzy Logic etc.), to resolve policy rule
conflicts flagged by the R2 layer or (2) create a new policy rule on
the fly when none of the policy rules in the repository apply to the
extant input context. The Reflection layer is the only one of the three
that does not have sensory (S) inputs or effecter (E) outputs. The
Reflection layer can inhibit or excite the activities of the Routine
layer if required. The Routine layer can also do the same to the
Reaction layer.

The three-layer structure of the IMD can thus be aligned with a
simplified view of human problem solving in which there is a need
to achieve rapid pre-programmed response in some situations, whilst
being able to take a longer time to determine the best of several
possible options in other situations, and ultimately being able to
reason and learn new strategies in new situations. Using car driving
as a means to explain this, consider emergency braking where the
pre-programmed Reaction is faster than thinking speed; choosing
which lane to enter at a fuel station, based on observing queue length
(Routine); and studying the map to try to avoid an area of heavy
congestion (Reflection).

III. QUALITATIVE METRICS FOR AUTONOMIC COMPUTING

SYSTEMS

It can be envisaged that autonomic computing products will offer
a range of competing management services in the near future. If

multiple systems are targeted at a specific application domain, then
a means by which these systems are qualified from an autonomic
perspective is required. Knowing the relative autonomic level at
which a system operates will reveal what quantitative measurements
can be extracted e.g., efficiency, latency etc. and what results to expect
within the bounds of the complexity of a goal. This section contains
the relevant discussions and proposals in this regard.

In the first subsection, the related works carried out in this area
are discussed, together with apparent disadvantages. A five-level
autonomic index that can be aligned with the IMD is proposed in
Subsection III-B. These proposed indices are linked with the four
cardinal self-management properties of autonomic computing systems
in Subsection III-C. This link is to ensure that the proposed indices
have relevance to most autonomic application domains.

A. Measuring Autonomicity

The term by which systems are ranked based on their particular
autonomic capabilities go by a number of names in autonomic
literature. For example, it is referred to as Autonomic Control Levels
(ACL) in [2], Levels of Autonomy (LOA) in [8] and Degree of
Autonomicity [9]. Still other papers term it the Autonomic Adoption
Model (AAM) [3] or the Autonomic Computing Maturity Index
(AMI) [10]. For consistency in this work, the preferred term will
be AMI.

Several attempts have been made to describe criteria for which the
AMI is to be based. For instance, [11] proposes using the following
as the basis for assessing autonomic capabilities; the complexity of
the objective, the operating environment and the level of human
interaction with the machine. The motivation for the scale above was
to have a consistent measure by which costs and suitability of a
proposed robotic system for military operations can be ascertained.

In [12], a 10-point AMI that ranges from High (10) to Low (0)
that depends on the relative influence of the participating entities i.e.,
Man or Machine on the following attributes was proposed;

• Information Acquisition: Reading, sorting, filtering and aggre-
gating input data.

• Information Analysis: Performing complex computation on the
acquired data e.g., prediction, data integration etc.

• Source of Decision: Making decisions based on the analyzed
data. And

• Source of Action: Take an action based on the decision made.
The more the machine handles any of the above listed attributes,

the higher up the scale the system is assessed to be.
An 11-point autonomic scale is presented in [2] based on similar

attributes to [12]. The only difference is that they are labelled
differently. The attributes of [12] i.e., Information Acquisition, In-
formation Analysis, Source of Decision and Source of Action are
called Observe, Orient, Decide and Act, respectively in [2].

The AMI proposed in [3] is characterized by what parts of the sys-
tem’s autonomic management activities are automated versus those
that are manually implemented; The resulting five level autonomic
scale is as delineated below;

• Manual Level: At this level all autonomic management activities
are handled by the human operator.

• Instrument and monitor: Here, the autonomic system is respon-
sible for the collection of information: This collected/aggregated
information is analyzed by the human operator and guides future
actions of the operator.

• Analysis Level: On this level, information is collected and
analyzed by the system. This analyzed data is passed to the
human administrator for further action(s).
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• Closed loop Level: This works in the same way as the Analysis
level, only this time the system’s dependence on the human is
minimized i.e., the system is allowed to action certain policies.

• Closed loop with business processes Level: At this level, the
input of the administrator is restricted to creating and altering
business policies and objectives. The system will operate inde-
pendently using these objectives and policies as guides.

The AMI system proposed in [11] is targeted specifically at robots,
thus limiting its application domain. At the time of its publication
i.e., [11], its definition of the autonomic scale was a work in progress.
The AMI in [12] is based on who makes the decisions and how these
decisions are executed. Clough’s AMI definition is also based on
these two criteria [2]. From a certification perspective, the place of a
system on the autonomic computing maturity index should be defined
by who/what makes the decisions and the quality of the decisions
themselves. After all, this is how human managers that autonomic
systems are supposed to steadily replace would be evaluated. Both
metrics will engender a certain level of trust in the system. The scales
in [3] is said to be narrowly defined and technically vague [9]. This
makes it difficult to align an autonomic system with these maturity
indices [13]. These concerns do not help the certification process
along. In the next subsection, an AMI that includes some of the
advantages of the autonomic ranking system discussed in this section
is proposed.

B. Autonomic Computing Maturity Indices (AMI)

The architecture shown in Figure 1 can be associated with the
AMI. To do this, an attempt is made to expressly define what each
Maturity Index means from a technical perspective, and further relate
each index to the layers of the IMD. The Five maturity indices are
thus interpreted as:

• Maturity Index 1: Here, only one policy action is executed in
response to all input signals and encountered contexts. Complex
operations are referred to the human operator or to the immediate
higher layer. This maturity index corresponds to the Reaction
layer.

• Maturity Index 2: This index corresponds to the Routine layer.
If the Routine layer is unable to find a suitable policy rule from
a policy repository or if there is a policy rule ambiguity, it relies
on the human administrator to provide a new solution or resolve
the policy rule conflict.

• Maturity Index 3: This is similar to Maturity Index 2, only
that this time, the Routine layer consults the Reflection layer to
solve its policy rule problems.

• Maturity Index 4: This index corresponds to the Reflection
layer. The Reflection layer of a Machine in this index will
attempt to solve the policy rule problem of the Routine layer,
and monitor the implementation of this new policy rule. If the
policy rule fails in its objective or if a new policy rule cannot
be created, the human administrator is required to intervene.

• Maturity Index 5: This is similar to index 4, but rather than
defer to the human administrator, if a suitable policy rule is
not found or created, the algorithm within the Reflection layer
will continually attempt to create a new policy rule or resolve
the policy rule conflict. This index should be used to define
autonomic machines that will be unable to get in touch with
the human manager, a craft in deep space for example. Another
possible example for this index is a scenario where the human
intervention cannot be timely enough due to the complexities in
the system.

In effect, the autonomic maturity level 1 corresponds to the
Reaction layer, levels 2 and 3 correspond to the Routine layer, levels 4
and 5 correspond to the Reflection layer. The position of an autonomic
computing system on the defined maturity indices above provides
a possible basis for verifying the source of the decision making
process and the quality of the decisions made. For instance, if a
system in question specifies a Maturity Index of 2, the certification
process would know that the ’court of last instance’ is the human
administrator. The certification process would now seek to verify the
qualification of skilled personnel for the system to be awarded an
index of 2. If the system seeks to be tagged with an index of 5 i.e.,
the decision making process is handled ultimately by the machine
itself, the algorithm implemented in the Reflection layer must be
shown to be robust enough to handle this task.

C. Autonomic Self-Management AMI Qualification

Regardless of the application domain targeted by an autonomic
computing system, it is expected that some or all four of the self-
management properties be implemented. The AMI proposed in the
last subsection is able to achieve application domain agnosticism by
being associated with these self-management properties, as opposed
to tying it to a specific application.

Consequently, a mathematical expression that describes an auto-
nomic manager that implements the IMD architecture is derived. The
benefits of this expression include:

1) The verification of the characteristics of the autonomic manager
at a glance. Examples of such characteristics are the complexity,
implemented functionality of the machine, level of intelligence
etc.

2) An indication of the extent to which a manager conforms to
the IMD specification.

3) An indication of the self-management properties implemented
in the manager.

4) Assisting the design of automated architectural verification
algorithms of the implemented machine, if required.

5) It indicates the relevant quantitative metrics that ought to
be measured. The certifier can use this as a guide during
the evaluation process. Quantitative metrics are discussed in
Section V.

Before deriving the expression describing the machine, it is instruc-
tive to restate here that only five layer configurations are allowed for
the IMD. Section VI of Part I has shown why Expressions (1) - (5)
are the only legal IMD configurations, and as such the explanation
here is kept brief. All IMD configurations must contain either R1
or R2, as these layers are the only ones connected to the sensory
and effecter mechanisms. If the R3 layer is implemented then the
R2 layer must also be present, as R3 cannot communicate with R1
directly.

R1� ∅� ∅ (1)

R1� R2� ∅ (2)

R1� R2� R3 (3)

∅� R2� ∅ (4)
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∅� R2� R3 (5)

Where R1, R2 and R3 represent the Reaction, Routine and Reflec-
tion layers, respectively and � represents a connection between the
layers of the machine.

Observe from Figure 1 that all four self-management properties can
be implemented in all layers of the IMD, although with varying de-
grees of intelligence, speed and complexity. Expression (6) is used to
symbolically represent the self-management properties implemented
by a specific layer of the IMD.

SMRX = {SCX , SHX , SOX , SPX} (6)

where X = {1, 2, 3} is the level of the IMD where
the relevant self-management property is implemented. Thus
SCX , SHX , SOX , SPX represent the implementation of the self-
configuration, self-healing, self-optimization and self-protecting prop-
erties at layer X, respectively.

If all four self-management properties are implemented in the
Routine layer (R2) then symbolically it is represented by SMR2 =
{SC2, SH2, SO2, SP2}. Similarly, if the Reaction layer (R1) does
not implement the self-configuration property then the appropriate
representation is SMR1 = {∅, SH1, SO1, SP1, }. In other words,
if a self-management property is not implemented, its corresponding
symbol is replaced with ∅ in the enclosed set of Expression (6).

Based on the discussion so far, an IMD compatible Autonomic
Manager can be described by a combination of its AMI, IMD layer
configuration and the implemented self-management properties as
shown in Expression (7).

AMz =

{ AMI;R1� R2� R3;
SMR1 = {SC1, SH1, SO1, SP1}
SMR2 = {SC2, SH2, SO2, SP2}
SMR3 = {SC3, SH3, SO3, SP3}

}
(7)

where AMI = {1...5}.
Consider the AMs described by Expressions (8), (9), (10) and (11).

AM1 =

{ 4;R1� R2� ∅;
SMR1 = {SC1, SH1, SO1, SP1}
SMR2 = {SC2, SH2, SO2, SP2}
SMR3 = {SC3, SH3, SO3, SP3}

}
(8)

AM2 =

{ 4; ∅� ∅� R3;
SMR1 = {SC1, SH1, SO1, SP1}
SMR2 = {SC2, SH2, SO2, SP2}
SMR3 = {SC3, SH3, SO3, SP3}

}
(9)

AM3 =

{ 4;R1� R2� R3;
SMR1 = {SC1, SH1, SO1, SP1}
SMR2 = {SC2, SH2, SO2, SP2}
SMR3 = {SC3, SH3, SO3, SP3}

}
(10)

AM4 =

{ 2;R1� R2� ∅;
SMR1 = {SC1, SH1, SO1, SP1}
SMR2 = {SC2, SH2, SO2, SP2}
SMR3 = {∅, ∅, ∅, ∅}

}
(11)

AM1 in Expression (8) is invalid because it specifies an AMI
value of 4 but does not implement the Reflection layer (R3).
Recall from the last subsection that AMI 4 and 5 reside at the
Reflection layer. Since R3 is not implemented in AM1, it should
specify SMR3 = {∅, ∅, ∅, ∅} not SMR3 = {SC3, SH3, SO3, SP3}.

AM2 (see Expression 9) is invalid since the layer configuration
∅ � ∅ � R3 is not among those allowed for the IMD (see
Expressions 1-5 at the beginning of this section). AM3 and AM4

in Expressions (10) and (11) conform to the IMD rules and thus
valid.

If all four AMs were to go through a certification process, then
AM1 and AM2 would have failed the first test and resources need
not be expended to verify them or measure other attributes further.
If AM3 and AM4 were designed in a way that both targeted the
same application domain, from Expressions (10) and (11), one can
tell that AM3 will be expected to adapt to contexts that deviate from
the norm, as it implements a Reflection layer (R3). Tests to verify
this superior management capability should be carried out on AM3

but not on AM4, as it does not have an R3. The AMI of AM3 also
points to the fact that it is more mature in relative autonomic terms.
These are just a few examples of how an expression describing an
AM can point to what can and cannot be measured quantitatively
(see the next section for discussions on quantitative metrics).

There are certain AM implementations that can appear to reveal
some inconsistencies when attempts are made to describe them using
Expression (7). These apparent inconsistencies are treated in the
appendix.

IV. QUANTITATIVE METRICS FOR SOFTWARE EVALUATION

The Qualitative metrics presented in the last section while relevant
to the certification process, lack a means by which an autonomic
system is measured on a scale of magnitudes. A number of quantita-
tive metrics must be derived to address the above. The International
Standard Organization software quality specification i.e., ISO/IEC
9126-1998 is the basis on which the autonomic quantitative measures
presented in the next section are defined.

ISO/IEC 9126 [5] defines six main characteristics that can be used
to assess the quality of a software product, including; Functional-
ity, Usability, Portability, Reliability, Efficiency and Maintainability.
These normative characteristics and their attributes can be used to
pose certain questions to the evaluation of an autonomic computing
machine. The answers to these questions, which may be boolean or
numerical ratios can be used to derive a single value or set of values
that form the basis for which a system to be certified is rated.

In terms of the Functionality characteristic the following questions
are posed:

1) Suitability: Does a function exist within the implemented
system that provides for a specifically stated or implied need?

2) Accuracy: If it does, how well does it meet that need?
3) Interoperability: Is it able to interact with other systems e.g.,

AMs deployed in the same environment?
4) Security: How well does it prevent unauthorized access to the

system data?
Questions relating to the Reliability characteristic include:
1) Maturity: What is the Mean Time to Failure of the system?
2) Fault Tolerance: Can the system maintain a specific level of

performance in the face of a fault? i.e., how robust is the
system?

3) Recoverability: Can the system regain peak performance after
the impact of a failed component is mitigated?

The Usability characteristic deals with how user-friendly the
system is. This characteristic is not discussed further in this work
because it is subjective and directly dependent on how the system is
developed and the system’s targeted application domain.
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The attributes of the Efficiency characteristic ask the following
questions:

1) Time (temporal) behaviour : How much time does it take to
complete a task or does the system meet the hard or soft
execution time constraints?

2) Resource Utilization: How much resources in terms of memory
space, CPU cycles and network bandwidth are committed to
achieving the task?

The Maintainability characteristic deals with the following ques-
tions:

1) Analysability: How well are system faults and their causes
recognized and understood?

2) Changeability: Can the system or part of it be modified easily?
3) Stability : When the system is modified, how well does it

perform thereafter?
4) Testability :Regardless of whether changes are made can the

system be validated?
5) Modularity and Coupling: Can the system be expressed in

specific component parts and can these parts be joined together
efficiently?

Finally, the questions associated with the Portability characteristic
deals with:

1) Adaptability: Can the software be adapted for another environ-
ment using only components contained within?

2) Installability: How easy is it to install?
3) Co-Existence: When installed in a new environment can it co-

exist with other installed components?
4) Replaceability:Can it efficiently replace another software de-

signed for the same purpose?
A Compliance attribute applies to all six characteristics discussed

above. This attribute seeks the answer to the following question;
How well does the autonomic machine conform to specified stan-
dards/conventions etc.?

These six software quality characteristics are applicable to two
types of metric namely Internal and External. The Internal metrics
are applicable to the quality of the actual code, while the External
metrics apply to the operational behaviour of the software code.
While both metrics are equally important, evaluation of the Internal
metric should be left to the autonomic computing system developer.
The ACS certifier should only be concerned with the External metric
for the following reasons:

1) The developer of the code might not want to reveal the internal
logic, thereby protecting intellectual property rights and trade
secrets. This must not pose a barrier to certification.

2) The operational external behaviour of the code under a rigorous
test is sufficient to inform on whether the autonomic machine
does what it says it does.

3) Points 1 and 2 allow the containers of the code e.g., the
three layers of the IMD to act as black boxes that can be
tested, thereby lessening the amount of work on the certifying
authority without compromising the quality of the certification
process.

V. QUANTITATIVE METRICS FOR AUTONOMIC COMPUTING

SYSTEMS

The broad ISO/IEC software evaluation characteristics discussed in
the last section are applied to autonomic computing systems in this
section. Specifically, the methods for computing these quantitative
metrics, the outputs of these computations and the interpretation of
these outputs are proposed and presented.

A. Functionality

There are several dimensions to measuring the functionality char-
acteristic in this work. In the first, the autonomic machine or system is
measured in terms of the self-management properties it implements.
The second dimension of this metric involves the level at which
these management properties reside e.g., R1, R2 or R3. Note that
the functionality behaviour expected at each of the three levels of
the IMD will differ. For instance, at the R3 level, the assessor will
want to verify if the Reflection layer is able to create a new policy or
resolve a policy conflict on behalf of the Routine layer (R2). At the
R2 level, the assessor will be looking at how well the Routine layer
engages the Reflection layer when a context deviates from the norm,
how well does the implemented policy selection algorithm execute
given a specific context and how well it regulates the behaviour of
the Reaction layer (R1). R1 will be evaluated based on how well it
executes its implemented policy and how well it is able to engage
R2 when the extant context cannot be dealt with.

From the above the following tasks and measurement types are
derived based on the attributes of the functionality metric:

1) Suitability:

• R1 Functional Suitability
Task: Find out if the self-management property i.e., self-
configuration, self-healing, self-optimization or self-protection
is supposed to be and is implemented in R1. Note that this
can be deduced from the expression describing the machine,
specifically SMR1 in Expression (7).

Output Metric: 1 for Yes and 0 for No for each of the
applicable self-management properties.

• R2 Functional Suitability
Task: Find out if the self-management property i.e., self-

configuration, self-healing, self-optimization or self-protection
is supposed to be and is implemented in R2. Note that this
can be deduced from the expression describing the machine,
specifically SMR2 in Expression (7).

Output Metric: 1 for Yes and 0 for No for each of the
applicable self-management properties.

• R3 Functional Suitability
Task: Find out if the self-management property i.e., self-
configuration, self-healing, self-optimization or self-protection
is supposed to be and is implemented in R3. Note that this
can be deduced from the expression describing the machine,
specifically SMR3 in Expression (7).

Output Metric: 1 for Yes and 0 for No for each of the applicable
self-management properties.

2) Accuracy: A functional self-management property that eval-
uates to ’Yes’ after the suitability check is tested a number of
times to verify its functional accuracy when it executes. In order
to compute the measure of accuracy (A) the total number of times
the self-management property is tested is counted and assigned to a
variable Ntotal. The number of tries in Ntotal for which it executed
as expected are counted and assigned to the variable Nsuccess.
Correspondingly, Nfail holds the total number of times the self-
property fails the task. The accuracy of the task is given as the ratio
of Nsuccess and Ntotal i.e., A = Nsuccess

Ntotal
. Functional elements

that evaluate to ’No’ at the functional suitability stage are awarded
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a value of 0. This implies that the range of values for accuracy is
0.0 ≤ A ≤ 1.0

• R1 Functional Accuracy
Task 1: What is the accuracy with which the singular policy of
R1 executes?

Output Metric 1: A1 = Nsuccess
Ntotal

Metric 1 Interpretation: The closer the value of A1 is to 1.0
the better.

Task 2: How accurate is the logic at R1 that passes control
from R1 to R2, if the context cannot be properly handled by R1?

Output Metric 2: A2 = Nsuccess
Ntotal

Metric 2 Interpretation: The closer the value of A2 is to 1.0
the better.

• R2 Functional Accuracy
Task 1: Count the number of times R2 succeeds (Nsuccess) in
selecting the best policy for the specific context after Ntotal

number of tries.

Output Metric 1: A1 = Nsuccess
Ntotal

Metric 1 Interpretation: The closer the value of A1 is to 1.0
the better.

Task 2: Count the number of times R2 correctly engages R3
or the human operator to solve policy conflicts or request the
creation of a new policy.

Output Metric 2: A2 = Nsuccess
Ntotal

Metric 2 Interpretation: The closer the value of A2 is to 1.0
the better.

Task 3: Count the number of times R2 correctly moderates the
actions of R1 by overwriting the policy executed by R1.

Output Metric 3: A3 = Nsuccess
Ntotal

Metric 3 Interpretation: The closer the value of A3 is to 1.0
the better.

• R3 Functional Accuracy
Task 1: Verify how accurate R3 is at creating a new policy or
resolving policy conflicts reported by R2.

Output Metric 1: A1 = Nsuccess
Ntotal

Metric 1 Interpretation: The closer the value of A1 is to 1.0
the better.

Task 2: How accurate is R3 when signalling to the human
operator that it is unable to solve a problem reported by R2.
This task assumes that the machine operates at AMI level 4
(see Section III-B).

Output Metric 2: A2 = Nsuccess
Ntotal

Metric 2 Interpretation: The closer the value of A2 is to 1.0
the better.

3) Interoperability: In Section X of the first part of this paper,
a number of interoperability mechanisms where proposed to aid
management coordination. These mechanisms included proposals
for; (1) establishing administrative relationships, (2) resolving
management conflict, (3) monitoring autonomic elements, (4)
support for granting and requesting services, (5) policy sharing and
(6) reliable remote policy communication.

Task: Let Osuccess be the number of interoperability mechanisms
implemented and Ototal be the total number of interoperability
mechanisms required for the application under consideration.

Output Metric: I = Osuccess
Ototal

Note that Ototal ≤ 6.

Metric Interpretation: The closer the value of O is to 1.0 the
better.

4) Security: In Section X of Part I of this work, a mechanism
for establishing administrative and security relationships between
elements of an ACS was presented. These relationships are
established through the I-4 interfaces of the IMD. The IMD has
four different connections that use the I-4 interface (see Figure
3 in Part I). This Security attribute verifies that all the active I-4
interfaces are secure, as per the standard security procedure laid out
for establishing security relationships.

Task: Count the total number of active I-4 interfaces that conform
to the security conventions and standards and store this value in
Isuccess. Let Itotal be the total number of active I-4 interfaces.

Output Metric: S = Isuccess
Itotal

where Itotal ≤ 4.

Metric Interpretation: The closer the value of S is to 1.0 the better.

B. Reliability

Notice from Section IV, that the maturity, fault tolerance and
recoverability attributes of the Reliability characteristic correspond
to the self-management properties of self-healing and self-protection.
Since the presence and accuracy of these self-management properties
are already dealt with in Section V-A, there is no need to further
define metrics for them here.

C. Usability

The usability metric is not discussed within the context of this
work for the reasons given in Section IV.

D. Efficiency

The Efficiency attributes of Time behaviour and Resource utiliza-
tion are measured during the period in which the functional accuracy
tests are carried out. Note that the only relevant values for efficiency
are those obtained when the measured accuracy tallies with the
expected outcome i.e., Nsuccess.
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1) Time Behavior: Task: This is a measure of how much time
it takes to complete a self-management task i.e., TSM . The time
behaviour will naturally be impacted by memory access times,
computation duration and network delays.

Output Metric:

Tavg =
ΣNsuccessTSM

Nsuccess

where Tavg is the average latency of an executed self-management
property and Nsuccess the number of times for which the executed
self-management property behaves as expected. The Tavgvalue
can be linked to real-time managerial constraints in autonomic
computing applications.

Metric Interpretation: The lower the value of Tavg the better.
2) Resource Utilization: Task: Measure the amount of resources,

specifically network bandwidth consumed (Rntw), the amount of
memory (Rmem) and the CPU utilization (Rcpu) used to achieve
the self-management task. This metric enables the ACS or AM to
be tested for compliance with the resources available on a given
platform.

Output Metric: Rntw, Rmem and Rcpu in bits/second, bytes and
%, respectively.

Metric Interpretation: Generally, the lower the values of Rntw,
Rmem and Rcpu, the better.

E. Maintainability

The Maintainability characteristic is associated primarily with the
architecture implemented, in this case the IMD reference architec-
ture. As such the attributes for the Maintainability characteristic is
discussed within the context of the IMD.

1) Analyzability: Since this attribute has to do with reporting
failure or operational anomalies, the reporting agent must be able
to precisely describe what the problem is and alert the agent in
charge of addressing anomalies. Recall from Section IX of Part
I that an autonomic element is able to write its undertakings to
an operational log (see Figure 26 in Part I). Tabs can be placed
on an autonomic element and corresponding actions taken by
monitoring its operational logs. This, of course, assumes that the
right administrative relationships have been established.

Task:Verify that faults injected into the system are properly logged
and responded to for an autonomic element. Let MAtotal be the total
number of injected faults and MAsuccess the total number of times
the faults are resolved.

The analyzability metric is denoted as MA.

Output Metric:

MA =
MAsuccess

MAtotal

where 0 ≤MA ≤ 1

Metric Interpretation: The closer the value of MA is to 1.0 the
better.

2) Coupling and Modularity: Within the context of this work,
coupling and modularity (C & M) has to do with how the layers are
arranged or configured based on the need of the targeted application
domain. The Expressions for the five valid machine configurations
are given in Section III-C. If these configurations are violated, then
an autonomic manager fails the modularity and coupling test.

Task: Verify that the implemented configuration is valid.

Output Metric: 1 for Yes and 0 for No.
3) Stability: Assuming a layer of a machine implementing the

IMD as its reference architecture was to go out of commission,
without violating the permitted layer configurations, would other
layers of the machine operate as usual.If the answer to this question
is yes, the machine is deemed to be stable.

Task: Decommission 1 or 2 layers of the machine without
violating the valid layer configurations, to see if the remaining layer
or layers operate as expected.

Output Metric: 1 for Yes and 0 for No.
4) Testability: If the relevant functional characteristics of the ISO

9126-1998 specification can be applied to the machine under test,
then it is testable. The output metric for this attribute is 1 for Yes
and 0 for No.

F. Portability

1) Adaptability: This attribute relates to the ability of the
autonomic machine to be adapted from one operating environment
to another without modification. For example, if the autonomic
system has been written using a programming language that
runs on a virtual machine available to a number of considered
hardware/software platforms, then the autonomic system is said to
be adaptable. Adaptability is also aided in the proposed scheme
by the fact that the IMD uses already standardized protocols,
including the Policy Core Information Model (PCIM) [14][15] and
the Lightweight Directory Access Protocol (LDAP) [16].

Task: Count the number of hardware/software platforms being
considered. Store this value in Ptotal. Identify the number of
platforms on which the autonomic system will run without
modification. Store this value in Prun.

Output Metric: P = Prun
Ptotal

Metric Interpretation: The closer the value of P is to 1.0 the
better.

2) Co-Existence: This is a measure of the impact a deployed
ACS has on other systems running within the same resource domain.
Note that the generation of this metric, and its interpretation, are
highly system dependent.

Task: Count the number of applications that are impacted
negatively by a deployed ACS and set this value as Ctotal.

Output Metric: Ctotal

Metric Interpretation: The lower the value of Ctotal, the better.
3) Installability and Replaceability: These attributes are not

treated in this work.
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VI. CERTIFYING AUTONOMIC COMPUTING SYSTEMS

The International Organization for Standardization/ International
Electrotechnical Commission defines software evaluation as a four-
step process in ISO/IEC 14598 [6]. These four steps include; Es-
tablishing the evaluation requirements, Specifying the evaluation,
Designing the evaluation and Executing the evaluation. These four
steps are discussed here and subsequently applied to the evaluation
of an application use-case later in this paper.

A. Establish the evaluation requirements

There are three tasks associated with this step. The first of these
tasks has to do with establishing the purpose of the evaluation. This
will involve a description of the autonomic computing application,
specifically its goals. The second task is to identify the type of
software product to be evaluated. In other words, is this a complete
product or a component of a larger software application or a product
still undergoing development? Specifying the quality characteristics
that are to be measured is the last task for this step. Note that
these characteristics are the six defined in ISO/IEC 9126 discussed
in Section IV.

B. Specify the evaluation

This step also consists of three tasks including: (1) Selecting the
quality metric type i.e., External or Internal (see last paragraph of
Section IV). This task also involves establishing a common procedure
for assigning values for measured attributes. The same measurements
under the same conditions should produce similar and consistent
values. (2) Establishing a rating level for each of the selected metric.
This task mandates the certifier to state what specific quantifiable
values for the measured quality characteristics are acceptable and
those that are not. For example, the functional accuracy for a self-
management property acceptable for one application might be 0.9 and
for another 0.5 depending on the targeted application (see Section
V-A2 for the interpretation of the functional accuracy metric). (3)
Assigning weights to certain measurements. For instance, if the
targeted application domain is one where computing resources are in
abundance but operations need to be completed within a tight interval,
then it is sensible that attributes relating to resource utilization should
be assigned a lower priority and those relating to time behaviour
assigned a relatively higher weight.

C. Design the evaluation

The design of the evaluation procedure will depend on the au-
tonomic application. For instance, the evaluation for an application
targeted at space exploration will almost certainly be carried out
within a simulated environment. Other applications may be amenable
to real time testing in the field. Regardless, the evaluation plan
and design must be such that the most significant environmental
test factors are considered. The plans and designs for evaluating an
autonomic application is done in this step.

D. Execute the evaluation

This activity involves measuring the relevant quality characteristics
identified in Section VI-A based on the evaluation plan set out.
The computed results are matched against the acceptability rating
criteria established in Section VI-B. With the ratings, a final verdict
is pronounced on the system. For example, three possible certification
statements are:

The system meets all the specified and implied needs of the end
user.

or

The system meets all the specified and implied needs of the end
user but requires more hardware to meet the acceptable efficiency

characteristic rating.
or

The system does not adhere to relevant specifications and
conventions and therefore does not meet the specific and implied

need of the end user.

VII. THE APPLICATION USE-CASE

In Part I of this paper, an application called Path Finder (PF)
was used to demonstrate some of the technical proposals made.
For consistency, PF is used to demonstrate how the IMD and
the certification process proposed previously can be applied to an
autonomic application.

The PF which is an Ant Colony Optimization (ACO) application
was selected as a use-case not only because it was sufficiently
complex to demonstrate the proposed technical mechanisms but also
because ACOs have a wide variety of applications. For instance, it
is relevant to several domains, including but not limited to robotics,
engineering, computer networks, finance, resource and job scheduling
etc. Specifically, in this section, a relatively detailed description of
the application is given. Its architectural configuration with respect
to the IMD and its implemented policy framework is defined.

A. Application Description

The PF application in which robots are guided to and fro between
a base (nest) and a target (food source) is used as a means of
demonstrating the process of evaluation and comparison of AMs,
using the techniques described in this work. A number of AMs are
devised to navigate a robot in a maze from its base, to a target
and back again in a simulated environment. The AMs have differing
sophistication, using a variety of techniques to find the best route.
The evaluation involves measuring a number of aspects of the AM’s
performance but the purpose of the exercise is not to find the absolute
performance of these AMs, rather, the emphasis here is on showing
how the evaluation of the AMs is performed and how they can be
rated in terms of their suitability for purpose, accuracy and efficiency.

In PF, a robot begins from the nest and tries to find its way to the
food source on a gridded map. When the food source is found, the
robot must then navigate its way back to the nest. This process is
repeated for the duration of the experiment. Regardless of how many
times the robot has found the food source, when it gets to the nest it
forgets the position of the food source and begins afresh to locate it.
The reason for this is to mimic varying food source locations. Each
robot has only local knowledge and only stigmergic communication
occurs between robots i.e., robots are only able to influence one
another indirectly through pheromones left on the paths. The lack of
global knowledge requires that robots depend on intelligent search
and navigational algorithms to find the food source or the nest. Each
robot is controlled by a separate AM instance. In autonomic parlance,
the robot is the Managed Resource while the AM is the Manager
Element.

At each time step or clock tick, an AM must decide and then
move a robot to the next square on the deployed map. The maps
considered in this work are shown in Figures 2(a) and 2(b). The
AM is allowed to move the robot in one of four available directions
i.e., Top, Bottom, Left or Right square. The ability of a manager to
steer its robot efficiently from the nest to the food source and back
is linked to the level of Intelligence of the search algorithm within
the manager. The implemented algorithms are discussed in detail in
Section VIII-A. The position of the food source and the nest can be
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Nest

Food Source

(a) Closed Map

Nest

Food Source

(b) Open Map

Fig. 2. Closed and Open Maps

seen on both maps. It is worth mentioning that the closed map in
Figure 2(a) is less complicated to navigate than that shown in Figure
2(b). The reason for this is that the open map has more pathways,
thus creating relatively more opportunities for the robot to wander
or get lost when searching for a target. Within the context of this
work, a round trip from the nest to the food source and back to the
nest is known as a Home Run. It should be noted that the collective
behaviour of the deployed robots and their managers as it relates
to the objective is what is important, not the performance of the
individual robots.

B. Application Use-Case Architectural Design

Recall from Figure 1, that all layers of the IMD are able to im-
plement the four self-management properties. The evaluation focuses
on the self-optimization management property i.e., it is the duty of
the self-optimization mechanism of the implemented IMD to attempt
to find the optimal path between the nest and the food source targets
and move the robot accordingly. In Section VII-D3, it is shown that
moves to the Top, Bottom, Right and Left Square on the gridded map
are realized by four different policy rules. From the maps shown in
Figure 2, on any clock tick, at least two moves (of the four valid
moves) are possible. Recall from Section V of Part I, that two or more
valid rules for a Context always generates a ContextAmbiguity event
message which must then be handled by the R3 layer of the AM.
Since every Context will generate a ContextAmbiguity event message,
the R1 layer of the IMD is not required. As a result, Configuration V
of the IMD, shown in Figure 3 and its message sequence shown in
Figure 4, is the most appropriate for the PF application (see Section
VI of Part I).

R3

R1

R2

S E

R3

R1

R2

R3

R1

R2

R3

R1

R2

R3

R1

R2

A

A

B

B

S

E

E

E

E

S

S

S

Fig. 3. Configuration IV (∅� R2� ∅)

With the description given above, the AM structure for the PF
application can be described by Expression (12).
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Fig. 4. Message Sequence for Configuration V

AM =

{ 5; ∅� R2� R3;
SMR1 = {∅, ∅, ∅, ∅}, SMR2 = {∅, ∅, SO2, ∅}
SMR3 = {∅, ∅, SO3, ∅}

}
(12)

The general form of the Expression can be found in Section III-C
i.e., Expression 7. From the expression it can be seen that since R1
is omitted from the PF application, all self-management properties
of R1 i.e., SMR1 are set to null. For R2 and R3 only the self-
optimization property is implemented for the reasons given earlier.
The self-configuration, self-healing and self-protection properties are
set to null for R2 and R3, as can be seen in SMR2 and SMR3 in
Expression (12). The numeral 5 in the Expression means that the
machine operates at the Autonomic Maturity Index (AMI) of five (5)
i.e., there is no human involvement in the operation of the autonomic
managers for this application.

C. Application I-1 and I-2 Interface Information Structure

In Section IV of Part I, it was said that the information for the
Sensory (S) interface, I-1 and that for the Effecter (E) interface, i.e.,
I-2 must conform to the object class structure stipulated in RFC 2252
[17]. The object classes: pfSensory and pfEffecter defined in Sections
IV-A and IV-B of Part I of this paper are used for the I-1 and I-2
interfaces of the PF AM, respectively.

D. Application Use-Case Policy Framework Design

The Policy rules, conditions and actions to be used by any AM
targeting this application domain are to follow the standardized policy
core information model (PCIM) framework specified in RFC 3060
and 3460. The compliant rules, conditions and actions that should be
implemented are defined in the subsections that follow.
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1) Policy Condition Format: The defined PCIM policy condi-
tion class for this application i.e., pfCondition has six attributes,
namely:isActive, isValidMove, topDirection, bottomDirection, right-
Direction and leftDirection. All these attributes are of Boolean data
types and are discussed in Section VII-B of Part I of this paper.

C = {isActive, isV alidMove, topDirection,

bottomDirection, rightDirection,

leftDirection} (13)

then the structures of the four realizable policy conditions are;

Policy Conditions =



C1 = {True, True, True, False,
False, False}
C2 = {True, True, False, T rue,
False, False}
C3 = {True, True, False, T rue,
False, False}
C4 = {True, True, False, False,
False, True}

An explanation of how a policy condition of type pfCondition
object class is evaluated can be found in Section VII of Part I.

2) Policy Action Format: The policy action implemented in the
PF application is of type pfAction and it consists of a single object
attribute i.e., functionID. As noted in VII-C of Part I, it is of data
type string and it points to the function that creates an instance of
the pfEffecter object class.

If A in Equation (14) is the general structure of a policy action for
this application;

A = {functionID} (14)

then the four acceptable instances of the pfAction class are;

Policy Actions =


A1 = {moveTop}
A2 = {moveBottom}
A3 = {moveLeft}
A4 = {moveRight}

3) Policy Rule Format: Recall from Part I, that a policy rule
consists of one or more policy conditions and actions and attributes
that govern how these conditions are evaluated and how actions are
to be executed. Conditions and actions are associated with a policy
rule by adding the distinguished names (DNs) of the relevant policy
conditions and actions to the rule’s ConditionList and ActionList
attribute, respectively. If the condition within a policy rule evaluates
to true, all actions within that policy rule are executed subject to the
other attributes of the rule. For the Path Finder application considered
in this report, only four policy rules are required. These rules are
based on the four conditions and actions described in the last two
subsections.

Assume that Equation (15) represents the general structure of a
rule;

R = {C,A} (15)

where C is the DN of a policy condition and A the DN of a policy
action.

The valid policy rules for the PF are;

Policy Rules =


R1 = {C1, A1}
R2 = {C2, A2}
R3 = {C3, A3}
R4 = {C4, A4}

VIII. EVALUATION REQUIREMENTS FOR USE-CASE

This is the first of four defined steps set out by ISO /IEC 14598 that
must be carried out when attempting to evaluate a software system
(see Section VI-A). There are three tasks associated with this activity.
These tasks are discussed within the context of the PF application in
Sections VIII-A- VIII-C.

A. Purpose of Evaluation

The purpose of this evaluation is to establish how well in relative
terms six different autonomic managers (AM) are able to achieve
the objectives of the pathfinder (PF) application described in Section
VII-A. All six AMs considered in this work implement a Fuzzy Logic
algorithm in the R3 layer. This algorithm helps the AM decide the
next move for its robot. Note that placing the Fuzzy Logic algorithm
in this layer is in line with the idea that the R3 layer is the most
intelligent of all three layers and houses the artificial intelligence
mechanism, if implemented. The difference between the six evaluated
AMs (described later) is in their implemented path search method and
the quality of the inputs to the Fuzzy Logic algorithm.

Before discussing the AMs , it is pertinent to mention the common
features of the managed robots:

• When a robot has found food, it deposits pheromones on the
squares of the map it transverses on its way back to the nest.
Depending on the navigational algorithm implemented in the
AM, these pheromones may or may not be used by other robots
as inputs to the Fuzzy Logic algorithm. Deposited pheromones
evaporate after a controlled number of ticks of the clock.

• The robots do not have a global view of the considered map.
• Every time a robot sets out from the nest, it has no idea where

the food source is located. The idea is to mimic multiple food
sources.

The distinguishing characteristics of the evaluated AMs are pre-
sented below:

1) Autonomic Manger-Basic (AM-B): In order to locate the food
source or the nest, this AM uses an algorithm called Basic.
In the Basic algorithm, the AM remembers the position of
the last four squares crossed by its robot leading up to its
current position. The current location of the robot, the available
squares for the next move, the information relating to the last
four squares crossed and the pheromones detected in each of
these squares are passed to the R3 layer by the R2 layer of the
manager using a contextAmbiguity message. The Fuzzy logic
algorithm in R3 uses this information as input and then outputs
what it considers the best move for the robot. This output is sent
to R2 using a contextResolved message. R2 selects the policy
rule that corresponds to that move and passes the associated
policy action to the Effecter (E). The effecter moves the robot
accordingly. The message sequence for this process is shown
in Figure 4. Note that the Basic algorithm does not consider
the relative strength of the pheromones on the squares when
deciding the next move.

2) Autonomic Manger-Pheromones (AM-P): This AM imple-
ments an algorithm similar to AM-B, only this time the square
with the strongest pheromones are given higher weights when
the decision is being made for the next move towards the
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food source. The algorithm implemented by AM-P is called
Pheromones.

3) Autonomic Manger-Memory(AM-M): AM-Memory imple-
ments a variant of the Basic algorithm called the Memory
algorithm. The difference here is that rather than remembering
the last four squares traversed, the AM remembers all squares
its robot passed through before getting to the food source. Once
the food source is found, it traces its way back to the nest using
the same path i.e., the one stored in its memory

4) Autonomic Manger-Hill Climbing 1 (AM-HC1): This AM
implements an algorithm called the Hill Climbing 1 algorithm.
Like the Memory algorithm, it remembers the squares crossed
to get to the food source, but unlike the Memory algorithm,
it does not follow the route in its memory blindly back to
the nest. It uses the stored information more selectively by
applying the Hill Climbing search algorithm. The output of the
Hill Climbing algorithm is used as one of the inputs to the
Fuzzy Logic algorithm when the robot is trying to find its way
home. This AM does not use pheromones.

5) Autonomic Manger-Hill Climbing 2 (AM-HC2): AM-Hill
Climbing 2 implements the Hill Climbing 2 algorithm. This
algorithm is similar to that implemented in AM-HC1. The
difference is that AM-HC2 additionally uses pheromones in the
environment as inputs to its Fuzzy logic algorithm in exactly
the same way as the Basic algorithm used in AM-B.

6) Autonomic Manger-Hill Climbing 3 (AM-HC3): Imple-
mented in this AM is an algorithm called Hill Climbing 3.
This utilizes the Hill Climbing algorithm to find the shortest
path back to the nest while giving higher weights to trails with
the strongest pheromones when selecting the path to the food
source in the same manner as AM-P.

B. Type of Product

The autonomic managers targeted at this application are self-
contained and part of a larger system. They do not require additional
components to carry out their activities.

C. Product Quality Model

The software quantitative metrics evaluated are:
• The Functionality attributes of Suitability to the objective and

Accuracy with which the objective is achieved, if achieved at
all (see Sections V-A1 and V-A2).

• Two attributes of the Maintainability characteristics are dealt
with in this evaluation i.e., the Coupling and Modularity (C &
M) attributes (see Section V-E2).

IX. EVALUATION SPECIFICATION FOR USE-CASE

There are three tasks associated with this second evaluation activity
as discussed in Section VI-B. These tasks are applied to the PF
application and are presented in Sections IX-A- IX-C.

A. Metrics Selection

From the description of the PF application in Section VII, it is
clear that the R2 layer is mostly dependent on the R3 layer for
the policy rule choice for the next move of the robot. Put more
succinctly; the machine is heavily dependent on the R3 layer. As
a result, only the Functional Suitability and Accuracy of R3 as it
relates to the machine’s self-optimization property is evaluated. Note
that it is only when the Functional Suitability is confirmed to be a 1
is the R3 Functional accuracy computed. All six AMs evaluated are
functionally suitable.

The procedure for computing the Functional Accuracy metric of a
self-management property at the R3 layer is given in Section V-A2
as;

A1 =
Nsuccess

Ntotal
(16)

where Ntotal is the total number of times the R3 layer was called
upon to resolve the a policy rule conflict/ambiguity by the R2 layer
and Nsuccess the total number of times these R2 requests were
successfully resolved.

Within the context of the PF application, Nsuccess is interpreted as
the number of home runs (Nhr) achieved within the time considered.
Ntotal represents the total number of steps i.e., the total number of
squares (Csqr) crossed by the robots, as instructed by the navigational
algorithm in R3 to achieve Nhr . Nhr and Csqr cannot be plugged
into A1 in Equation (16) directly as these are two different quantities.
A means to convert Nhr to steps or squares is required. To do this,
the lowest (ideal) number of squares that can be traversed to achieve
a single home run on a map is found and this number is the value
of a single home run in squares (Chr) for that map. For instance,
for the Closed map in Figure 2(a), the lowest number of squares
between the nest and the food source is 21 squares. Therefore, 42
(2×21) squares must be crossed for a round trip or 1 home run i.e.,
nest 7→ food 7→ nest in the best case scenario. This implies that
for the Closed map Chr = 42 squares. For the Open map in Figure
2(b), Chr = 30 squares. With the above, the R3 functional accuracy
for the closed and open map can now be computed using Equation
(17);

A1 =
Nsuccess

Ntotal
=

Chr ∗Nhr

Csqr
(17)

The other metric evaluated in this work are the Coupling and
Modularity attributes of the Maintainability characteristic (see Section
V-E2). For the PF application, if the AM conforms to the configura-
tion shown in Figure 3, the metric for these attributes is assigned a
Yes or 1, otherwise it is assigned a 0. All six AMs evaluated conform
to the configuration.

B. Rating Levels

A Functional Suitability metric value of 1(Yes) is a must for all
AMs considered. For the purpose of this evaluation, if an AM is
able to achieve a value of R3 Functional accuracy greater or equal
to 0.4 for the self-optimization property, it is accepted. A Coupling
and modularity value of 1(Yes) is mandatory for all evaluated AMs.

C. Criteria for Assessment

All three attributes discussed in Section IX-A to be measured i.e.,
Suitability; Accuracy; Coupling and Modularity are to be assigned
equal weights in the final certification.

X. EVALUATION DESIGN FOR USE-CASE

To assess the relative capabilities of the AMs with respect to the
objective i.e., maximizing the number of home runs, each type of AM
is tested in a simulated environment. The AMs guide their respective
robots through the Closed and Open maps shown in Figures 2(a) and
2(b) for a set amount of time. Each simulation is run 30 times. At the
end of each set of 30 simulation runs, the mean number of home runs
(Nhr) is computed and extracted at a 95% confidence interval. Also
extracted from the experiments are the number of squares traversed
(Csqr) to achieve the home run (Nhr) values. The Csqr and the
mean ordinate of the Nhr values, in conjunction with the Chr value
of the map under consideration are subsequently used to compute
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the Functional Accuracy (A1). This is done using Equation (17). The
Functional Accuracy along with the other two relevant metrics are
compared to the threshold set in Section IX-B to arrive at a final
certification statement for each type of AM.

It should be noted that pheromones deposited on the squares of
the map are set to evaporate after 10 ticks for the evaluation carried
out.

As mentioned in Section VII-A, the metrics evaluated are consid-
ered based on the collective behaviour of AMs of a similar type, not
on individual AM performance.

XI. EVALUATION EXECUTION FOR USE-CASE

The execution of the evaluation process defined in Sections VIII-
X is repeated for two scenarios. In the first set of evaluations, the
execution run time is fixed and the number of robots is varied for
each type of AM. For the second set of execution, the simulation run
time is varied, while the number of deployed robots is fixed.

A. Evaluation I

As noted previously, a robot is moved to the next square en route to
the food source or nest at the tick of the clock. In this first evaluation,
the number of ticks is held constant at 1200 ticks for each robot on
both the Closed and Open maps. The number of robots deployed
is steadily increased from 20 to 100 in intervals of 20. Since it is
the collective behaviour of the robots that is being evaluated, if 20
robots are deployed in a scenario then there will be 24000 moves
in total i.e., 20 robots × 1200 ticks. Table I shows the cumulative
number of squares crossed (Csqr) or moves by the robots based on
their deployed numbers for both maps.

TABLE I
CUMULATIVE NUMBER OF SQUARES (Csqr ) TRAVERSED BY ROBOTS ON

THE CLOSED AND OPEN MAP

No. of deployed robots Total No. of Moves
20 24000
40 48000
60 72000
80 96000
100 120000

From the graph shown in Figure 5, it can be seen that robots
controlled by managers of types AM-P, AM-HC2 and AM-HC3 have
the best performance in terms of the number of Home Runs (Nhr)
achieved on the Closed map. The relative superior performance of
these three AMs has to do with the quality of the mechanism by which
the food source is found and the algorithm that guides the robot back
to the nest. For instance, for the Closed map, managers of type AM-P
and AM-HC3 have an advantage when it comes to finding the food
source, as their navigational algorithms are biased towards paths with
the strongest Pheromones. Type AM-HC2 and AM-HC3 managers
are better at finding the nest on the return trip, primarily because
both rely on the Hill Climbing algorithm to achieve this. Although,
managers of type AM-HC1 also employ the Hill Climbing algorithm
when trying to find the nest, its ability to achieve a comparative
number of home runs when compared to AM-HC2 and AM-HC3 is
hampered by the fact that it does not rely on Pheromones to find the
food source.

The poor performance of managers of type AM-M is due to the
fact that if its robots take the non-optimal route to find the food
source, they will also take the non-optimal route back to the nest,
as dictated by the Memory algorithm. The inability of AM-B to
compete favourably with the other AM types is due to the mechanism
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of the implemented Basic algorithm. Recall that managers with this
algorithm have short-term memory with respect to where the robots
have been. Another disadvantage is that the algorithm does not give
higher weights to paths with the strongest pheromones. As expected
for most of the AM types save AM-B, an increase in the number of
deployed robots increases the number of home runs achieved.
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Fig. 7. Home Runs (Nhr) for the Open Map

The Functional Accuracy (A1) of the 6 types of AMs is computed
and shown in Figure 6. These values of A1 are computed using
Equation (17) with the mean ordinates of the Home Runs of Figure
5 as Nhr , the corresponding values of Csqr in Table I and the Chr

value for the Closed map as inputs.
From the Figure and for the Closed map, it can be seen that only

AM-P, AM-HC2 and AM-HC3 meet the 0.4 threshold set for R3
Functional Accuracy in Section IX-B.

The performances of the AMs on the Open map tell a slightly
different story from the Closed map. The most significant difference
is in the performance of the managers of type AM-P. In Figure 7, the
number of home runs (Nhr) achieved by the AMs implementing the
Pheromones algorithm is Zero. Recall that the Open map is a more
complicated map, in that robots wander about; as there are many more
paths here than those on the Closed map. A close examination of how
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Fig. 8. Food Found Count for Open Map

the Pheromones navigational algorithm works revealed the reason
for this subpar performance. Figure 8 shows the amount of times
the food source was found by the various navigational algorithms.
Notice that the AMs with the Pheromones algorithm found the food
source a number of times. This suggests that the problem has to
do with the robots not being able to find their way to the nest
afterwards. This problem is further compounded by the fact that
given the increased opportunity to roam on the Open map, robots
with food are unable to find their way home will deposit pheromones
on every square crossed. This in turn will lead other robots looking
for the food source astray, as type AM-P managers depend heavily
on paths with the strongest pheromones. Note that type AM-HC3
managers also have a bias towards paths with stronger pheromones
but unlike the AM-P, the Hill Climbing algorithm implemented in
managers of type AM-HC3 intelligently guides robots back to the
nest. Hence, the reason for the higher home run counts for AM-
HC3 shown in the figure. Another significant change of note is the
performance of robots controlled by type AM-M managers. It appears
the ability of the Memory algorithm to trace the path back to the nest,
albeit suboptimally, was an advantage in terms of home runs achieved
relative to the Pheromones algorithm as shown in Figure 7.

Again, the performance of robots managed by AM-B was relatively
poor for the same reasons given for its performance in Figure 5. How-
ever, the non-reliance on the path with the strongest pheromones by
the Basic algorithm is the reason for its relative higher performance
in terms of home runs achieved when compared to those of managers
of type AM-P.
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The Functional Accuracy (A1) for the Open map in this evaluation
is shown in Figure 9. The computation of A1 was done in the same
manner as that shown in Figure 6. Note that the Csqr = 30 for the
Open map (see Section IX-A). From Figure 9, it can be seen that
only managers of type AM-HC3 meet the required threshold of 0.4

for Functional Accuracy set in Section IX-B.

B. Evaluation II

For the evaluation contained in this section, the number of robots
was held constant at 20 and the number of clock ticks increased
steadily from 24000 to 72000 in steps of 12000. As the robots
are allowed to cover more ground (or squares) given the increased
number of ticks, one would expect that the number of home runs
achieved would increase as well. This is the case as shown in Figure
10 and 12 for the Closed and Open map, respectively. Even though
the parameter varied in this evaluation is different from that varied in
the evaluation of Section XI-A, the analysis of Evaluation I applies
here as well. This can be verified from the graphs depicted in Figures
10 - 14.

600

900

1200

M
e

a
n

 N
u

m
b

e
r 

o
f 

H
o

m
e

 R
u

n
s

 (
N

h
r) AM-B(Basic) AM-P(Pheromones) AM-M(Memory)

AM-HC1(Hill Climb 1) AM-HC2(Hill Climb 2) AM-HC3(Hill Climb 3)

0

300

24000 36000 48000 60000 72000
M

e
a

n
 N

u
m

b
e

r 
o

f 
H

o
m

e
 R

u
n

s
 (

N

Total Number of Squares Traversed (Csqr)

Fig. 10. Home Runs (Nhr) for the Closed Map

0.6

0.8

1.0

F
u

n
c

ti
o

n
a

l 
A

c
c
u

ra
c

y
 (

A
1
)

AM-B(Basic) AM-P(Pheromones) AM-M(Memory)

AM-HC1(Hill Climb 1) AM-HC2(Hill Climb 2) AM-HC3(Hill Climb 3)

0.0

0.2

0.4

24000 36000 48000 60000 72000

F
u

n
c

ti
o

n
a
l 
A

c
c
u

ra
c

y
 (

A
1
)

Total Number of Squares Traversed (Csqr)

Fig. 11. Functional Accuracy for Closed Map

100

1000

10000

M
e
a
n

 N
u

m
b

e
r 

H
o

m
e
 R

u
n

s
 (

N
h

r)

AM-B(Basic) AM-P(Pheromones) AM-M(Memory)

AM-HC1(Hill Climb 1) AM-HC2(Hill Climb 2) AM-HC3(Hill Climb 3)

1

10

24000 36000 48000 60000 72000

M
e
a
n

 N
u

m
b

e
r 

H
o

m
e
 R

u
n

s
 (

N

Total Number of Squares Traversed (Csqr)

Fig. 12. Home Runs (Nhr) for the Open Map

From Figure 11, it can be seen that for the Closed map AM-P,
AM-CH2 and AM-CH3 consistently meet the Functional Accuracy
threshold set in Section IX-B i.e., 0.4. Managers of type AM-M meet



397

International Journal on Advances in Intelligent Systems, vol 5 no 3 & 4, year 2012, http://www.iariajournals.org/intelligent_systems/

2012, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

100

1000

10000
F

o
o

d
 F

o
u

n
d

 C
o

u
n

t

AM-B(Basic) AM-P(Pheromones) AM-M(Memory)

AM-HC1(Hill Climb 1) AM-HC2(Hill Climb 2) AM-HC3(Hill Climb 3)

1

10

24000 36000 48000 60000 72000

F
o

o
d

 F
o

u
n

d
 C

o
u

n
t

Total Number of Squares Traversed (Csqr)

Fig. 13. Food Found Count for Open Map

0.01

0.1

1

F
u

n
c

ti
o

n
a

l 
A

c
c

u
ra

c
y
 (

A
1
)

AM-B(Basic) AM-P(Pheromones) AM-M(Memory)

AM-HC1(Hill Climb 1) AM-HC2(Hill Climb 2) AM-HC3(Hill Climb 3)

0.0001

0.001

24000 36000 48000 60000 72000

F
u

n
c

ti
o

n
a

l 
A

c
c
u

ra
c

y
 (

A
1

)

Total Number of Squares Traversed (Csqr)

Fig. 14. Functional Accuracy for Open Map

this threshold only when the number of steps exceeded 24000. For the
Open map, only managers of type AM-CH3 meet this requirement
(see Figure 14).

C. Evaluated Autonomic Manager Acceptability

In Section IX, three metrics were identified as the basis for which
an AM targeted at the PF application is accepted. These metrics
were; Functional Suitability (FS), R3 Functional Accuracy (A1) and
Coupling and Modularity (C & M). The thresholds for acceptability
for these three metrics were set in Section IX-B. All AMs targeting
the PF application must meet the FS requirement (i.e., a ‘Yes’ value).
For the A1 metric, all AMs must achieve a value of 0.4 or better in
terms of the objective of the PF. The C & M, like the FS must have
a value of 1 or a Yes.

TABLE II
MANAGER RATINGS FOR EVALUATION I (NUMBER OF DEPLOYED

ROBOTS VARIED ON THE CLOSED MAP

AM Type C & M FS A1 (Closed map)
AM-B(Basic) X X
AM-P(Pheromones) X X X
AM-M (Memory) X X
AM-HC1 (Hill Climb 1) X X
AM-HC2 (Hill Climb 2) X X X
AM-HC3 (Hill Climb 3) X X X

From Section IX-A, it was made clear that all the AMs evaluated
followed the architectural configuration of Figure 3, and as such, the
C & M metrics is achieved (i.e., ‘Yes’) for all of them. The AMs were
also said to be functionally suitable to the objective of the PF (see
Section IX-A), therefore they all meet the FS attribute. The different
performances of the AMs as it relates to the Functional Accuracy
were presented in Sections XI-A and XI-B. Based on this, Tables II,
III, IV and V show how each type of AM measured up to expectations
with regards to the selected metrics for Evaluation I and II. Where a

TABLE III
MANAGER RATINGS FOR EVALUATION I (NUMBER OF DEPLOYED

ROBOTS VARIED ON THE OPEN MAP

AM Type C & M FS A1 (Open map)
AM-B(Basic) X X
AM-P(Pheromones) X X
AM-M (Memory) X X
AM-HC1 (Hill Climb 1) X X
AM-HC2 (Hill Climb 2) X X
AM-HC3 (Hill Climb 3) X X X

TABLE IV
MANAGER RATINGS FOR EVALUATION II (NUMBER OF CLOCK TICKS

VARIED ON THE CLOSED MAP

AM Type C & M FS A1 (Closed map)
AM-B (Basic) X X
AM-P (Pheromones) X X X
AM-M (Memory) X X
AM-HC1 (Hill Climb 1) X X
AM-HC2 (Hill Climb 2) X X X
AM-HC3 (Hill Climb 3) X X X

TABLE V
MANAGER RATINGS FOR EVALUATION II (NUMBER OF CLOCK TICKS

VARIED ON THE OPEN MAP

AM Type C & M FS A1 (Open map)
AM-B (Basic) X X
AM-P (Pheromones) X X
AM-M (Memory) X X
AM-HC1 (Hill Climb 1) X X
AM-HC2 (Hill Climb 2) X X
AM-HC3 (Hill Climb 3) X X X

metric is met, the column for that metric is ticked for an AM type,
and where it falls short, the column is left blank.

Based on the contents of Tables II, III, IV and V, it can be said that
only managers of type AM-HC3 consistently meet the rating levels
set by the PF certifiers.

XII. CONCLUSION

To address the lack of a framework for certifying autonomic com-
puting systems (ACSs) a novel five level Autonomic Maturity Index
(AMI) was proposed and applied to the Intelligent Machine Design
(IMD) architecture. These defined indices reflect how independent the
AM is i.e, the amount of resources the AM is expected to expend
in terms of intelligence, computational complexity and speed before
it engages the human operator to solve a management task. An
Expression that describes an autonomic machine was derived. The
parameters for this expression include the AMI, the layer configura-
tion of the machine and the implemented self-management properties.
As a consequence, the derived expression indicates if the machine
conforms to the dictates of the IMD architecture or not. If it does not
conform, no further certification activity is carried out on the machine.
If the machine’s expression satisfies the established architectural
rules, the certification process continues by measuring the machine’s
attributes relating to performance using the proposed quantitative
metrics. How these metrics are computed and how the results are
interpreted was discussed. These quantitative metrics are based on
the six software quality characteristics of the ISO/IEC 9126-1998
specification i.e., the Functionality, Usability, Portability, Reliability,
Efficiency and Maintainability characteristics. Evaluation steps that
utilize the proposed quantitative and qualitative metrics for autonomic
computing certification purposes were presented. These steps were
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guided by the ISO/IEC 14598 software evaluation specification.
To demonstrate applicability of the architectural and metric systems

proposed for building and certifying Autonomic Computing Systems
(ACSs), an Ant Colony Optimization application called Path Finder
(PF) was chosen. The main goal of managers targeted at the PF
application is to guide robots from the nest to a food source and
back. Six different managers were designed and implemented, each
with a different navigational algorithm. The purpose was to compare
the performances of these AMs to a specified rating level. From
an architectural perspective, the PF demanded that each manager
conform to Configuration V of the Intelligent Machine Design
(IMD). Since the objective of the PF application is to find the
most optimal route between the nest and the food source, only the
self-optimization property of the four autonomic self-management
attributes is implemented in the machine.

With respect to certification, all four procedures leading up to a
final certification statement on the AMs were followed. Three metrics
were identified as relevant to the evaluation of AMs targeted at the PF
application. These metrics include; Functional Suitability, Functional
Accuracy and Coupling and Modularity. Given the conformity of
each type of AM to Configuration V of the IMD, each type of AM
scored full marks for the Coupling and Modularity metric. They were
also awarded full marks for Functional Suitability. For Functional
Accuracy, each type of AM was evaluated and rated within the
context of how well they performed when directing their robots on
two different maps. Based on these three metrics, it was shown that
only managers of type AM-HC3 met the specified rating threshold
consistently.

APPENDIX

This appendix deals with a couple of special cases that may arise
when trying to define an autonomic manager using Expression (7)
presented in Section III-C.

R3
POHC

R2

POHC

R1

POHC

C

PH

OSelf-Configuration Self-Protection

Self-Healing Self-Optimization

Human Operator

AMI 2 AMI 3

Fig. 15. Autonomic Manager 1 (AM1) Before Normalization

Consider a situation where an AM is designed such that some of
the self-management properties specify a particular AMI while others
specify another. For instance, the designers of AM1 shown in Figure
15, specify an AMI of 2 for the self-configuration and the self-healing
properties in R2. The self-optimization and self-protection properties
specify an AM1 of 3. Since this machine specifies two AMIs it cannot
be described using Expression 7 (see Subsection III-C).

AM1 =

{ ????;R1� R2� R3;
SMR1 = {SC1, SH1, SO1.SP1},
SMR2 = {SC2, SH2, SO2, SP2}
SMR3 = {∅, ∅, SO3, SP3}

}
(18)

To rectify this anomaly, the machine shown in Figure 15 and
partially described by Expression (18) must be normalized. The

R3
POH*C*

R2

POHC

R1

POHC

Human Operator

AMI 3

H*

C* Dummy Self-Configuration

Dummy Self-Healing

Fig. 16. Autonomic Manager 1 (AM1) After Normalization

normalization process for AM1 involves creating dummy implemen-
tations of the self-configuration and the self-protection functions in
R3. These dummy implementations are empty functions that simply
redirect any request from R2 to the human operator as shown in
Figure 16. The normalized AM design is rated with the higher of the
two AM1 values it specified before normalization. The normalized
expression for AM1 is shown in (19).

AM1 =

{ 3;R1� R2� R3;
SMR1 = {SC1, SH1, SO1, SP1},
SMR2 = {SC2, SH2, SP2, SP2}
SMR3 = {SC∗

3 , SH
∗
3 , SO3, SP3}

}
(19)

The asterisks in the SMR3 variable of Expression (19) signify
dummy function implementation. A comparison between Figure 15
and 16 shows that the normalization process does not violate the
intention of the AM designers.
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Fig. 17. Autonomic Manager 2 (AM2)

AM2 =

{ 3;R1� R2� R3;
SMR1 = {SC1, SH1, SO1, SP1},
SMR2 = {SC2, SH2, SO2, SP2}
SMR3 = {SC3, SH3, SO3, SP3}

}
(20)

Recall that from the AMI of an expression describing an AM,
one can quickly deduce a number of characteristics including how
intelligent and complex the system being observed is. Speaking
strictly from an AMI perspective, expressions (19) and (20) erro-
neously convey a sense of equivalence between AM1 in Figure
16 and AM2 in Figure 17. In fact, since AM1 is able to rely on
the human operator for some of its management function in R2; it
should be judged lower than AM2. In a case like this, some of the
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quantitative metrics discussed in Section V will ensure that AM2

is rated relatively superior to AM1 at the end of the certification
process. For instance, when the self-management functions at R3 of
AM1 are being measured for the functionality accuracy metric(A),
the dummy functions will be rated with a zero value (see Subsection
V-A2). This will not be the case for AM2; thus ensuring its higher
overall rating.
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Abstract—Design techniques can have an important effect on 
how video games teach and players learn. The ability to 
harness these techniques in the design of educational video 
game can impact the motivation and engagement of playing 
and learning by creating more options for players to connect 
with game content as well as to other players. This article 
focuses on the design phase of the game development process 
and highlights the role of some techniques that can be used to 
design a successful educational video game (guidelines and 
design patterns). These techniques provide information on 
good practice and form a basis for evaluating the educational 
video game quality, acting as useful tools for developers to 
enhance video game playability. To this end, we have presented 
a set of guidelines and design patterns in order to provide an 
acceptable level of playability and, in this way, a better player 
experiences and learning achievement. 

Keywords- Playability; Player Experience PX; Educational 
Video Game EVG; Guidelines; Design Pattern. 

I.  INTRODUCTION 

There has recently been a great deal of interest in using 
and designing games for education, integrating education 
and game design in order to grabbing the players’ attention 
and maintaining attention over long period of time. 
Accordingly, we must understand the structure of games and 
use this in teaching, and meeting the needs and player 
requirements due to the different profiles of the players on 
the market. Designing successful Educational Video Games 
(EVG) requires ensuring their fun and educational aspects 
and the different design perspectives (artistic, ludic, social, 
etc), also, requires design techniques that ensures the Player 
Experience (PX) improvement and provides an appropriate 
level of fantasy, immersion, learning and challenge to engage 
players. A poorly designed game or a bad choice of game 
elements (story, challenges, puzzles, etc.) means that the 
player spends more time ascertaining how to play than in 
achieving the objectives of the content provided [3]. 

In this work, we aim to use guidelines and design 
patterns techniques, in addition to take into account the 
playability concept in EVG due to its capability to ensure fun 
and entertainment of the game, as well as the effect that 
playability has on PX, and its role to improve the quality of 
game design [33][34]. Using playability and video game 
guidelines are useful in order to ensure player satisfaction, 
and to ensure the development of an effective EVG both 

from educational and fun standpoints. Also, using design 
patterns is appropriate as an effective model to support the 
design and analysis of EVGs so that the video game 
experience and the efficiency of the learning process may be 
improved. Our proposal gathers together what is suitable and 
useful for EVG design (rules, gameplay, PX, etc.) from a set 
of works that relate to different video game genres, 
interactive systems, hypermedia systems and multimedia 
systems.  

Following this introduction, in Section 2, we discuss 
some studies of EVGs design; present the different design 
technique of EVGs. In Section 3, we present a definition of 
Educational Playability, in addition to present an analysis of 
the relationship between playability in EVG and the 
presented design techniques (guidelines, design patterns), 
and define the importance of guidelines and design pattern in 
the design of EVGs. In Section 4, we present our set of 
playability guidelines and playability design patterns. 
Finally, we present our conclusions in Section 5, followed by 
our references. 

II. EDUCATIONAL V IDEO GAME DESIGN: RELATED 

WORK 

Many researchers have discussed the use of video games 
as useful educational tools to improve learning and 
performance, and they have attempted to provide a set of 
techniques for EVG design. In this section, we propose some 
researches that have been realized to provide norms and rules 
during the design process, which can be useful as a base to 
introduce a suitable and a high quality set of guidelines and 
patterns for the design of EVGs. 

Malone and Lepper [68] provided that endogenous 
integration of educational content into games enhanced 
learner motivation. In a well-developed educational game 
experience, "some integral relationship [exists] between the 
instructional content and motivational embellishments". 
Prensky [44] outlined the principles of good game design in 
his book, Digital Game-Based Learning. These principles are 
the heart of what makes digital video games so engaging and 
addictive. Prensky predicts that games will be “much more 
realistic, experiential, and immersive” and include “more and 
better storytelling and characters”. He has argued that video 
games can help provide such a context for learning. Prensky 
highlighted several relevant concepts that characterize video 
games: rules, goals, outcomes, feedback, competition, story, 
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challenge, opposition, problem solving, interaction, and 
representation. 

Kasvi [29] listed the seven requirements suggested by 
Norman [22] for an effective learning environment 
(feedback, goals, motivation, challenge, satisfaction, 
engagement and suitability); Kasvi suggested that computer 
games fulfill all of the requirements and believes that they 
“satisfy them better than most other learning mediums”. 
Rosenzweig and Vanderdonckt presented the benefits of 
using guidelines in HCI [32]. They advised that consistency 
be ensured among products and services in order to provide a 
better user experience. Guidelines should be more than one 
person’s lightly-considered opinion, but they are not rigid 
standards that can form the basis of a contract or a lawsuit. 
Guidelines are not a comprehensive academic theory that has 
strong predictive value rather they should be prescriptive 
[59]. 

Pivec [43] in the book Guidelines for Game-Based 
Learning aimed to help all pedagogues, teachers and trainers 
implement their own ideas in the form of an EVG. Pivec and 
Kearney [42] have presented a model for game based 
learning, which includes some Game Flow criteria for player 
enjoyment in games which can be considered guidelines of 
the game design based on the following points: 
Concentration, Challenge, Player Skills, Control, Clear 
Goals, Feedback, Immersion and Social Interaction. Padilla 
Zea presented a set of guidelines for designing collaborative 
educational videogames, which facilitate the incorporation of 
collaborative processes into educational videogames [52]. 
Moreover, various works have presented evaluation 
heuristics which offer mechanisms to improve the PX 
[26][27], and these heuristics can be helpful to build EVG 
guidelines.  

As previously mentioned EVG is a play and learn 
environment, this dual nature of EVGs makes them difficult 
to design and implement. Due to this complex nature of 
EVGs, it is important to take advantage of what is already 
known about best practices for each EVG components. We 
have therefore focused on existing guidelines found in 
similar works such as e-learning and videogames to build our 
set of guidelines [39][57].  

Also Design patterns in video games have been a topic of 
discussion for some time now. Using patterns in EVGs 
allows the integration of educational content and video game 
design ideas, and in this way they help us to balance the 
game challenges and the learning objectives in EVGs. The 
idea of applying the design patterns approach to produce 
game designs was first described by a practitioner within the 
game industry [8] and an extensive collection has been 
developed for gameplay design patterns [61]. Rogers [65] 
provides a complete guide to video game design from ideas 
to characters, mechanics, and level design. Church proposed 
tools to help designers understand game design and to 
maximize the player's feeling of involvement and self [21]. 

Björk and Holopainen [61] defined design pattern in their 
book “Patterns in Game Design” as the following: “Game 
design patterns are semiformal interdependent descriptions 
of commonly reoccurring parts of the design of a game that 
concern gameplay”. They also presented a large collection of 

game design patterns that were compiled by analyzing 
existing games, explaining the template used for the game 
design patterns that followed, and suggesting means for 
identifying patterns and applying them to the design of a 
game. Church introduced formal abstract design tools 
(FADTs) as a way to achieve a shared design vocabulary 
[21]. Falstein attempted to find a list of 400 rules that apply 
to game design by including rules that make a good game 
[51]. Church and Falstein have proposed the same 
objectives; to define a way to describe and share game 
design knowledge. In his book “Art of Game Design: A 
Book of Lenses”, Schell presented a hundred ways to look at 
game design from a multiplicity of angles [30]. Several other 
books have also been written about game design [5][56]. 
Kiili [36] considered that the objective of patterns was to 
fulfill the need for a common tool to facilitate the interaction 
between designers and to develop high quality educational 
games. He defined pattern design in educational games in 
this way: Educational game design patterns are semiformal 
interdependent descriptions of commonly reoccurring parts 
of the design of an educational game that concern and 
optimize gameplay from an educational perspective focusing 
on the integration of engagement and learning objectives. 

In this section, we have focused on existing guidelines 
and patterns found in the works presented above (e-learning 
systems, EVG requirement, and video game design). By 
analyzing these works we can conclude that game designers 
to get a ‘good’ EVG design, they need to focus on 
playability, internal structures (Game rules, Game 
mechanics…), and expected player experience (How games 
evoke emotional-intellectual responses from players...). 
Accordingly, educational video game design is suffering the 
lack of theoretical and methodological norms, and there is a 
misunderstanding of the game features that must be included 
in games and the teaching methodologies that are compatible 
with game playability. In this paper, we will propose a set of 
guidelines and design patterns that take into account the need 
to promote and maintain the playability of an EVG, to build 
and improve the PX of the game process and facilitate the 
game development process, these guidelines and patterns 
were compiled by analyzing the existing game techniques to 
achieve a good EVG design. 

III.  PLAYABILITY , GUIDELINES AND DESIGN PATTERNS: A 

TOOL TO IMPROVE THE PLAYER EXPERIENCE 

EVGs design has been a topic of discussion for some 
time now. The importance of EVGs arises from the failure of 
e-learning systems and technology enhanced learning 
process to engage students and keep them motivated to study 
[44]. Due to the lake of motivation in e-learning systems 
many designers are shifting towards using interactive 
learning based on games, e.g., Aldrich [13] introduced more 
interrelated concepts covered by educational simulations.  

Learning through play is currently an effective and 
attractive educational strategy. Games are fun, learning is 
hard, and forcing people to learn in games can ruin the fun. 
Lots of literature exits on why games should be good tools 
for education, but very little on how to ensure that they are. 
During our research we found many EVGs that appeared on 
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the market before their efficacy had been ensured. As a result 
numerous games have failed, due to the lack of game design 
methods to convert the objectives of players, educators and 
designers into reality [64], as well as the fact that analyzing 
methods are rarely used discuss the level of playability in 
EVGs in a structured way. Another problem arises from the 
fact that an EVG is a combination of fun and learning. Thus, 
a good EVG development process requires cooperation and 
synergy between game designers and educators in order to 
ensure a good player experience [53].  

To this end, we have proposed a set of player centered 
design patterns that support EVG design, i.e., game design 
that places the player experience first and foremost. Björk 
and Holopainen [61] have mentioned several points that 
demonstrate the need for design patterns that do not depend 
on a designer’s experience:  Problem-Solving for Game 
Interaction Design; Inspiration; Creative Design Tool; 
Communicating with peers: Communicating with other 
professions. 

Based on the above, we present our opinion regarding 
design patterns and guidelines in video game design. Design 
patterns and guidelines provide many benefits during the 
design of video games:  

• Allow new perspectives for both design and 
analysis, and provide a network of relations 
between different game design concepts.  

• Design patterns are formal tools used for solving 
known problems, i.e., they function as a design 
toolbox. Patterns allow different levels of 
abstraction in order to address a specific game 
design problem, and offer the best way to solve 
issues related to software development using a 
proven solution.  

• Facilitate the development of highly cohesive 
modules, which may be used many times in 
different contexts and applications.  

• Describe many design decisions that cannot be 
recorded through the use of primitive methods.  

• Patterns have the ability to increase the 
opportunities for communication and reduce 
misunderstandings between educators, designers 
and players, leading to more efficient 
communication between them.    

• Allow some aspect of the system structure to 
change independently of other aspects. 

A. Playability in Educational Video Game 

The majority of the presented works in this paper discuss 
the important role of PX in the structure of video game. The 
term PX -based on user experience definitions [23] – refers 
to “all aspects related to the player that are affected by and 
interact with the playing environment”, These aspects 
represent pragmatic and hedonic features of the process of 
interaction such as: sensation, feelings, emotional response, 
assessment, user satisfaction and the experience obtained 
during playing time [34]. A video game with good 
playability provides a player with positive experiences of the 
aforementioned aspects. 

The vocabulary of software usability centers on 
effectiveness, efficiency, and satisfaction (ISO 9241-11). But 
these aspects don’t necessarily add up to ‘good’ EVGs due to 
the special feature of the experiential dimensions such as fun, 
motivation and emotion “It is difficult to obtain knowledge 
about what players did when playing the game, and how 
meeting different game design elements affected their 
experience of interacting with the game” [6]. EVGs should 
be learning environments that are adaptive, scalable, robust, 
reflexive, and feature modularity, automation and variability 
[38]. Thus, we suggested the use of playability to engage, 
activate and entertain players during the playing time.  

Playability in video games is based on usability, but goes 
much further, it extends the User Experience characteristics 
with players’ dimension using a broad set of characteristics 
such as motivation, pleasure, curiosity, emotion, and social 
influences [34]. Thus, Playability isn’t limited to the degree 
of fun or entertainment experienced when playing a game. 
To this end, we have defined the Educational Playability [2] 
(Playability of EVG) as “the set of properties that describe 
the PX in the gaming environment, which main goal provide 
fun and learning in playable and learnable context, during the 
entire playing time”.  

We have previously presented that educational 
playability isn’t limited to the fun objectives, but also takes 
into account the educational objectives to reinforce the 
player skills and improve his/her current experience [2][3]. 
We have presented nine attributes to characterize the 
educational playability:   
“Satisfaction”: The gratification or pleasure derived from 
playing a complete video game or some aspect of it. 
Satisfaction is an attribute with a high degree of subjectivity. 
Player Satisfaction can be considered as a measurement to 
assess EVG as a successful learning system. It is related to 
the presented content, the used mechanism, educational 
elements design, and game environmental. 
“Learnability”: The player’s capacity to understand and 
master the game system and mechanics (objectives, rules, 
how to interact with the video game, etc).  
Effectiveness: The resources necessary to offer players a new 
experience (fun and learning) while they achieve the game’s 
various objectives and reach the final goal.  
“Immersion”: The capacity of the EVG contents to be 
believable, such that the player becomes directly involved in 
the virtual game world. At an educational level, this property 
is used to measure the ability of an EVG to present the 
educational aspects implicitly. 
“Motivation”: The set of game characteristics that prompt a 
player to perform specific actions and continue undertaking 
them until they are completed. At an educational level, 
motivation to play indirectly produces positive motivation to 
learn.  
“Emotion”: This refers to the player’s involuntary impulses 
in response to the EVG stimuli that induce feelings or a 
chain reaction of automatic behaviors. The educational 
content in EVGs may provoke rejection by the player, which 
reduces the motivation for the player to explore the game and 
thus achieve the educational goals.  
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“Socialization”: The set of game attributes, elements and 
resources that promote the social dimension of the game 
experience in a group scenario. From an educational 
perspective, socialization is the ability to support students 
learning from one another.  
“Supportability”: we define this as the ability of EVGs to 
engage and teach players correctly, and encourage them to 
continue learning and achieve the learning objectives causing 
playability as motivational element. 
“Educability”: We define this attribute as: the educational 
characteristics of video games that support the user´s ability 
to be aware, understand and master learning goals. 

B. Playability and Design Patterns in Educational Video 
Game 

The integration of playing and learning is the main 
objective of an EVG. In this article, we highlight the 
properties of player experience which result in a successful 
game. Player experience is related to all aspects of 
interaction between the video game content and the player. 
As previously mentioned, the goal is to ensure an optimal 
player experience while blending educational objectives with 
fun challenges. To achieve this, we suggest a set of design 
patterns based on the playability attributes as a tool to reduce 
the complexity of EVG design, as well as to help the player 
improve his/her experience during playing time. A feature of 
game design patterns is that adding new patterns does not 
restrict or specialize the nature of the game, but rather 
expands it. This is because a pattern describes a particular 
aspect of playability and its effects on player experience.  

We thus present a new taxonomy of design patterns, 
which were compiled by analyzing the existing exiting game 
design patterns and the current problems that face EVG 
designers. Each pattern in our proposed set describes a part 
of the possible interaction between a player and the game. 
These patterns are related and when used together they are 
able to improve player experience and effectively resolve 
EVG problems. Design patterns provide video game 
designers with the opportunity to play a powerful role in 
constructing and improving game playability. Design can be 
reactionary, responding only to current conditions, or it can 
be visionary, by presenting solutions to problems yet 
undefined.  

The new set of patterns has been created so that the 
following points are considered: appeals to both cognition 
and emotion; improves upon the player’s previous 
experience; fosters creativity and collaboration between 
designers in order to produce the best player experience 
possible; presents a game structure that is able to bridge the 
gap between the required experience and the player 
experience; facilitates the evaluation of the experience and 
the effectiveness of the game. Using design patterns should 
increase designers' experience, helping them to ascertain 
what is meaningful to the end user and how to present it in 
the best possible way. 

C. Playability and Guidelines in Educational Video Game  

Playability and guidelines are closely related, where 
playability can play the role of guidelines during the game 

design. Playability is a property that should have high levels 
in order to keep the game fun and to maintain the player 
motivated throughout the game. Playability is a qualitative 
property that can be used during both design and evaluation 
phase; in the design phase, playability can be considered as a 
set of guidelines regarding to how to implement the 
necessary elements to give birth to a desired sort of game 
play or social entertainment. Also, playability is a tool to 
measure whether player requirements have been achieved, 
and to determine the playable-learnable aspects of a game.  

At the same time, Guidelines are a set of rules used 
during the design stages to increase the quality of the 
generated games, guidelines provide information on good 
practice and can be used as a basis for measuring the quality 
of an EVG. Guidelines facilitate decision making by 
designers and game developers when creating or using 
different elements in the game. The use of guidelines also 
ensures the design success and further development of the 
game, to a certain degree.  

The complexity of videogame development requires 
certain specific guidelines in order to be educational without 
loss of playability. Thus, guidelines play a pivotal role in 
achieving the goals of a game and that they are useful in 
creating a highly playable game design. We can say that 
guidelines are, specially, to ensure high levels of playability 
in the game. Accordingly, we present a set of guidelines that 
have been obtained by analyzing the characteristics that a 
playable game should have. Based on the above, we define 
the guidelines in EVGs as the following: “a collection of 
principles, conventions or directives which describe the 
educational video game characteristics and are used by 
developers in all stages of game creation”. 

D. Guidelines and Design Pattern Importance 

Having identified that games exhibit some unique 
playability problems, e.g., the lack of a player role in the 
game design or the inability to provide the player with the 
proposed content, we considered that there was a clear need 
to develop a collection of design patterns and guidelines that 
specifically addresses playability and player experience in 
video games. In this work, we emphasize the properties of 
player experience that are necessary to obtain a successful 
video game, where this experience is related to all aspects of 
interaction between the video game and the player. 
Accordingly, the solution should ensure optimal player 
experience and be able to blend the educational objectives 
with playful challenges, present the game objectives, and 
provide interesting choices, immediate support and 
assistance, and an attractive learning environment. 

We consider that the design of EVGs is ideal for 
developing design patterns and guidelines because it is able 
to: 

• Support an innovative approach that effectively 
integrates and balances fun challenges with 
educational objectives.  

• Support the playability attributes and build an 
optimal experience by including a game design that 
motivates players.  
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• Patterns provide a common vocabulary between 
game developers and designers in this rapidly 
expanding field. 

• Guide the test and evaluation of the game 
experience and the efficiency of the learning 
process. 

IV. EDUCATIONAL VIDEO GAME DESIGN 

The purpose of the design phase is to give the game 
designer the ability to design educational video game based 
on the generated requirements in the analysis phase, 
understand the lack points and problems of players, fix the 
problems and do walkthroughs of design concepts. The 
designer can brainstorm the game elements such as 
motivation and concept; narrative context and story; the 
goals and rules of the game, including game mechanics; and 
the player interface, including the feedback and modes of 
interactivity. 

Achieving the players’ needs and requirements, and the 
educators’ objectives and requirements at design level 
involves the use of design pattern and guidelines techniques. 
In this work, we have presented a set of guidelines, which 
are sound and unambiguous and then they could be presented 
to designers without the rationale behind them. Also, we 
have used design patterns in educational video game as a 
useful way to explore suggestions for good design and to 
complete the rule of guidelines.  

A. Educational Video Game Guidelines 

In this paper, we aim to provide an integrated and 
comprehensive set of guidelines appropriate for EVGs to be 
efficient, fun and successful. The design of these guidelines 
is based on the playability attributes, and takes into account 
the need to promote and maintain playability, as well as to 
improve the PX during playing time. Also, we have 
classified the suggested guidelines into groups related to all 
EVG aspects. This classification aims to clarify the designers 
and game developers expectations, and identify how players 
will be evaluated for each objective more clearly, to show 
more knowledge of the game content as well as to improve 
learning content structure, consolidate all resources, 
activities related to the presented objective. We have 
classified our guidelines in groups, which have been 
proposed to strengthen our proposal by achieving the 
educational playability attributes during the design phase. 
We have presented the guidelines groups as follow: 

1) Game Goals 
This defines how the playful and educational contents 

can be presented in an interactive way, which is both easily 
understood and attractive to the player. Games should 
provide enticing long-term goals [25]; in addition a short-
term goal will be needed to achieve the overall game goal 
[10]. Game goals should guide player through the game and 
can be presented implicitly or explicitly, goals need to be 
presented early and clearly stated, and should be personally 
meaningful, obvious, and easily generated [14][69][68].  
EVG should offer a particular strength and sustain of 
motivating users, “if computer games are intrinsically 
motivational, then they can be exploited to make learning 

more motivating and learning will happen almost without the 
individual realizing it” [55]. Thus, appropriate game goals 
keep players immersed, interested and motivated in playing 
and take into accounts the prior skills and experience of the 
player. Also, game goals describe how to provide the player 
with the possibility to understand and master the game in a 
systematic, creative manner. These goals can be divided into 
two categories as the following:  

a) Playful Goal: presents the general objectives of the 
EVG in a simple and enjoyable way that can help to 
captivate the players.  

• Must facilitate the learning process. 
• Provide players with clear knowledge about the 

educational content in order to make the goal easier 
to achieve. 

• Game content must be appropriate for the 
predetermined learning objectives and players. 

• Game allows players to be involved in challenging 
tasks, not trivial activities. 

• Game outcome should be unexpected in order to 
increase the player´s curiosity. 

• “A good game should be easy to learn and difficult 
to master” (Bushnell's Law).  

• Main goal should focus on reinforcing the player’s 
skills and improve his or her prior experience. 

b) Educational Goals: describe what the educational 
component in EVG should be and how it should work.  

• Provide analytical and critical thinking. 
• Make a systematic introduction of educational 

content.  
• Assessment and recognition of prior learning.  
• The goals are divided into several sub-goals to 

scaffold learning: generally the sub-goals are 
gradually presented to lead learners to the learning 
objective. 

• Educational content should be: Valid and Reliable, 
Credible, Accurate, Relevant, Balanced and free of 
bias. 

Based on the definition of the playability attributes 
presented above, this set of guidelines affects on such 
playability attributes as: Satisfaction, Learnability, 
Motivation and Educability. These guidelines facilitate the 
learning and playing process, give players the ability to 
master the game, overcome the different challenges in order 
to keep a player immersed and motivated to play.  

2) Balanceability 
The balance between fun and education is a very 

important factor in the success of an EVG, and has a great 
influence during the playing time. “A key problem in the 
development of educational games is balancing how much of 
the game is a game and how much of the game is learning” 
[37]. Law [23] presents some problems of current EVG as a 
poor balance between playing and learning activities or 
between challenge and ability. The imbalance leads to a 
separation of learning from playing, which leads to an EVG 
failure.  
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• Game must include a fun factor to motivate the 
student to achieve the learning outcomes [42]. 

• Educational elements should be clear but not 
dominant. 

• All contents should be compliant in terms of goal 
visualizing and achieving. 

• All game steps should contain both EVG 
components (fun and education).  

• Keep consistency during all EVG steps by ensuring 
efficiency in game component visualization. 

• Include different ways to present EVG components.  
• Balance must reflect as much as possible the 

player´s state (emotional, psychological, etc). 
The balance between EVGs contents will make a game 

more active and attractive, which will ensure the player 
pleasure, the efficiency of the game structure and thus 
players can reach the game goal easily. It thus affects such 
playability attributes as: Satisfaction, Immersion, 
Effectiveness and Supportive playability. 

Quest Atlantis [60] presents the balance of education, 
entertainment feature to support academic learning, 
individual development, and social transformation. In this 
manner, it integrates principles underlying the development 
of entertaining games into the design of a learning 
environment. Also, it entails a rich metagame context 
through which children perceive their participation as 
meaningful and engaging. This design includes a lot of the 
presented guidelines in this group. 

3) Game Challenge 
Challenges are the part of video game, which keeps 

players motivated to seek for knowledge in order to provide 
a solution and continue with the game. Challenges increase 
the game dynamic by presenting different levels and types of 
challenges, challenges should be introduced in a way that 
give players the opportunity to study their behavior, as well 
as to provide an appropriate challenges to players skills, 
which can be seen in the second part of Bushnell theorem 
that addresses the idea of providing players with challenge 
that scales to the abilities of the player. Games motivate 
when they challenge players and, at the same time, maintain 
the “illusion of winnability” [15][54]. Also, increasing 
challenge keep players engaged, reducing the potential for 
students to become distracted, diminishing educational 
engagement [17]. 

• The game should have different level settings to 
challenge all types of players, (novice or expert 
players). 

• The challenge should be produced from the 
diversity of the game's tasks and from the difficulty 
of these tasks. 

• The game has to scaffold players’ skills and 
students’ knowledge. If the game is too difficult it is 
frustrating, if it is too easy, it is boring [42]. 

• Challenges and the level of difficulty should be 
matched to player experience in single-player 
games or multiplayer ones. 

• Challenges should be balanced the playful and 
educational aspect based on the player progress.  

This group aims to challenge players’ creativity, and their 
skills. Game challenges have always been a great way to 
give players’ brain a good work out. Challenges and 
mysteries are video gaming strategies to engage players and 
could help them enhance cognitive skills, preparing them for 
weightier game challenges. It thus affects such playability 
attributes as: Satisfaction, Motivation, Emotion, 
Supportability and Educability. 

Mavis Beacon [50] presents different tests and level of 
typing speed, each level has different challenges; Mavis 
Beacon will monitor players' progress as well as to introduce 
new challenges to help players continue improving their 
keyboarding skills. 

4) Feedback 
Players must be informed as to what they are achieving at 

the educational and playful levels during the game. Feedback 
needs to be frequent, clear, constructive and encouraging. 
Feedback also provides an opportunity to give explanatory 
information, metacognitive prompts, and clues to correct 
responses [68]. An appropriate feedback should be presented 
based on the player decision and performance, and should 
help players actually to learn and to reach educational and 
playful goals [20]. Players need to know how skills translate 
into strategies for playing the game [35]. This takes place 
through the game cycle and system feedback occurs by: 

• Feedback should be presented to the player after a 
number of failed attempts, and to help him to 
understand why he has failed.     

• The games should be able to stimulate the player to 
know more about the mechanism of the system by 
giving clear feedback. 

• Provide different type of feedback 
audio/visual/visceral (music, sound effects, 
controller vibration, etc).  

• Feedback should be immediate with the aim of 
achieving game goals. 

• Feedback must guide the player through the 
environment, emphasizing key points and offering 
assistance along the way. 

• Feedback should allow the player to monitor the 
mastery of skills or information. 

• A successful game must first familiarize the player 
with the complete educational task in order to begin 
the learning process. 

• Provide feedback message about all player actions, 
situations (level complete, game finished, etc.) and 
status (score list, winner, loser, etc.). 

Achieving the presented guidelines in this set will 
increase player enjoyment and will assist in overcoming all 
challenges and improving the game´s objective assimilation. 
These guidelines make the game attractive to a player, 
keeping him or her interested and motivated to develop skills 
to overcome the game steps and compete with other players. 
It thus affects such playability attributes as: Immersion, 
Satisfaction, Satisfaction and Educability. 

Lure of the Labyrinth [40] lacks a good and appropriate 
design of player feedback, when players make a mistake in a 
game, it just gets corrected for them without an explanation 
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in hopes to help players, it did not tell them why so even 
though it corrected them. It gets way too frustrating. 

5) Interactivity 
It describes how to make the players feel that they are 

part of a creative and dynamic community, and how to create 
more powerful interactive experiences and engagement by 
streamlining players’ interaction and motivation during the 
game time. Swartout and van Lent [72] deemed that the best 
games are “highly interactive, deliberately generating tension 
between the degree of control the story imposes and the 
player’s freedom of interaction”. Thus, the playing 
experience can be boring and unchallenging in games with 
complete freedom of interaction, when the game progress 
requires too much control; the player becomes a passive 
observer rather than an active participant [47]. De Freitas 
[62] proposed that the interactivity of EVG involves 
applying changes on the game structure and the learning 
process, how games are designed, developed and used in 
practice upon the processes of learning and how learning 
activities are structured in practice. Thus, we propose the 
following guidelines: 

• Game should have clear and simple instructions and 
rules. 

• Game should respond in different ways to correct 
and incorrect actions (using sound, images, etc.). 

• Permit easy reversal of actions. If a player makes a 
silly mistake, allow the player to reverse the action, 
unless it would affect the game balance adversely. 

• Introduce elements of positive surprise or special 
events in strategic locations.  

• Introduce enjoyable activities that aren’t passive.  
• Educational elements should be related to the 

playful ones in the same video game frame. 
This group aims to produce interactive experience that 

motivate and actively engage players in the game process. 
Thus, players discover and reinforce their abilities and learn 
new skills with interactive and fun computer games, which 
will implicitly affect on the achievement of several 
playability attributes such as: Satisfaction, Learnability, 
Motivation, Immersion and Educability.  

The ReDistricting Game [70] was designed to educate 
citizens around the issue of political redistricting. It present a 
good level of interactivity, it provides many different ways to 
draw the district lines that meet the basic mission 
requirements. It provides an active process of discovering the 
rules of the game, combined with the ability to get feedback 
on the players’ map at any time allows the players to explore 
and try out strategies, slowly refining them as they learn 
more about the game.  

6) Adaptation 
Adaptation is a very important characteristic of EVGs. In 

adaptive games the level of difficulty increases or decreases 
depending on a player’s performance. When the games are 
adaptive they support learner preferences for different access 
pathways and allow the learner to find relevant information 
while at the same time remaining immersed in the game [16]. 
Adaptation shouldn’t be only as response to players’ action 
during the game time, but should play a crucial role in the 

success of the learning process by triggering the learning 
patterns. This means the learning outcome is related to player 
performance, so if a player finds a game difficult to play, he 
will leave it and the leaning process will fail [66]. Therefore, 
we present some guidelines that can be useful to adapt 
certain features to create a tailored experience for each 
player based on how they learn and why they play games. In 
the following we present some adaptation guidelines:        

• Game should be easy to modify and adapt 
(difficulty level, sound level, background music, 
control keys, etc.). 

• Educational content should consist of modules that 
are flexible enough to be readily utilized during the 
game time with minimal adaptation efforts. 

• Educational content should be able to cater to 
diverse learning styles and motivation. 

• Rationale for using a specific style of educational 
content should be determined by the needs of the 
players, game steps and game situation. 

• Game contents should be adapted to the individual 
pace of the player. 

• The player should not be overwhelmed by the 
information the game is provided. Provide ways to 
hierarchically compartmentalize information. 

Introducing this group of guidelines adapts the game 
content (playful and educational) to the individual pace of a 
player, relates the educational content to players’ needs, this 
gives players the opportunity to construct a personal profile, 
and encourages him or her to master the game and complete 
all steps of the newly customized environment. This will 
encourage the player to spend the maximum time playing, as 
well as to compete with other players. It thus affects such 
playability attributes as: Satisfaction, Motivation, 
Supportability, Socialization and Immersion. 

Mavis Beacon [50] provides many personalized lessons, 
exercises and tests. Many entertaining typing games, also it 
presents a detailed progress reports assist in identifying 
strengths and weaknesses. It provides different level to 
teaching all letters typing each level teaches some letter 
typing.  

7) Game Control 
Providing player with the ability to easily control; 

generates a sense of belonging in the game environment. 
Players should feel a sense of control over their actions in the 
game. In fact, control has been determined to be a deciding 
variable when motivation has been observed to increase over 
time for instructional games. A controllable environment 
allows players to build confidence and self-esteem, as well as 
to extend their potential and natural abilities, earlier and to 
further extents. Also, the level of control the players have in 
their interactions can develop a sense of ownership in the 
game environment [7][62]. Control is defined by the number 
of choices available to the learner, the presence of 
contingency, and a feeling of power given to the learner by 
allowing them to produce very different outcomes [46]. 

• The player is not required to learn new control 
techniques during the game. 
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• The player should be the one in control. Players 
want to feel in charge of the game-at least in regard 
to control of their avatar. 

• The control should be intuitive and mapped to 
platform control.  

• Don't throw random uncontrollable events, or 
tedious or difficult input sequences. 

• The control over the program is very crucial: the 
interaction should determine how the learners 
observe and infer the rules of the system, which are 
also the subject matter. 

The role of this set is increase the player interactivity and 
integration with virtual game world. This group allows the 
player more control over the experience, and engages the 
competitive mind in a positive way, helps players to develop 
skills and reduce the margin of error, thus player will find the 
virtual world enjoyable. It thus affects such playability 
attributes as: Immersion, Emotion and Learnability. 

Storm Tracker [67] is a game that allows player to 
predict the path of a storm presenting a several options that 
support a player to domain the storm mechanism, players are 
actively in control and trial and error comes into play when 
the final storm prediction is made. Also, learning the storm´s 
terminology allows players a better understanding and 
controlling of what is going on during the game and it also 
helps game play move more smoothly. 

8) Ethics   
This group defines that the game content should be 

presented within an acceptable ethical framework which has 
no negative impact upon the user - How appropriate are the 
attitudes and beliefs embedded in a game? How appropriate 
are the implied social attitudes and beliefs, e.g., about 
violence, gender, race? [4]. EVG must act as a tool to 
motivate the player's understanding and awareness of the 
content presented, establishing some basic principles of the 
real world, such as competition and the ability to complete 
tasks. Several researches show that player feel more hostile 
after playing violent video games, especially games that 
simulate real-life situations. There is also evidence that 
playing violent games can make people behave more 
aggressively immediately afterwards. In the same time 
several researchers have mentioned that the violence in a 
video game motivates and engages players, and have 
considered violence as part of our real life, and thus a game 
will lose something of its realism by hiding the violent 
scenes [19][ 71].  

• Game should not teach anything that may result in 
dangerous situations in real-life. 

• Avoid content that has an impact on physical, 
mental or moral development (for example, 
inhuman and sexist content). 

• Avoid messages conveying content of an 
aggressively nationalistic, ethnocentric, 
xenophobic, racist or intolerant nature. 

• Emphasis on acquiring and maintaining competence 
during playing time.  

Introducing these guidelines and achieving them will 
develop a player’s skills and experience, in particular the 

social experience. In this way, correct and real information 
will be presented to the players, which help them to take the 
responsibility to discover and achieve the game content, and 
thus the player skills will be developed. It thus affects such 
playability attributes as: Motivation, Immersion and 
Educability. 

Storm Tracker game does not show the real world 
dangerous consequences or any other aspect of the storm that 
has negative effects on the player, i.e., dead bodies, etc. We 
suggest that a game will be better if it presents dead bodies 
as result of a storm, but these bodies shouldn´t cause to the 
players any visual damage. 

9) Realism 
Another advantage of EVG is that has the ability to 

simulate real-life situations in a way which can greatly 
facilitate the learning process. Crawford describes a 
computer game as “a closed formal system that represents a 
subset of reality” [15]. This means focusing more on the real 
life simulation part with rewards, customizations and clear 
objectives. Tashiro and Dunlap [31] have explored 
relationships between simulation realism and engagement in 
learning, they consider the impact of visual realism on 
learning engagement in educational games. Krcmar [41] says 
that as the games become more and more realistic, the 
positive and negative effects on children increase, because 
“Greater realism leads to greater immersion; greater 
immersion leads to greater effects”. Also, Wood [58] find 
Players rate realistic video games more favorably than 
unrealistic ones. 

• Make real-world situations and simulations 
available within the game.  

• Relate educational content to real-world simulation. 
• Real-world simulation should provide to help game 

contents to be achieved.  
• Make story realistic, presenting real sequence of 

events throughout the game. 
Realism is very associated with the playability attributes 

such as: Satisfaction, Immersion, Emotion, Motivation and 
Educability. Realism ensures the diversity of motivations 
and the accuracy of the information. Also, it motivates the 
players' understanding and awareness of the presented 
content, establishing some basic principles of the real world 
to activate their primer experience. 

Storm Tracker game is real world simulator, it is a very 
good teaching tool about hurricanes without being too 
graphic or visually overwhelming. Concepts are presented in 
a way that allows the player to see the real world aspects 
involved in hurricane storm tracking as well as to present 
realistic outcomes of these aspects. 

10) Game Reward 
Any activity that people enjoy doing has some kind of 

reward. Rewards it is a very important way to encourage 
players to perform better due to the bonuses and advantages. 
Currently, most digital games are designed so players must 
actively complete quests based on a reward system [56]. 
Moon [56] mentioned the role of reward to induce play, and 
presented a learning model for video game based on the 
reward system. Nielsen has presented the reward as an 
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extrinsic motivation that players get a reward for engaging in 
an activity, and are not motivated by the activity by itself 
[63]. The intrinsic rewards arise from the process of learning 
or playing, and the extrinsic rewards arise from results 
(grades, points, winning, or approval) [9].Thus, connecting 
the reward system and player motivation to learning process 
will help each player to have a more optimal game 
experience. 

• The reward should be appropriate and important in 
motivating the player. 

• The reward should be appropriate to the current 
educational step or level. 

• The reward should be related to the player´s 
progress in achieving the educational content  

• The reward should be commensurate with the 
capabilities of the player.  

• The reward should be presented at an appropriate 
time to engage the player. 

• Rewards can be given several times during one 
game step if necessary. 

• Game should present a variety of rewards. 
Presenting this group of guidelines affects on the player 

participation during the entire playing time due it’s important 
to hold the player attention as well as to make games funny 
and delighting. The rewards guidelines motivate and 
encourage players to play and learn. Thus, by using this 
group we can improve the different playability attributes 
such as: Motivation, Immersion, Learnability, and 
Educability.   

Math Missions [49], the Amazing Arcade Adventure by 
Scholastic, players earn money for every correct answer. 
This money can be spent on buying arcades and they even 
get to run the arcade. These rewards are presented as a way 
to motivate the learning without really being related to the 
learning experience. 

11) Structuring 
This group is related to how the EVG content is 

presented in a way which motivates the player, and how to 
introduce challenges throughout each game level creating an 
imaginary learning space that is engaging and immersive. 
The structure of EVG should provide entertaining and 
interesting content, which should be suitable for players´ 
primer skills and knowledge. Also, game elements and 
content should be related and the match between them is a 
very important, where the aesthetic aspect of the game 
structure guides the player to achieve the game goals, while 
the learning design of games should make it possible to use 
them in a modular way and to organize content and sessions 
in such a manner as to emphasize this learning aspect 
(personal learning routes, “reassembling” of parts of the 
games into different training paths, etc.) [43]. 

• Ensure an aesthetic consistency between playful 
and educational elements, to guide the player 
through his or her tasks and objectives. 

• Each item has its activity that is easy to distinguish 
from the activity of other items. 

• Ensure that the player can quickly recognize the 
game environment structure without the need for 
additional help. 

• Design the interface to offer defined tasks. The 
sequences of actions the player is performing 
should be arranged into a conceptual group of 
smaller subtasks. Each task completion should be 
punctuated with an acknowledgment, so the player 
knows that his or her task has been completed. 

• Utilize game elements that can be easily and 
quickly understood without requiring any additional 
help. 

• Storyline and the interface elements should be 
appropriate.  

• Each player should be able to easily distinguish his 
or her items in multi-player environment. 

The set of guidelines is related to several playability 
attributes such as: Effectiveness, Motivation, Emotion and 
Supportability. A good game structure helps players interact 
in a simple way, and maintains the enjoyment and curiosity 
of players. This group provides the ability to control and 
master the game and successfully overcoming all challenges 
in order to reach the game objectives.  

WolfQuest [73] is an immersive 3D wildlife simulation 
game, Based on real topographic maps of Yellowstone Park 
and realistic graphics, which lets players join a wolf pack 
made up of friends in the multiplayer version or seek to 
perfect their hunting skills and build their own pack in the 
single player version. The presented design of this game is 
related to its story and totally captivates players during the 
playing time. The presented elements of each frame 
represent the required function as well as to be easy to 
understand and master. 

12) Player knowledge  
This can be defined as how to encourage and motivate 

players to activate and use their prior knowledge and skills, 
and intends to generate and improve the players experience 
by providing them with the new content during playing time. 
EVGs are collections of skills, knowledge, one advantage of 
the EVG is its ability to build on or to improve the player’s 
current skills, which arises from the pleasure of mastering a 
new topic or content being learned, and the curiosity about 
the subject matter. Thus, a way to build the player 
knowledge is to engage in the game virtual world during 
game play [18]. Also, this group emphasizes that the quality 
of the presented content should be correct and effective. 
Prensky [45] explained how young people can create their 
knowledge in practice “the kids who play today’s ‘complex’ 
video games… learn to think: through experimentation and 
what real scientists call 'enlightened trial and error,' they 
learn to understand and manipulate highly complicated 
systems”. Prensky understood that “in order to ‘beat’ their 
complex games kids must learn, through complex reasoning, 
to create strategies for overcoming obstacles and being 
successful – skills that are immediately generizable”. Thus, 
video games encourage players to achieve mastery to 
challenge, forcing people to adapt and devolve their thinking 
and strategy. 
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• Use the previous experience of players rather than 
oblige them to learn new knowledge.  

• Give the player the opportunity to relate his or her 
knowledge to real life situations within the game 
environment. 

• Each game level should add something new to a 
player’s knowledge. 

• The player should be encouraged to reflect upon the 
newly acquired information and integrate it into his 
or her existing body of knowledge. 

These guidelines ensure that the player’s skills and 
knowledge is increased and his or her ability to achieve the 
game goal is improved. These guidelines can increase player 
confidence during the game, and increase his or her ability to 
compete with other players. The emphasis on real knowledge 
in these guidelines will encourage the player to concentrate 
on achieving the game goals. It thus affects such playability 
attributes as: Learnability, Educability, Supportability, 
Emotion, Motivation and Socialization.  

A Branches of Power [11] game immerses students in the 
workings of the three branches of government. The player 
has to think critically about the decisions he/she is making 
about what to put in bills and whether they are popular and 
constitutional or not. Thus, the presented content is definitely 
not passive learning. During the playing time player has to 
learn basic ideas and words about what it takes for an issue 
to move from an idea into a law. Players have to make 
choices and decisions about what values they take on and 
what ideas to put into bills, they must think about those same 
things and how they affect the real world. Thus, players must 
use their experience about the game content as well as to use 
the presented content to make their decisions. 

B. Design Pattern for Educational Video Game 

To achieve learning and entertainment in a gaming 
environment, we have presented an integrated set of patterns 
must be suggested to support the player experiences based on 
the playability attributes in EVGs [1][3].  

The proposed patterns are documented in a standard 
format, as solutions to common design problems. We use 

patterns as a tool for problem-solving, to support creative 
and effective design, to build a repository of knowledge and 
encourage reuse of best practices, and as a way to share 
designers’ experience. By using the patterns described in this 
section, it should be possible to develop a structure that helps 
build both entertaining and productive educational video 
games.  

To facilitate the development and use of EVG patterns, 
we have developed a template based on the proposed 
elements by Christopher Alexander [12], our template 
consists of the following main elements: Name, Problem, 
Description, solution, Playability Elements Affected, and 
Elements of the Game Affected. Also, we have classified the 
patterns in relation to “Educational Playability.” In this way, 
we associate the proposed patterns with the situations and the 
game elements which are closed to the player’s experience 
during the game. We believe that this aspect is most 
important to develop effective and motivating learning 
games. In this context, we have classified the proposed 
patterns within a flexible interactive structure based on 
playability attributes and related to all aspects of EVGs 
(Table I), as follows: 

1) Interactive Integration: describes those patterns that 
focus on EVGs as a combination of fun and educational 
elements. It presents the structure of EVG objects, where 
educational and fun aspects are given more emphasis than in 
other types of games. 

2) Active Support: describes those patterns that help and 
support players to understand what they are doing and 
learning during the game’s progress. This discourages the 
player from stopping the game, and encourages him or her 
to think about the decisions, actions or strategies that must 
be taken in the next step. 

3) Knowledge Realism: describes those patterns that 
ensure the quality of the EVG content, by presenting 
accurate knowledge related to the real world. This gives the 
user confidence as it enables him or her to check the 
accuracy of obtained information. 

TABLE I.  PLAYABILITY DESIGN PATTERNS TAXONOMY  

Taxonomy Pattern Problems Patterns EVG Elements 

Interactive 
integration  

Create an EVG in which all fun and educational aspects are included, 
Present the educational content indirectly, 
Produce a appropriate player interface,  
Generate a good player experience. 

Balanced EVG, 
Interface Structure, 
Adaptive Content  

Tasks, Disposition, 
Objective, Challenges. 

Active support 
Feedback, Keep the player informed about his or her status, Present the 
necessary information to support the game progress.  
Incentives to reward players  

Related Support, 
Reward 

Feedback, Score, 
Active Reward. 

Knowledge 
realism 

Give players new, correct knowledge, 
Effect of game reality on player experience. 

Knowledge Correctness, 
Game Reality 

Reward, Realism, 
Challenges, Rules. 

Beneficial play 
Use game activities to teach,  
Keep player motivated during playing time and progress in the game. 

Incremental Learn, 
Motivated Play 

Reward, Challenges. 

Knowledge 
Growth 

Support players to become aware of and to obtain new knowledge.  
Improve player experience and awareness. 

Skills Improvement, 
Embedded Learning  Challenges, Feedback. 

Social awareness   Use social aspect to improve player experience. Shared Experience 
Group challenges, 
Dependence among 
members. 
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4) Beneficial Play: describes those patterns that provide 
players with incentives (reward, fun, pleasure) to encourage 
them to advance in the game, and consequently, in their 
knowledge and skill acquisition.  

5) Knowledge Growth: describes those patterns that focus 
on the use of EVGs to give players new knowledge and 
skills, and to improve and develop previous knowledge.  

6) Social Awareness: describes those patterns that present 
and use the social features of EVGs to facilitate learning or 
teaching through social activities and their role in 
strengthening the player experience. 

The previous table (Table I) presents the proposed 
taxonomy of design patterns, the common problems, the 
suggested solutions in each group, and EVG elements which 
are related to the discussed problem [1]. 

In the following we will present a brief description of the 
presented design patterns:  
“Balanced EVG”: describe how to create a game in which all 
fun and educational aspects are included.  
“Interface Structure”: present solution to produce an 
appropriate and attractive player interface.  
“Adaptive Content”: shows how the EVG actively should 
provide players with the proposed content.  
“Related Support”: describe how the EVG helps the player’s 
progress in the virtual game world.  
“Reward”: describe how the EVG provides players with 
incentives that encourage them to explore the game world. 
“Knowledge Correctness”: show how to give player new, 
correct knowledge during playing time.  
“Game Reality”: present how the useful aspects of game 
realism can be used and managed to improve player 
experience. 
 “Incremental Learn”: focus on the EVGs ability to increase 
the player’s desire to achieve the educational content. 
“Motivated Play”: presents solution to keep players 
motivated to play and achieve the EVG contents. 
“Skills Improvement”: support the player to become aware 
of new game knowledge and obtain it.  
“Embedded Learning”: shows how the educational content 
of an EVG can be presented throughout the game.  
“Shared Experience”: present how the social characteristics 
of EVGs can affect the Player Experience. 

C. Patterns and Guidelines. The Interrelated Objectives 
and Role 

All the presented design patterns and guideline have built 
based on educational playability and the optimal player 
experience, taking the educators view point into account to 
ensure the educational content integration, and the 
educational objectives achievement. For example we have 
proposed a set of guidelines to design a balanced educational 
video game this guidelines aims to help designers to create 
active game from a both educational and playful standpoints. 
In the same time, we have presented a new pattern to treat 
with the problem of an imbalanced EVG, and thus this 
pattern provides some ways to avoid this problem during the 
design phase. As we have mentioned above in Section 4.1 
and Section 4.2, this pattern and the related set of guidelines 

affect on some playability attribute as education, 
effectiveness, motivation. Accordingly, ensuring a high level 
of playability during the game design will ensure us a good 
player-centered design.  

In the same way, Player Knowledge guidelines have been 
presented with the aim of using game contents to build or 
develop the player experience, which has been supported by 
several design patterns, Skill Improvement, Knowledge 
Correctness and Embedded Learning, where Skill 
Improvement and Embedded Learning introduce solution to 
player previous skills and knowledge development, while 
Knowledge Correctness ensure the quality of the player new 
knowledge. Thus, these three patterns have complementary 
role to the Player Knowledge guidelines. In other words, 
these patterns provide solutions to some problems that could 
face players during the playing times.  Achieving this group 
ensures that the player’s skill and knowledge is increased 
and his or her ability to achieve the game goal improved, and 
thus they promote the following playability attributes:  
Supportability, Educative, Effectiveness, and Immersion.  

Other example of the integrated role of guidelines and 
design patterns is Adaptation guidelines that aim to provide 
the game content complexity and challenges based on the 
level of knowledge that a player has. This set of guidelines is 
supported by Adaptive Content design pattern, which 
provide an active way to provide the different levels of 
difficulty of the game content based on the player 
performance, in order to keep the player motivated and 
encouraged to play. This is related to several playability 
attributes Satisfaction, Motivation and Immersion, and 
affects on the Education attributes. 
 

V. PLAYER CENTERED DESIGN PROPOSAL FOR 

EDUCATIONAL V IDEO GAME 

To ensure that the proposed design is player centered, we 
need a playable prototype, which will be tested with the set 
of players and educators to get the final educational video 
game. In educational video game prototypes have three 
purposes, the first is to define how they video game will 
work from the player interface perspective; the second how 
the video game content will integrate from the educators 
perspective; the third is to test on real players. 

To create an educational video game that has the ability 
to provide what has been presented in the design phase we 
need an iterative and incremental development process, and 
thus, any iteration provides the possibility to reveal errors 
and omissions in the requirements, and to evaluate the 
proposed design, which help game designers and developers 
to build gradually an effective and high quality game design. 
The evaluation during any iteration gives game designers an 
imagination of the uncompleted objectives based on 
evaluation of the playability requirements, as well as to 
inform designers to develop or to change the applied 
guidelines and the patterns solution to complete the new 
players´ requirements and suggestions for improvements for 
the game that result during the evaluation step.  

At the fist iterations we suggest the use of low fidelity 
prototypes that it can be produced quickly and does not 
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require much development effort, low fidelity prototype 
helps to start the design process immediately, to do quickly 
the design change, and designers’ decisions are validated 
with players. However, players could find it difficult to take 
that leap from the somewhat abstract to the real thing. On the 
other hand, high fidelity prototype can be used after an 
acceptable level of designers satisfaction, high fidelity are 
easy to comprehend by the end user but may require a lot of 
costly development effort.  

As the current market has a different players´ profiles 
that means the team of players would change their 
requirements many times with the progression of the game 
development process, this involves creating a several 
playable prototypes during the successive iteration in a short 
time, which should realize the new requirements of players, 
and thus we suggest the use of the low fidelity to keep the 
programmers efforts during these first iterations. The result 
of these iterations creates an acceptable game to players, and 
thus we can give game programmer an acceptable level of 
the game requirements to create a playable version as high 
fidelity prototype. 

In this paper, we propose a brief description of a Player-
Centered Video Game Development Approach, which 
includes the proposed design techniques and prototype. Our 
approach aims to introduce a player from the earliest phases 
of game development cycle, as well as to use the principles 
of Playability in EVG throughout the different phases of 
development in order to achieve a high level of quality in 
Playability, in the same way as with traditional desktop 
systems.  

A. Analysis 

Our approach should start with a game specification that 
includes the requirements of playability deduced from 
reference to the facets of playability, analyzing which 
attribute is affected by which specific video game elements 
[1].  

B. Design 

In the EVG design phase we have proposed the use of 
design patterns that support an EVG design and analysis, 

which are player centered; we mean game design and 
analysis that place PX first and foremost. We need design 
patterns that take into account the need to promote and 
maintain the playability of EVG at the game process. In 
addition, we focus on the guidelines for EVG design, which 
provide information on good practice and form a basis for 
evaluating the EVG quality, acting as useful tools to enhance 
videogame playability. Guidelines will be also necessary in 
order to design appropriate and playable elements according 
to the context of the game or player profiles.  

C. Prototype  

In this phase, we emphasize the design needs to 
prototype and to test with real users. It is therefore important 
to design and develop playable prototypes, and then will be 
tested to support the adaptation and refinement of the game 
with all the players as participants. Thus, we can get the 
playable elements.  

D. Evaluation  

Our approach emphasizes the use of playability test 
during all the development process phases to ensure the 
quality of playability in the final EVG. It is therefore 
important to evaluate PX in EVG based on the evaluation of 
playability. This will enhance the overall game experience 
by summing all values of PX across all playability attributes, 
as well as to determine which video game elements have 
more influence on the final experience throughout the 
development process. Thus, we will propose a specific 
heuristics for EVG, which will also help to decide if 
playability guidelines and playability design patterns are 
effective, as well as to cover all aspects of PX. Using Facets 
of Playability also helps to check Playability properties in the 
different phases.  

Table II shows the different phases of our proposal for 
EVG development based on educational playability (see 
Figure 1). 

TABLE II.  PLAYABILITY DEVELOPMENT PHASES 

Development Phases Main Objective Importance 

Analyze 
Understand the player’s goals of playing an 
EVG to determine playability requirements.  

Include playability tasks in the project plan that have the educational and 
playful aspects, Create player profiles, Develop a task analysis, Document 
player scenarios, Document player performance requirements. 

Design 

Achieving the proposed design based on the 
generated playability requirements. 
(Playability guidelines and playability design 
patterns).  

Achieve the players’ needs and requirements, Understanding the lack points and 
problems of players, and fix the problems and do walkthroughs of design 
concepts. 

Prototype Design and develop a playable prototype.  
Present the designers´ understanding of players’ requirements, and the used 
design techniques.  

Evaluation 
Evaluating playable EVG by using playability 
characterization. (Playability evaluation , 
Playability Heuristics)  

EVG to be compelling and engaging, evaluation tests if playability 
characterization and playability requirements carried out, to ensure the success 
of the EVG to much extent. 
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Figure 1.  Playability Development Process. 

VI. CONCLUSION 

Designing and building process of an EVG is far from 
being a simple task due to the lack of methodologies that 
provide the necessary constructs and support for the 
different design tasks. During our research, we have 
perceived the need for a unified vocabulary and common 
concepts regarding EVGs and game design. Game design 
patterns and guidelines are powerful tools that can be used 
to build a real gaming future, by providing utility, 
flexibility and scalability of the video game design. 

EVGs have the potential to offer real content (playful 
and educational) in an enjoyable way, which enjoy and 
build the PX throughout the game progress. The use of 
certain norms and standards are vital for an EVG to be 
effective. Guidelines and patterns are presented as certain 
parameters that make the games apt and useful for their 
players. Guidelines are a part of game aspects and, in order 
to be successful, a game must achieve them without losing 
the playability. Patterns also play a powerful role in 
constructing and improving the PX by analyzing the 
exiting game design problems, as well as to be effective to 
resolve these problems. In this paper, we have proposed 
some patterns and guidelines; we believe there are many 
more waiting to be formalized and many more to discover. 

Currently, we are working to develop our approach of 
playability evaluation in order to build a complete 

catalogue of playability problems, and to develop an 
extended set of heuristics taking into account the different 
profiles of evaluators (educators, game designers, etc.). 
Also, we are working to develop the evaluation approach 
to be useful to filter the largest number of potential 
playability issues before making a test with users.  
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Abstract—The transformation of today’s energy market poses
new challenges for both, energy providers and customers alike
as the usage of renewable energy sources and energy-awareness
increases. Additionally, the energy infrastructure is changing
fundamentally. On the one hand, the installation of so called
smart meters offers the possibility of more detailed monitoring
and fine grained electricity billing. On the other hand, the amount
of data produced within the power grid increases dramatically.
Utility companies will use such data to increase prediction
accuracy and to improve energy production, while consumers will
more and more transform to prosumers. Within that environment
the necessity of short-term predictions increases to improve the
power grids stability. In this article, we respond to some of
the challenges that energy consumers and providers face by
an implementation of a prototypical recording, monitoring and
analysis landscape that uses smart meter data. The challenges
that this article tackles include: real-time energy consumption
classification; mass energy consumption data classification; and
early short-term energy consumption prediction. In extensive
experiments on real-world data, we show that such challenges
can be handled effectively. We leverage smart meter data via
a novel combination of machine-learning algorithms and latest

in-memory technology.

Keywords- energy pattern recognition; smart meters; ma-
chine learning; in-memory database; in-memory technology; inter-
quartile range coverage

I. INTRODUCTION

The energy sector is currently undergoing transformational

changes: Energy providers are facing new challenges and

energy consumers are increasingly aware of their consumption

and the associated costs.

For energy providers, the rise of renewable energy sources,

such as solar or wind energy, drives the evolution from a

purely consumption controlled supply network to a production

controlled grid [2]. As the ratio of such energy sources in-

creases [3], energy providers must now, more than ever, predict

future energy consumption by their consumers earlier on the

most up-to-date data in order to match their energy supply with

their customers’ demand. If energy supply is not sufficient for

the predicted demand, the energy provider may decide to buy

missing resources from other providers or provide incentives

for the customer to change their behavior [4], e.g., via dynamic

pricing. In every case, early and accurate energy consumption

is essential for the energy provider.

For energy consumers, high environmental awareness [5]

as well as economical necessities enforced by rising energy

prices [6] drive conscious choices for energy consumption. In

the industrial sector, energy expenses can make up to 43%

of all operational expenses [7]. With ever increasing energy

prices, it is essential for companies to control their spending on

energy. Therefore, many companies monitor their energy usage

on a more detailed level than most private customers. Compa-

nies have successfully reduced their energy consumption, for

example, by 58% in the Aluminum industry since 1975 [7].

In the private household sector, a study by the US department

for energy showed that simple monitoring energy consumption

on in-home displays leads to different consumer behavior [8].

The study showed that 71% of private households changed

their energy usage behavior – even if the initial savings only

range from 4 to 15% [9]–[11], reported to stagnate at 7.8%

on the medium-term [12]. With the increasing number of

installed smart meters, private households are expected to

monitor their energy consumption on a more frequent basis,

leading to an increasing amount of computing power to satisfy

the consumers’ service needs. Summarizing, it is essential for

both energy consumer groups to better understand their own

energy consumption behavior.

This article considers pattern detection on energy consump-

tion data. The deployment of pattern detection has the potential

to help both, energy providers and energy consumers in their

adaptation to the changing energy landscape. Providers can

use energy consumption pattern classification to predict up-

coming energy usage early on. Pattern detection is particularly

useful towards such goals because very often, energy usage

is highly regular (e.g., the energy consumption pattern of a

manufacturing device). Once the (partial) energy consumption

pattern is classified, an already known energy usage pattern of

the same class can be used for early energy usage prediction.

Energy consumers can use pattern detection to classify their

existing energy footprint. Such classification could directly

result in savings, for example, by identifying which high-

energy consuming patterns occur at high energy price times

and subsequently move them to low price times.

Pattern detection on energy consumption data is a big
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data challenge by its nature. Additionally, there is a partic-

ular focus on real-time data with energy consumption data.

The reason for this is the Advanced Metering Infrastructure

(AMI) [13] which provides large amounts of real-time data

on energy consumption. Processing and storing this data is a

challenge in itself – running complex analyses on such real-

time data was infeasible with regards to the business value

until recently. However, with state-of-the-art infrastructure,

such as in-memory technology [14], analytics on large, real-

time data is now possible. In-memory technology is therefore

a perfect match for implementing pattern detection on energy

consumption data.

In short, the contribution of this article is as follows. Using

an implementation of in-memory technology [15] as a key

component of a monitor, record and analyze environment

for energy consumption data, the computational feasibility

of energy consumption pattern classification for various use

cases is assessed. Extensive experiments show that pattern

detection is not only computationally feasible, but also fast

and accurate. Classic machine-learning algorithms as well

as a purpose-built algorithm (so-called Inter Quartile Range

Coverage) for pattern detection are used. Our experiments use

real-world energy consumption traces, which were collected

for this purpose and published jointly with this article.

This article extends our previous work [1]. Large sections

of the original paper were re-written for improved exposition.

Additional detail on the data of the experiments is given

and the consumption data used in the experiments is pub-

lished [16]. The main change consists of a more comprehen-

sive experimental evaluation.

The remainder of this article is essentially organized into

two parts. In the first part, the foundation for the extensive ex-

perimental evaluation that makes up the second part is consid-

ered. When considering the foundations for the experiments,

Section III presents the used pattern classification methods.

Section IV describes the data on which the experiments are

conducted. The data collection process by our monitor, record

and analyze infrastructure is described and we comment on

some characteristics of the data. In the second part consisting

of Section V, the pattern recognition algorithms are evaluated

in a series of experiments. The conclusion and an outlook

on future work are presented in Section VI. We begin with

discussing related work and technological foundations next.

II. BACKGROUND: RELATED WORK AND

TECHNOLOGICAL FOUNDATIONS

In this section, we discuss the background of this article,

in particular work related to our research and we describe

the technological and infrastructural aspects leading to our

decision of using components of in-memory technology as the

technological foundation for our work.

A. Related Work

The presentation of work related to this article is structured

along the information flow in our experimental set-up, i.e.,

along the three steps monitoring, recording and analysis. First,

energy consumption monitoring and then energy consumption

recording infrastructure is discussed, followed by reports on

literature on the usage of such information via advanced

analytics on such data.

For the considered scenario, smart meters and, more gen-

erally speaking, smart grids are fundamental. They are con-

sidered to be the continuation of the classical power grid in

the information age [4]. In order to avoid different conflicting

standards amongst its participant countries, the European

Union has instantiated the Smart Meter Coordination Group

(SMCG) [17]. In this context, the OPENmeter project has pro-

posed the AMI to be used for the smart grid [18]. Additionally,

the Open Metering System has proposed a standard for com-

munication between metering utilities that is independent of

the metering devices’ manufacturer. Open Metering Systems

collaborates with SMCG and also assumes the AMI [17], [19].

Our experimental architecture to monitor and collect energy

consumption data in Section IV is similar to the AMI.

Smart meter data will typically be stored in some database.

For a number of years, in-memory databases and in particu-

lar the so-called in-memory technology, which makes heavy

use of column-oriented in-memory databases, have received

considerable attention in the literature [1], [14], [20], [21].

In-memory technology can be used to access smart meter

data quickly, even though formerly, a column-oriented data

layout was perceived not to be well suited for write-intensive

workloads originating from a smart grid. To enable the han-

dling of write-intensive workloads as they occur within an

AMI, column-oriented in-memory databases use techniques

like write-optimized differential buffers and bulk loading [20],

[22]. Such techniques have proved that column-oriented in-

memory databases are also useful in write-intensive workloads.

Apart from storing and providing access to data, in-memory

databases have been shown to provide additional benefits:

a recent trend in the literature is the usage of in-memory

technology for advanced analytical scenarios [4], [23], [24].

The present article extends this line of work.

Once stored in a database, collected smart meter data can be

used for various use cases. Optimizing consumer contracts [25]

and charging [4] are examples.

Another use case is prediction of energy consumption. Pre-

dicting the energy consumption for medium and shorter terms

has been done for example with SVMs, e.g., [26], and artificial

intelligence approaches such as neural networks [27], [28].

Further related work has focussed on comparing different al-

gorithms for efficient pattern matching over event streams [29].

The general literature on machine learning algorithms is very

rich. SVMs are discussed, for example, in [30], [31]. Duan

and Keerthi discuss various multi-class implementations of

SVMs [32]. Shakhnarovich et al. provide an overview of

theory and application of the knn algorithm [33].

This article is set apart from existing approaches by two

novel aspects. First, it considers algorithms that were pre-

viously not discussed in conjunction with in-memory tech-

nology. Second, a new and relevant use-case for in-memory

technology is considered: energy consumption pattern detec-
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tion. We are not aware of other approaches in the literature

that combine machine learning algorithms with in-memory

technology for energy consumption pattern detection.

B. Aspects of In-Memory Technology

Utility companies store their data within relational databases

in so-called utility systems. The database as the single source

of truth within the central system is a logical entry point for

implementing new applications that work on real-time energy

data like the pattern matching algorithms proposed in this

article. In initial experiments, we found that conventional,

row-oriented and disk-based database systems could not fulfill

the interactive performance needs of our industry-scale sized

scenario. This is due to the pure size of the collected data

(471 million tuples in the database, including 27 million of

the appliance used for the experiments). A disk-based column

store like Sybase IQ [34], [35] or HP Vertica [36] would

have presented a much better fit based on the analytical style

queries needed for realising the scenario of interest of this

article. These databases provide the usage of an relational

model as presented in Section IV-A2, while reducing the

required amount of storage space and hard disk seek times

by using columnar storage layout and dictionary encoding. As

an additional requirement, we want to run the database queries

on real-time data with an ongoing stream of new data inputs

into the database. This is the main reason for choosing SAP

HANA [15] as the database engine because it provides storage

space and combines analytical query optimized columnar

layout with the insert performance of row-oriented, in-memory

databases [20]. Despite the fact that SAP HANA is an in-

memory database, data is stored persistently using database

logging techniques, e.g., [37].

All algorithms rely on in-memory technology, in particular

the in-memory database engine, for managing the in- and

output of data. While all collected smart meter readings are

stored within the database, the presented algorithms only

need to operate on a pre-aggregated subset of the data. They

compare the time series energy consumption data against a

global repository of energy patterns. Therefore, the database

has to select the corresponding data sets of a certain smart

meter, aggregate the data onto a certain granularity level

and present the data to the algorithm. Naturally, this step is

included in each execution of the algorithms.

III. PATTERN RECOGNITION ALGORITHMS

The field of pattern recognition studies the automatic dis-

covery of similarities in data by using machine learning tech-

niques. Pattern matching can be used for regression analysis

and classification [30]. Regression analysis fits a function on

a set of data points with the goal to extrapolate this data set.

The task in classification is to decide whether a data point

belongs to a certain class (or not). In this article, focus is on

classification.

Supervised learning methods are used in the following. Con-

trary to un-supervised learning methods, a (mostly) correctly

classified training set of data points is given [38]. The goal is

to match time series consisting of energy consumption points

to energy consumption classes. A classifier gets trained on the

training data and is later on used to to classify time series that

are not contained in the training set.

More formally, for an input vector ~x, a classifier y that

correctly classifies ~x into its class C is build. The existence

of K classes is assumed. Supervised learning uses a learning

phase, where it is given a set of training vectors X with the

corresponding classes. The goal of the learning phase is to

construct a (hopefully robust) classifier y that minimizes the

classification error on the training set.

We selected the following three implemented pattern match-

ing algorithms for a more detailed presentation: Inter-Quartile

Range Coverage, a multi class support vector machine, and a

k-nearest neighbor algorithm.

A. Inter-Quartile Range Coverage (IQRC)

The IQRC pattern matching algorithm was specifically

implemented for our scenario to classify recorded patterns.

Given a set of training vectors Xk with |Xk| = n that

belong to the same class Ck, the upper and lower quartile for

each component of each ~x ∈ Xk, ~x ∈ R
d are calculated.

For simplicity of notation, n is assumed to be an even

number divisible by 4. The range between the upper and lower

quartile is called inter-quartile range (IQR). For each class, d
IQRs based on the training vectors are calculated, one for

each component. More formally, let us define ~vki as a non-

decreasingly ordered sequence containing all n values from

the training vectors Xk for component i. The element j is

denoted by writing (~vki )j . So, (~vki )n/2 is the median of the

sequence~vki . We define IQR(~vki ) = [Q1(~v
k
i ), Q3(~v

k
i )], where

Q1(~v
k
i ) = (~vki )n/4 and Q3(~v

k
i ) = (~vki )3n/4.

IQRC is used to classify data as follows. Given a vector ~x,

the number of components of ~x that lie in the IQRs for Ck for

k ∈ {1, . . . ,K} is computed. If a previously set threshold for

class Ck is exceeded, i.e., a set number of components of ~x
lies within the IQRs of a class Ck, ~x is classified as belonging

to Ck. It is possible that IQRC decides that ~x may belong to

more than one class. In order to break such ties, the class is

chosen, in which the threshold has been exceeded the most.

For classes with a high deviation amongst its members, the

IQRs will be larger than for classes with a small deviation. In

order to account for this, the weight of a component i lying

in the IQR of a class Ck is set as

1

1 +Q3(~vki )−Q1(~vki )
. (1)

Note that Q3(~v
k
i ) − Q1(~v

k
i ) may equal 0 for certain com-

ponents i. With the weight as defined in (1), we rate those

components that lie in smaller IQRs higher than values that

lie in a greater IQRs.

The classifier y for IQRC is then formalized as follows. Let

δ(k) denote the threshold of class Ck.

We have
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y(~x) = argmax
k∈K

(

(

∑

i∈I

w(~xi, ~v
k
i )

)

− δ(k)

)

where w(~xi, ~v
k
i ) =

{

1
1+Q3(~vk

i
)−Q1(~vk

i
)
, if ~xi ∈ IQR(~vki ),

0, else.

Recall that if more than one class has an IQRC above the

threshold, the class for which the threshold is exceeded the

most gets chosen. For a relatively high overlap among the

classes, it is challenging to identify a threshold that is exceeded

by all positive but by none of the negative examples. In the

training phase of our algorithm, therefore δ(k) must be chosen

carefully for k ∈ K . We propose a modified hill climbing

algorithm [39] in the following. The optimization goal is to

maximize the number of true positives, while false positives

should be minimized.

Initially, the threshold for each class is determined such

that none of the training patterns are classified. Furthermore,

the classes are ordered by the size of the corresponding

training sets non-increasingly. We start to decrement the first

threshold as long as the number of correctly classified training

vectors increases. If no further increase occurs, this threshold

is then fixed for the class. We continue with the next class

to decrement the threshold as long as the number of correctly

classified training vectors increases. This step is repeated until

all classes were considered. After processing all classes, a

new iteration over the classes is started. Contrary to the first

iteration, the thresholds of all other products can be assumed to

be at a reasonably good value. The iterations over all products

are continued until, for one entire iteration over all products,

the number of correctly classified vectors does not improve.

In our scenario, this typically happens after four iterations.

To place less burden on the choice of the threshold for

correct classification, it would also be interesting to consider

another variant of IQRC where proximity to the median is

weighted additionally. We leave this idea for future work.

B. Multi-Class Support Vector Machine

We also consider classification by Support Vector Ma-

chines (SVMs) [31]. SVMs offer binary classification. In

our scenario, we aim at classification into K classes, with

K > 2 typically. The most common approach to extend

SVMs for such multi-class classification is the one-versus-all

approach [32] which we refer to as MCSVM. In the training

phase where we have K classes C1, . . . , Cn and corresponding

training vectors, we create K binary SVMs, one for each class.

The SVM corresponding to class Ci is trained with all training

vectors from Ci for its first target and with the rest of the

training vectors for the other target.

When classifying a pattern that is not contained in the

training set, this incoming pattern is passed to each SVM.

Ideally, only one SVM detects a positive result. If there is more

than one SVM classifying the input as Ci, then the one with

the largest result vector is used. If there is no SVM classifying

the input as Ci, the one with the smallest negative result vector

is chosen. Assuming K classes, this approach needs to test K
SVMs.

C. K-Nearest Neighbor

When looking at our energy consumption data, we noticed

that the energy consumption patterns have a considerable

variance, even if they belong to the same class. Clustering

energy consumption patterns into their corresponding classes

leads to rather big and possibly even overlapping clusters.

Therefore, we also consider classifying an energy consumption

pattern by looking for the pattern that is most closely related to

the pattern to be classified. The intuition for this is as follows.

In a subspace with many energy consumption patterns of class

C1, a pattern of class C2 varying from the others might still

be identified as one that more closely resembles the input

and should therefore be chosen. This is what the k-nearest

neighbor algorithm does. In the following, we refer to this

algorithm as the knn algorithm. In our case, it suffices to set k

to 1. Given an input vector to be classified, the knn classifier

returns the class of the training set element for which the

distance is minimal [33]. For simplicity and the fact that our

vectors represent continuous variables, we use the Euclidian

distance as metric.

An advantage of the knn algorithm is the potential for

speed-up by parallelization. Also, there is no computationally

expensive learning phase required.

IV. SMART METER DATA

The evaluation of the algorithms described in Section III

requires an appropriate data set. While some smart meter data

is publicly available, e.g., [40], such data sets are typically

too small to be useful in experiments on industry-scale data,

which are the focus of this article. Since we also did not want

to rely on artificially generated data for our experiments, we

decided to record smart metering energy consumption data

ourselves. In this section, we describe the experimental set-up

for collecting the energy consumption data. We also describe

some characteristics of the energy consumption data and the

used data model. We decided to make the energy consumption

of the used appliance data publicly available [16], in order

to, hopefully, facilitate future research in the area of energy

pattern classification.

A. Data Collection

Recording real-world energy consumption data presents a

challenge in itself [19]. We responded to this challenge by set-

ting up the following experimental environment. We monitored

all electric energy consuming devices inside a shared space

of our research group and recorded their energy consumption

over a period of three months.

1) Monitoring: The electric devices that we monitored rep-

resent a subset of the major devices in households: television

and home entertainment components, regular illumination,

IT components, two fridges and a coffee machine. In our

experiment, we measure all devices independently.



419

International Journal on Advances in Intelligent Systems, vol 5 no 3 & 4, year 2012, http://www.iariajournals.org/intelligent_systems/

2012, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

Local O&M 

Device

Multi-utility 

Meter

End Consumer 

Devices

Local O&M 

Device

<MUMI2>

<MUMI2>

MI3<MUMI1>

MI4

MI5

Concentrator

Local O&M 

Device

MI1

CI1

CI3

Central System

CI2

SI1

External 

Devices

CI4

Legacy Systems

(Supplier / Grid 

Company)

SI2MI2 SI3

Metering Endpoint Concentrator
Central System

(Data Center)

Electricity Meter / 

Communication Hub

Figure 1. FMC Illustration of Advanced Metering Infrastructure, as defined in [13].

With the costs of self-measuring devices in mind, we

decided to use an Emerson Network Power Rack Power Dis-

tribution Unit (PDU) with a Liebert MPX control module [41]

for monitoring the energy consumption. This PDU is capable

of measuring energy data for each connected device indepen-

dently, e.g., power, voltage, current and rating. The measuring

accuracy of the PDU is ±10%. Throughout our experiments,

we will use the consumption data of the coffee machine for

pattern detection purposes. From our collected data, we chose

the coffee machine because it presents the toughest challenges

for our algorithms. For example, energy consumption varies

depending on the coffee being made whereas the energy

consumption of a fridge does not vary as much. Both, private

households and industry have started to adapt smart meters in

order to monitor energy consumption [42]. We expect smart

meter to become more prevalent in the future.

2) Recording: For the recording of the energy consumption

of the devices, we created an AMI-like multi-level architec-

ture [19], where the energy consumption readings of devices

are transmitted via a concentrator component to a central

system. In our case, we chose an in-memory database as

this central system. This architecture closely resembles the

AMI that is expected to be applied for collecting energy

consumption data within the power grid of the future. We

depict the AMI in Figure 1.

Figure 2 contains a schematic view of our recording infras-

tructure. The PDU itself is connected to a local area network

and data is retrieved using the Simple Network Management

Protocol.

The data collector queries the PDU in average once per

second to collect the data for each device. Based on these

Table I
SCHEMA OF THE TABLES USED FOR PREDICTION.

DEVICE_READINGS

DEVICE_ID INTEGER
DATETIME INTEGER
CONSUMPTION FLOAT

PATTERN_RECOGNITION

DATETIME INTEGER
CONSUMPTION FLOAT
PRODUCT FLOAT

physical measurements, we calculate the power consumption.

Finally, we transfer the energy consumption data into the in-

memory database. The resulting transmission interval from

PDU to database is between 0.5 and 2 seconds depending

on the current traffic on our local Ethernet network.

We store the collected data in a table called

device_readings. The occurrence of a pattern is

recorded in pattern_recognition. The entire database

schema is depicted in Table I.

B. Training Set

As mentioned in Section III, supervised machine learning

techniques are used for energy pattern detection in our work.

Therefore a set of correctly classified energy consumption

pattern is needed that can be used to train the algorithms.

The classification challenge for the coffee machine is to

detect the type of product that the coffee machine produces,

e.g., cappuccino, hot milk or espresso, based on the energy

consumption. During the beginning of our data monitoring
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and recording phase, users of the coffee machine were asked

to input the type of coffee product they had selected into

a purpose-built application next to the coffee machine. This

classification is stored together with the energy consumption

data and thus creates a training set for our supervised machine

learning algorithms.

Before using this data as a training set for the algorithms, a

simple data cleansing algorithm is performed to eliminate en-

ergy consumption patterns that have more than three times the

standard deviation from the other patterns in their class [43].

Tables II summarizes the training set.

Table II
DETAILS ON THE TRAINING SET.

Product Number of %
Occurrences

cappuccino 9 4
cleaning 33 15
single espresso 10 4
double espresso 13 6
single coffe 58 26
double coffee 7 3
latte macchiato 89 39
only milk 7 3

total 226 100

Figure 3 shows quartiles of two selected energy patterns,

latte macchiato and single coffee. We see the difference

between both patterns clearly. However, we note that there

is also a large spread of values in each pattern. A number of

factors may cause this. For example, measuring inaccuracies

by the PDU or coffee-machine inherent reasons such as the

coffee water having varying temperatures. It is this large

spread among the patterns which makes classification such

a challenge.

C. Publicly Available Consumption Data

A condensed energy consumption data of the coffee ma-

chine used in our experiments is now publicly available [16].

We removed most records that correspond to an idle state

Table III
SCHEMA OF PUBLISHED ENERGY DATA.

DEVICE_READINGS

UNIXTIME FLOAT Time in seconds from 01.01.1972
DEVICE_ID INTEGER ID of the device at the PDU
POWER_STATE INTEGER Power state of the output (2=on)
POWER INTEGER Power at the PDU output in W
VOLTAGE FLOAT Voltage at the PDU output in V
AMPERAGE FLOAT Amperage at the PDU output in A
PATTERN INTEGER Identified pattern

of the coffee machine. Table III contains details for the

database schema of [16]. Apart from the energy consumption

details, the data also contains the classification, whenever it

is available. Even though our data comes from a comparably

narrow scenario, we think that more general conclusions based

on this data are possible. First, the data consists of real, noisy

energy consumption. Therefore, it is more appropriate than

randomly generated data. Second, the energy consumption

traces present a considerable variety of patterns as we noted

in Section IV-B. Third, and most important, the sheer size

of the data allows for direct conclusion on the computational

feasibility of energy pattern detection use cases. The original

data set of the coffee machine consists of roughly 27 million

tuples, which correspond to one month history of current smart

meters for roughly 10,000 households.

V. EVALUATION

In this section, we evaluate the algorithms from Section III

on the data presented in Section IV. In our experiments,

we evaluate in-memory technology for different energy con-

sumption pattern detection use-cases such as: computational

feasibility of on-line pattern classification, accuracy of classi-

fication and short-term prediction. Before going into details of

the experiments, we give further details on the experimental

set-up.
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Figure 3. Example Quartile Plots for Coffee Products.

A. Preliminaries

For our experiments, we use a HP ProLiant DL580 G7 series

server that is equipped with four Intel Nehalem X7560 CPUs

and 256 GB main memory. The server runs a 64-bit version

of openSUSE 11.2 (kernel 2.6.31.14). We use an instance

of SAP’s implementation of in-memory technology called

HANA [15]. As mentioned in Section II-B, among HANA’s

features is a column-oriented data layout that is particularly

well suited for analytical workloads. Our implementation uses

the System R [44] interface of the database development ver-

sion. The tight integration of R into HANA is a further reason

for choosing in-memory technology. Our implementations of

knn and MCSVM rely on the rminer package [45].

1) Classification Accuracy Benchmarking: When we

benchmark the classification accuracy of our algorithms, we

divide our training data set into two parts. One set is used

for training the algorithms, while the other set is required for

testing the accuracy by comparing the output classification of

the algorithms with the actual classification.

We use a cross validation technique to achieve reliable

results. The pattern set of each class/product is split into

five parts. Each iteration of the algorithm, uses four parts for

training and one for testing purposes. The overall performance

is calculated by taking the average over all iterations. This

technique is called leave-some-out cross validation [46].

2) Data Features Used for Classification: In order to

classify energy consumption patterns, we use a set of features

of each pattern to run our classification algorithms on. Com-

plementing the raw data for electronic power consumption in

watt hours, we additionally consider the following features

of the gathered data. Let ~x ∈ R
d be an energy-consumption

pattern.

◦ Number of peaks: the number of local maxima in ~x, i.e.,

|{xj : xj−1 < xj ∧ xj > xj+1, 1 < j < d}|.
◦ Greatest Delta: maxi=1,...,d xi −mini=1,...,d xi

◦ Sum:
∑

1≤i≤d xi

◦ Duration: d
◦ Moving Average: a time series ~a ∈ R

d−k with ~ai =
1/k

∑

1≤j≤k xi−j/2 for appropriate i and suitably chosen

k. Within our experiments, k = 4 produced the best results,

reducing the effect of outliers on the local estimate without

over-smoothing the time series.

◦ Histogram: a sequence of occurrences of distinct energy

consumption values ordered non-decreasingly by energy

consumption values.

B. Computational Performance of Real-Time Classification

In the first experiment, the computational feasibility of

classifying energy consumption patterns is evaluated. Compu-

tational speed is important because of the following reasons.

Fast response times of our classifiers are mandatory to enable

close to real-time matching. The faster the response time is,

the earlier the short-term demand can be predicted. This may

have direct monetary consequences. Furthermore, only a fast

classification allows interaction for which the response limit

is 2 seconds [47]. Therefore, queries that are triggered by

real-time classification have to be answered within this time

interval.

Real-time classification is implemented as a background

process that performs classification cycles periodically. When

the coffee machine is idle, one cycle takes about three mil-

liseconds. If the coffee machine is not idle, i.e., is currently

producing, a cycle still takes less than a second. Table IV

shows the cycle times for the different algorithms. It can be

seen that knn is the fastest algorithm, on average as well as

in the worst case. Matching with MCSVM takes about 30%

longer. IQRC needs about twice the time compared to knn.

Overall, our experiments clearly show that all algorithms have

satisfying performance, as they are well below the critical limit

of 2 seconds.

C. Accuracy of Pattern Classification

Our next experiment tests the ability of our algorithms to

classify energy consumption patterns after they have been
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Table IV
COMPUTING TIMES FOR OUR ALGORITHMS FOR REAL-TIME

CLASSIFICATION: AVERAGE AND EXTREME COMPUTING TIMES.

Algorithm Shortest time Longest time Average time
in ms in ms in ms

knn 3 806 9
MCSVM 3 1116 10

IQRC 3 1547 13
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Figure 4. The comparison of three algorithms with different data features.

observed in full. Figure 4 shows the ratios of correctly

classified patterns over all patterns for all data features from

Section V-A2. We refer to this ratio as the hit ratio. We test

IQRC, knn, and MCSVM with these features. We remind the

reader that we use these features additionally to the raw energy

consumption data, i.e., the energy consumption time series

themselves.

For IQRC, we were not able to perform the benchmark

with the histogram feature, because all patterns of one product

result in one histogram. They do not have any deviations or

quartiles. The lower boundary for the matching performance

with eight different products is 12.5% which would be the

accuracy of chance. Recall from Section IV that the PDU,

which was used for measuring the consumption data, has an

accuracy of ±10% for its measurements [41].

As we can see in Figure 4, the composite feature moving

average performs almost equally well across all algorithms

and outperforms by far all other features. We think that the

smoothing achieved by moving average evens out un-natural

deviations caused by measuring inaccuracies and therefore is

closer to an idealized pattern.

In general, we observe that the richer the feature is, the

more information can be used for classification. This results

in higher hit ratios. Comparably simple features perform

significantly worse than richer ones. They even seem to disturb

the classification. Note that the histogram feature could only

be implemented for knn and MCSVM. Though the histogram

leads to a slightly better classification than other features, it

is still noticeably worse than composite features. The reason

is that the measured values hardly differ in size, because the

histogram has a lot of different values with low frequencies.

If we compare the algorithms against each other, we notice

that knn performs slightly better than the other two. It performs

about 5 to 10% better than the other algorithms in all features

except for the greatest delta and sum feature. For moving av-

erage, the IQRC algorithm has the same hit ratio as MCSVM.

Nonetheless, IQRC outperforms MCSVM slightly considering

the number of peaks and duration features. MCSVM on the

other hand has the strongest results for the greatest delta

and sum criteria. The implementation of MCSVM using one-

versus-all is susceptible to mis-classification if all machines

calculate a negative result [48]. Due to the high deviation

amongst patterns in our scenario, this case occurs more often.

Therefore, the overall accuracy of MCSVM is not as we

initially had hoped for. However, due to the high deviation

among energy consumption patterns, the hit ratio seems to be

overall satisfactory.

D. Computational Performance of Bulk Pattern Recognition

Next, we analyze the computational feasibility with respect

to computing times for bulk pattern recognition, where we

compare the complete history of the energy consumption data

with a set of defined patterns. This scenario is interesting for

both the industrial and the private sector, because one could

gain an in-depth understanding of the underlying mechanisms

of energy consumption behavior. Having classified the energy

consumption history allows analyses such as: how much

energy was spent on which product/device, or which devices

are primarily used during times of highest energy prices.

Similar to the experiment in Section V-B, computing times

are a critical factor to allow human interaction. However, due

to the much larger amount of historical data (versus the live

data in Section V-B), computing times will necessarily be

significantly higher.

In our experiment, we calculated the average time for one

cycle in the algorithm over multiple hours of operation. When

we repeat the measurement for the different algorithms, we

measure the same time slots on different days. We define one

cycle as querying the database for new data plus the time used

for matching given there is a pattern detected. Note that we

also use energy consumption data that is not contained in the

training set for this experiment. Due to the large amount of

data involved, the use of an in-memory database is mandatory

to allow reasonable computation times. For our experiments,

accessing the largest set of data takes a few seconds.

Figure 5 shows the execution times of the MCSVM

algorithm, depending on the number of readings in the

device_readings table for different numbers of used

cores (we shall comment on the number of cores further be-

low). We chose this algorithm for our experiment because the

MCSVM’s computational performance is roughly an average

of the other algorithms as the experiment in Section V-B

showed. The values in Figure 5 represent the averages of

ten measurements with a standard deviation of 11%. One

reason for the comparatively large deviation in computing

times comes from the fact that during our experiments, energy
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consumption data was still being loaded into the database

system. We did not stop the loading in order to guarantee

more realistic experimental settings.

This experiment shows that the computation time for bulk

matching grows linearly in the number of records. Note that

both axes have a log-scale. This is particularly pronounced

for more than 1000 records. Based on this and the low

total computing times, we conclude that bulk matching is

computationally feasible for data set sizes that match smart

grid use cases as we commented in Section IV-C.

In Table V, we give the results of the bulk pattern classifi-

cation. We do not give statistics on the accuracy, as we have

already commented on this in Section V-C and we cannot

measure accuracy on unclassified data. However, we note

that the distribution of patterns resembles the training set in

Table II.

In this experiment, we laid a special focus on parallelization.

Note that the rminer package, on which the implementation of

our algorithms is based, does not parallelize its computation.

However, we parallelized the execution of our algorithms by

partitioning the data. Each of the CPUs could then indepen-

dently work on an equally sized fraction of the total values in

the energy consumption data.

We remark that, independent of the degree of parallelization

achieved (measured in the number of used cores in Figure 5),

the computation times grows linearly with the number of

records to be classified. This is expected. Also expected is

a decrease of total running time for a fixed number of records

with an increasing degree of parallelization. Somewhat unex-

pected is that this speed-up is comparably small. We explain

this as follows. According to Ahmdal’s law the speedup is

determined by the serial fraction of the algorithm [49]. In our

case, this fraction is determined by the initialization of the

classifier and the merging of different results for partitions

of the device_readings table. Merging these results for

a total of one million data sets already takes 10 to 20 ms.

Although we tried to parallelize this merge, the increase from

eight to 32 processes even increases the execution time for

less than 200,000 values. The overhead in the merge is not

outrun by the smaller number of device readings which each

process has to analyze. Nevertheless, 32 cores still outperform

eight cores for more than 200,000 readings. With an increasing

number of readings, we expect the gain from executing the

computing expensive operations in parallel to increase further.

Table V
RESULTING PATTERNS FROM BULK PATTERN RECOGNITION.

Product Number of %
Occurences

cappucino 82 2
clean 409 7
single espresso 819 15
double espresso 491 9
single coffee 1719 31
double coffee 82 1
latte macchiato 1801 33
only milk 82 1

total 5485 100

 0.1

 1

 10

 100

103 104 105 106

E
xe

cu
tio

n 
T

im
e 

in
 S

ec
on

ds

# of Records

32 cores
8 cores
2 cores

single core

Figure 5. Comparison of execution times for bulk pattern recognition
depending on the number of reading for different number of CPU cores.

E. Accuracy of Short-Term Energy Consumption Pattern De-

tection

In this experiment, we test the accuracy of classifying

partial energy consumption patterns, i.e., classifying an energy

consumption pattern before it is completed. The motivation

for this experiment is as follows. If a pattern is detected,

subsequent values of patterns from the same class can be

used for predicting the future consumption of a device. The

earlier we correctly classify the energy pattern, the more

useful this classification becomes as the prediction period

becomes longer. However, it is also more difficult to correctly

classify patterns, the shorter they have been observed. This is

because early classification has to be performed on incomplete

energy consumption data and is therefore not as accurate as

classification after the complete consumption. Therefore, we

need to trade-off classification accuracy with point in time of

classification.

Figure 6 shows the accuracy of the knn and MCSVM

algorithm depending on the length of the patterns. If we pass

a pattern with length n, we cut all training patterns down to

that length and apply the algorithms.

We consider a classification rate of 0.5 to be sufficient in

order to speak of successful pattern recognition. There are

eight possible beverages, a success rate bigger than 50% would

be four times better than chance. As we can see, we break the

0.5 accuracy line at approximately 20 seconds. This means

that approximately one third of the pattern is sufficient for

pattern recognition. If we transfer that finding to industrial

manufacturing processes that take multiple hours, the moment

of classification is early enough for utility companies, as it

provides sufficient headroom for trading, e.g., at the EEX spot

market [50].

Since we can classify the energy consumption after twenty

seconds, we can predict the succeeding ten to seventy seconds

using the information from our trained patterns. We consider

this in the next experiment.
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Figure 6. Hit ratio depending on the length of the input vector.

F. Accuracy of Short-Term Energy Consumption Prediction

As a final use case of our pattern matching approach

for energy consumption, we measure prediction accuracy of

energy consumption. Apart from more obvious use cases

where an energy provider could try to buy capacities based

on her predictions, energy consumers could use predictions

for anomaly detection. Whenever we have detected a pattern

and its subsequent values differ considerably from the ones

predicted, this could either mean that we have a pattern that

we have not had in the training set or that something in the

device causing the pattern went abnormally. In both cases,

issuing a warning seems reasonable. Either the training set

needs to be updated or the machine needs to be checked.

We implemented two methods for predicting energy con-

sumption. The first method uses the knn algorithm from

Section III-C as follows. We choose the most closely related

pattern from our training set to the one having been partially

observed. We use this energy consumption pattern from the

training set as a prediction of future values for the current

pattern. The second method uses the MCSVM method from

Section III-B as follows. We start by classifying the observed

pattern using our MCSVM method. Next, we identify a

training pattern within this class with the least Euclidean

distance to our observed pattern. We finally use the values

of the training pattern for the prediction.

When we predict the subsequent consumption of a pattern,

we have to balance prediction accuracy with time of prediction

similar to Section V-E. It is clear that the longer we wait

after a pattern has started, the more accurate we can predict

the rest of the pattern. However, the longer we wait, the

less valuable the prediction becomes. Managing this trade-off

depends highly on the setting, e.g., on an economic cost model,

and must be decided for the concrete use-case. This is shown in

Figure 7. It shows the average prediction accuracy depending

on the time the prediction is made. We measure accuracy

as the absolute difference of the predicted consumption and

the true consumption. This difference is divided by the true
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Figure 7. Accuracy of prediction over length of pattern.

consumption.

Our motivation for using this error measure comes from the

use case of short term energy forecasting by energy providers.

These energy providers could use the total energy consumption

of the short term forecast to decide how much energy they

would need to provide in the next space of time.

Figure 7 shows that after 20 seconds, i.e., after less than

one third of the pattern, we have an average deviation of 25%

between prediction and actual consumption. For other predic-

tion use cases, this value seems to be quite acceptable [23].

After 40 seconds, i.e., less than half of the duration of the

pattern, the deviation falls even below 20%.

Considering that the consumption values of the coffee

machine even under load ranges between 0.1 and 0.8 watt

seconds, a predicted value that only differs by .01 watt

seconds may lead to a deviation of 10%. Therefore we would

have to predict three decimal places correctly to fall below

that number. Recall that the accuracy of the PDU is only

around ±10% which further complicates predictions. In more

advanced scenarios, e.g., for high performance industrial ma-

chines, the consumption is higher than for the coffee machine.

We expect the precision in measuring energy consumption

for industrial use cases to be higher. This may lead to more

accurate predictions because the training set may be better.

VI. CONCLUSION AND FUTURE WORK

In this article, we presented a case study that suggests that

leveraging real-world mass energy consumption data for smart

analytics is computationally feasible. An essential component

for the success of our case study is the deployment of in-

memory technology as implemented in [15]. This in-memory

database handles in-coming, live energy consumption data,

while, at the same time, allowing analytics on the collected

mass data with rapid response times.

As part of the contribution of this article, we make the

energy consumption data that we used in our experiments

public [16]. We think that the following general conclusions

are possible based on the experimental evaluation on our data:
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◦ Our experiments reveal that a number of use cases for

energy consumption data analytics can be handled effec-

tively with in-memory technology. Short-term prediction

of energy consumption based on short-term classification

of energy consumption traces into corresponding patterns

is feasible. This opens up many opportunities both for

energy providers and energy consumers. Energy providers

could use short-term predictions for better trading and

classification for better pricing. Energy consumers could

use short-term predictions for early warning systems and

classification for timing energy consumption better, for

example, in order to reduce maximum energy consumption

levels.

◦ While the length of the pattern is rather short in our

data, our experiments suggest that after about 20 to 30%

of any sufficiently distinct energy consumption trace, it

may be recognized and predicted with sufficient accuracy

independent of its absolute length. We believe that other

energy consumption data sets could be easier to classify

into different patterns since the patterns in our data are

comparably similar.

◦ Classification of large real-world sized data sets is compu-

tationally feasible with in-memory technology. Such clas-

sification allows energy consumers and providers to deeply

analyze and understand existing energy consumption data.

Future work may include evaluating the results on other data

sets. For example, on energy consumption data from different

types of manufacturing machines that produce different and

more diverse energy usage footprints. A further possibility for

future work would be unsupervised machine learning meth-

ods; in particular, benchmarking such unsupervised methods

with the presented supervised methods in terms of accuracy

and computational speed. Such unsupervised methods would

provide useful insights in scenarios where no training data is

available.

Finally, our experiments reveal that the speed of in-memory

technology-based energy consumption pattern detection is

such that machine-human interaction is possible, thus allowing

a combination of human insight with machine learning algo-

rithms. Enabling this human-machine interaction for energy

consumption classification and prediction would be a most

interesting avenue for future work.
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Abstract- The development of new digital TV systems and the 
design practices adopted in the development of new TV based 
applications often isolate elderly and disabled users. By 
considering them as users with special needs and not taking 
their problems into account during the design phase of an 
application, developers are creating new accessibility problems 
or just keeping bad old habits. In this paper, we describe a 
novel adaptive accessibility approach on how to develop 
accessible TV applications, by making use of multimodal 
interaction techniques and without requiring too much effort 
from the developers. By putting user-centered design 
techniques in practice, and supporting the use of multimodal 
interfaces with several input and output devices, we confront 
users, developers and manufactures with new interaction and 
design paradigms. From their evaluation, new techniques are 
created capable of helping in the development of accessible TV 
applications, with special interest for a novel way of acquiring 
and providing knowledge from and to the users with an 
application called User Initialization Application. 

Keywords–multimodal; adaptation; developers; elderly; user 
initialization. 

I.  INTRODUCTION 
Ageing is certainly an obstacle to adequate human-

computer interaction, mostly because of physical and 
cognitive impairments. Traditional computational systems 
only provide keyboard and mouse interaction to users. This 
makes impossible, for example, for users with severe motor 
impairments to interact in any manner (at least effectively). 
Also, as recent developments are responsible for new 
television (TV) systems and applications, unimodal 
interaction is still being favored without accessibility 
concerns, excluding persons whom suffer from an 
impairment of the sensory channel needed to interact. This 
situation brings social exclusion and e-exclusion to the 
Human-Computer Interaction (HCI) world and new TV 
platforms, as it seriously restricts actions and information 
access to users with impairments (like the elderly), providing 
means of interaction exclusively for the so called “normal 
users”. However, multimodality can resolve this issue by 
offering the possibility of presenting content in many ways 
(audio, visual, haptic), and in the most suitable way to each 
user’s characteristics. Also, by offering users the possibility 
to use the inputs more adequate to them (or the context of 

interaction), in a single or combined manner, multimodal 
interaction can improve interaction efficiency and, more 
importantly, accessibility.  

Multimodal interfaces aim to provide a more natural and 
transparent way of interaction with users. They have been 
able to enhance human-computer interaction (HCI) in many 
numbers of ways, including: User satisfaction: studies 
revealed that people favor multiple-action modalities for 
virtual object manipulation tasks [14]; Oviatt [17] has also 
shown that about 95% of users prefer multimodal interaction 
over unimodal interaction; Robustness and Accuracy: “using 
a number of modes can increase the vocabulary of symbols 
available to the user” leading to an increased accessibility 
[15]. Oviatt stated that multiple inputs have a great potential 
to improve information and systems accessibility, because by 
complementing each other, they can yield a “highly 
synergistic blend in which the strengths of each mode are 
capitalized upon and used to overcome weaknesses in the 
other” [18]; Efficiency and Reliability: Multimodal 
interfaces are more efficient than unimodal interfaces, 
because they can in fact speed up tasks completion by 10% 
and improve error handling and reliability [16]; Adaptivity: 
Multimodal interfaces also offer an increase in flexibility and 
adaptivity in interaction because of the ability to switch 
among different modes of input, to whichever is more 
convenient or accessible to a user [15]. However, Vitense 
[20] illustrates the need of additional research in multimodal 
interaction, especially involving elderly people. This paper 
tries to extend this knowledge. 

Also, the majority of current approaches to the 
development of multimodal or adaptive systems, either 
addresses specific technical problems, or is dedicated to 
specific modalities. The technical problems dealt with 
include multimodal fusion [10], presentation planning [10], 
content selection [12], multimodal disambiguation [18], 
dialogue structures [3], or input management [9]. Platforms 
that combine specific modalities are in most cases dedicated 
to speech and gesture [19], speech and face recognition [11] 
or vision and haptics [13]. Even though the work done in 
tackling technical problems is of fundamental importance to 
the development of adaptive and multimodal interfaces, it is 
of a very particular nature, and not suited for a more general 
interface description. Also, frameworks supporting the 
development of interfaces for various devices exist; however, 
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they do not consider the specificities of multimodal 
interaction in its design [5][6]; or they focus only on the use 
of the same modality in different devices [1]; or they ignore 
the possibility of adapting the components properties and 
features in run-time placing the burden on the designer [4]. 
In general, they do not consider in there architectures the 
introduction of modalities, and how they can be explored to 
achieve the goals of Universal Access. 

In the following, we first explain how European funded 
project GUIDE [7], aims to adapt interaction and UI 
presentation to fit each user’s characteristics and level of 
expertise. Also, resulting from specific user trials and 
discussions with developers, we also show how it makes use 
of a User Initialization Application to know and instruct its 
users, and how it supports adaptation by providing 
developers with solutions for UI modification, and tools for 
helping in the development of new user-centered and 
accessible applications. All this attending to user needs and 
differences, at the same time as it takes into consideration the 
developer’s interests.  

II. CHARACTERISTICS OF GUIDE PROJECT 

A. End-Users and Goals 
GUIDE [7] (figure 1) aims to achieve the necessary 

balance between developing multimodal adaptive 
applications for elderly and disabled users, and preserving 
TV and Set-Top Box(STB) developers/manufacturers design 
methodologies and efforts. Consequently, there are clearly 
two different end-users of this project: elderly and impaired 
users and developers of TV based applications. Creating a 
bridge between these two, we have also the STB 
manufacturers who dictate the rules about which type and 
which characteristics of applications can be used on a TV 
based environment. Firstly, for elderly and users with 
impairments, GUIDE has the goal of providing new ways of 
interacting with a TV, by applying multimodal interaction, 

supporting the use of different devices as well as different 
combinations of input and output techniques, and adaptation 
to each application’s UI an each user’s way of interaction. In 
other words, elderly or impaired users who are having 
difficulties interacting with modern TV systems because of 
their complexity, will be able to interact in a more intuitive 
way, using alternative modalities in a single or combined 
fashion, while each interface characteristics will also be 
adapted to fit user’s characteristics automatically. For all 
this, GUIDE has as a clear defined target environment, a 
STB connected to a TV in user’s home (and closed) 
environment. Secondly because developers tend to have no 
concerns about accessibility when designing TV 
applications, GUIDE has to be capable of reducing 
development effort in a radical manner. For that end, GUIDE 
wants to create a toolbox for accessible applications and UI 
design, shifting the design principle from a conventional 
user-centered design process to a GUIDE-assisted design and 
development process. Through all this, GUIDE also wants to 
ensure that developers (and also manufacturers) can maintain 
the control over the modifications made on their own 
applications UI. Meaning, the adaptation provided by the 
system for adapting interfaces to user characteristics must 
have boundaries that cannot be crossed. And these 
boundaries are defined by the developers. 

B. Multimodal Interfaces and Devices 
Input modalities to be supported in GUIDE are based in 

the more natural ways of communication for humans: speech 
and pointing (and gestures). Complementary to these 
modalities, and given the TV based environment, the 
framework should support the usage of remote controls and 
other devices capable of providing haptic input or feedback. 
As a result, GUIDE incorporates four main types of UI 
components (figure 1): visual sensing and gesture 
interpretation; audio; remote control; haptic interfaces and a 
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multi-touch tablet. In what concerns the output modalities, 
the framework should consider and integrate the following 
output components: video rendering equipment (TV); audio 
rendering equipment (Speakers); tablet supporting a subset 
of video and audio rendering and remote control supporting a 
subset of audio rendering and vibration feedback. A tablet 
may also be used to clone the TV screen or complement 
information displayed on the TV screen but essentially is 
used as a secondary display. The main user interface should 
be able to generate various configurable visual elements such 
as text (e.g., subtitles or information data), buttons for 
navigation purpose, images and video (e.g., video conference 
or media content). Additionally also a 3D avatar is generated 
and expected to play a major role for elderly acceptance and 
adoption of the GUIDE system, being able to perform non-
verbal expressions like facial expressions and gestures and 
giving the system a more human like communication ability. 

In order for the UI to be adapted to the user’s needs, 
these elements are necessarily highly configurable and 
scalable (vector-based). Size, font, location, and color are 
some attributes needed to maintain adaptability. These 
graphical elements enable the system communication with 
the users by illustrating, answering, suggesting, advising, 
helping or supporting them through their navigation. Also, 
both input and output modalities can be used in a combined 
manner to enrich interaction and reach every type of user. 

C. Discussion: What GUIDE needs to know 
For reaching its goals, GUIDE has to define a framework 

structure and collect information by asking and testing its 
end-users. So, the following questions have to be answered: 
What components the GUIDE framework has to have? What 
are the main preferences and typical behavior of elderly 
users when interacting with the system, and how to collect 
these preferences? How to perform automatic UI adaptation? 
How to help developers and manufactures in design process? 

III. LEARNING FROM END USERS 
To get answers to the questions above, we firstly derive 

end user requirements from results obtained through a 
quantitative and qualitative analysis of data recorded in 
comprehensive user trials [8]. Secondly, we organized focus 
group sessions with developers and used an online survey as 
qualitative research tools in gathering additional 
requirements from developers and STB platform providers 

A. Initial User Trials 
The GUIDE project pursues a User Centered Design 

(UCD) process, taking into account that one of the main 
principles that characterize UCD is iterative design. 
According to this principle the system is designed, modified 
and repeatedly tested. This iterative cycle allows the 
designers to think in the product design and include the 
changes needed depending on the users’ feedback. Following 
this approach, an initial study to elicit user requirements has 
been carried out. 

1) Main Objectives 
Additionally to the identification of viable usage methods 

(gestures, command languages) of novel traditional UI 

paradigms for the different impairments in the target groups 
via user studies in realistic user scenarios, this user trials also 
have the goal to generate quantitative and qualitative user 
data in order to establish and construct a generic user model. 
This user model will provide data representations for each 
user and will constitute the first step for adaptation in 
GUIDE, and will “virtualize” user impairments to try to 
capture the amount of knowledge needed for application 
design. 

 

 
Fig 2. Test Application used in the technical user trials. 

2) Organization and Setting 
The initial user studies carried out can be divided in two 

different categories; one survey session and one technical 
trials session. While the aim of the survey was to collect 
qualitative information about application acceptance, user 
habits and modalities of interaction, the objective of the 
technical trials was to gather both quantitative and qualitative 
data and observe the interaction between the elderly and the 
system, performing simple tasks in the context of TV 
interaction. In this Test Application (figure 2), the users had 
the opportunity to experiment the different modalities and 
devices of interaction (table 1), and the tests were divided in 
several scripts concerning different types of interaction, or 
different UI elements and GUIDE aspects (table 2).  

 
Device/Modality of 
Interaction 

Input and Output on the 
User Test Application 

Remote Control Button selection (input) 
Wii Remote + Wii Sensor 
Bar 

Pointing, gesture and 
button selection (input) 

Kinnect + Kinnect Sensor 
(originally a Led Camera 
Sensor) 

Pointing, gesture and 
button selection (input) 

Avatar Engine Audio and visual output 
Speech Synthesis Audio output 
Simulated Speech 
Recognition (Wizard of Oz) 

Audio input 

Tablet (Apple’s IPad) Touch screen input and 
visual and haptic output. 

Table 1. User interface components used. 
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Type of tests Task to perform Devices 

(modalities) 
used 

Modalities 
and devices 
experimentati
on 

Answering to questions 
related with preferences 
of interaction, 
experimentation of each 
device and modality. 
Menu items selection 
and navigation. 

Input: Remote 
control, Wii 
remote, 
Kinnect.  
Output: Visual 
menus and 
Avatar 

Visual 
capabilities 
and 
preferences 

Answering to questions 
related with interface 
visual configuration 
(font size and colour, 
background colour and 
button size and location 
tests). Menu items 
selection and navigation. 

Input: One or 
more devices 
chosen by the 
user. 
Output: Visual 
menus 

Audio 
capabilities 
and 
preferences 

Answering to questions 
related with audio 
preferences (audio 
volume) 

Input: Speech 
Output: Audio 

Cognitive 
capabilities 

Localization of different 
items on the screen 
(cognitive scientific 
tests), Measuring time of 
response 

Input: Speech, 
Wii Remote, 
Kinnect 
Output: Visual 
menus and 
pictures 

Motor 
capabilities 
and 
preferences 

Performing gestures. 
Menu items selection 
and navigation. 
Interacting with the 
Tablet. Answering to 
questions related with 
motor preferences and 
pointing mechanisms. 

Input: Wii 
Remote, 
Kinnect, 
Tablet 
Output: Visual 
menus 

Avatar 
preferences 

Interacting with the 
Avatar. Answering to 
questions related with 
Avatar preferences. 

Input: One or 
more devices 
chosen by the 
user  
Output: Visual 
menus, Avatar 

Multimodal 
preferences 

Menu items selection 
and navigation. 
Simulation of 
application contexts of 
use. Answering to 
questions related with 
multimodal interaction 
and preferences. 

Input: One or 
more devices 
chosen by the 
user. 
Output: Visual 
and Audio 
menus, Avatar 

Table 2. Modalities, tasks and devices. 
 

In [8] you can find a more extensive description of the 
tests performed. 

B. Developer Focus Groups and Survey 
The GUIDE system is not exclusively focused on elderly 

users, but also centered in developers of TV based 
applications and manufacturers of STBs. For this reason, 
major discussions regarding subjects like adaptation, elderly 
user’s interaction, type of applications, and developers 
requirements for making possible the GUIDE ideas, has 
taken place in this evaluation, by performing both focus 
group with these end-users and by launching an online 
survey with the same user target. 

1) Main Objectives 
The general goal is to explore and understand the 

common practice among developers working on STBs. Thus 
the first objective is to gain data about current tools and APIs 
used in Set top box/connected TV platforms and to 
investigate how accessibility is currently perceived and 
applied in the industry. Secondly, exploring developer 
knowledge to identify which tools would developers need to 
efficiently integrate GUIDE-enabled accessibility features 
into their applications. Additionally, stimulate new ideas 
through discussions and to identify new relationships 
between objects embodying GUIDE concepts and objects 
embodying common practice. And finally, inform STB 
application development community about GUIDE. 

2) Organization and setting 
Developer Focus Groups: Two focus group sessions were 

carried out with connected TV platform providers and 
developers of applications and user interfaces deployed on 
STBs in a natural and interactive focus group setting. The 
sessions were conducted by two moderators (for ensuring 
progress and topic coverage) and each focus group session 
had between six and eight participants and lasted between 
120 and 150 minutes. Sessions were initiated with 
presentations of scripts containing development and use 
cases that cover different aspects of the GUIDE project and 
its concepts. Presentations of each development case script 
lasted 10 minutes and were followed by 30 minutes of 
interactive brainstorming, and discussions. 

Developer Online Survey: A questionnaire was designed 
to investigate how accessibility is currently perceived and 
applied in the industry. In addition, the survey was used as a 
medium to let respondents vote on the most important 
features of the envisaged GUIDE framework and toolbox. 

Both survey and focus group  were composed by the 
following participant types: STB test developers, STB 
experts in Innovative part, Flash application developers, 
HTML developers, middleware STB developers, architects 
in STB platforms, GUI developers for STB, project 
managers for STB projects, managers in Innovative projects 
for STB, product and marketing managers, research 
community, and standardization bodies and related 
organizations. In total, 81 participants from 16 countries, and 
30 companies all over the world, participated.  
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C. Results and Conclusions 
From the realization of both initial user-trials and 

developers focus group (and online survey), we now 
summarize qualitative results which will work as starting 
points for the next section of this paper:  

1) User Survey Results 
The large numbers of variables contained in the data set 

were submitted to a two-stage process of analysis where 
correlations were made and a k-mean cluster analysis [2] was 
performed, reducing the results to only significant data (why 
we used the variables listed below are described in [9]). 
Resulting from this, 3 user profiles capable of discriminating 
differences between users were created – low, medium and 
high. These profiles were formed by combining and 
grouping all modalities simultaneously such that a specific 
grouping may represent capability on users perceptual, 
cognitive and motor capability ranges. The main differences 
noticed were the following measures: capability to read 
perfectly from close and distant vision; capability of seeing 
at night, and color perception; capability to hear sounds of 
different frequencies and to distinguish conversations in a 
noisy background; cognitive impairments; and mobility 
diagnosis like muscular weakness and tremors. Table 3 
shows all the identified variables in the three profiles. 

 
Vision LOW MED HI 
Close vision: level  able to 
read perfectly  

20/20 20/60 20/80 

Distant Vision: level able 
to read perfectly (metres) 

5 5 20 

general eyesight good excellent normal 
seeing at distance good poor poor 
seeing at night normal poor poor 
colour perception good bad bad 
Hearing LOW MED HI 
Able to hear a sound of 
500Hz? 

Yes Yes No 

Able to hear a sound of 
2Khz? 

Yes Yes Yes 

conversation from a noisy 
background 

excellent normal normal 

Cognition LOW MED HI 
TMT (seconds)  
Cognitive executive 
function 

30  
(no 
impairm
ent) 

49 
(low 
impairment) 

136  
(high 
impairment) 

Motor LOW MED HI 
mobility diagnosis none hernia / 

slipped disc 
none 

muscular weakness never A few 
occasions 

Frequently 

write No 
difficult
y 

No 
difficulty 

Mild 
difficulty 

Tingling of limb difficulty No  Mild  Mild 
Rigidity difficulty No  Mild  Moderate 

Table 3. Cluster centers 

 
2) Technical User Trials Results 

Big, centered and well-spaced buttons were preferred by 
users because they are easier to see and select (and elderly 
users typically have some kind of visual and motor 
impairments). Additionally, users prefer medium sized fonts 
and medium volumes for audio, but users with impairments 
tend to prefer bigger fonts and higher volumes. However, 
more than based on user abilities or preferences, both visual 
and audio elements configuration, depends on the interaction 
context and must be at all times modifiable and repeatable by 
the user. All the preferences described regarding visual 
components, reflect the low efficiency (lot of time needed for 
each selection) and accuracy (wrong target when selecting) 
registered when interacting with any type of pointing in these 
tests.  

Users clearly preferred gestures easier to make (swipe 
and pinch), and have no problem whatsoever interacting by 
gestures. It was also evident that alternative ways of 
interacting with the TV (speech and finger pointing) are 
preferred to the traditional way. Also, training makes any 
type of modality more efficient as the user learns what is 
required to perform each interaction. However, any type of 
interaction should not be imposed on the users, but be 
available as an intuitive option for interacting with the TV. 
Additionally, when not used by the user intuition, modalities 
of interaction should be explained to the user before he or 
she starts using the system.  

Every user is able to interact multimodally with the 
system and combine speech and pointing, even when they 
prefer only one modality. Users exhibited different 
multimodal interaction patterns during the trials and there is 
no specific interaction pattern for each user (a user can speak 
first and point afterwards, and in the next interaction do the 
opposite). Users can also change the way they interact 
depending on the type of feedback given while interacting. 
Regarding user preferences in input and output modalities, 
there are clear differences between what users say they 
prefer, and what users really ask for when interacting. In 
fact, 100% of the users want multimodal output every time 
information is presented to them, because every user who 
said to prefer only one type of feedback admitted differently 
when in specific interaction contexts. The same happened 
concerning input modalities, with almost half of the users 
admitting, when confronted with practical tasks, that they 
were wrong when they said to prefer only one modality.  

The results obtained in these trials enforce the need of a 
multimodal system and also the need for adaptation, as we 
can see in a more detailed fashion in [8].  

3) Developer Focus Groups and Survey Results 
Developers agree that if users are involved in every 

development phase of the applications (or in the maximum 
phases possible), the resulting UI will be more usable. It was 
concluded that for elderly people UIs should be maintained 
clear and simple, however without giving the impression that 
it has been designed for someone with impairments (not 
leaving the feeling of a “system for seniors”). Additionally, 
costs are the current major reason for reduced application of 
user-centered design in the industry (followed by time and 
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lack of awareness). As the current most important device on 
interaction with STBs, the remote control must continue to 
have a central role in the interaction, and should only be 
relegated to a secondary role if that is a result of each user 
interaction preferences.  Gesture control and speech input are 
recognized as secondary technologies. In general, 
participants agree that automatic adaptation of user interfaces 
can help elderly users to access ICT services. However 
GUIDE adaptation mechanism should never change interface 
aspects unless it is mandatory for specific user interaction. 
Also, radical changes in the UI must be avoid so that the user 
feels he/she is in control and not get lost in the interface. If a 
radical change is indispensable the UI must inform the user 
of the proposed changes. Identified as the main obstacle to 
UI adaptation is the fact that elderly users present too many 
differences between each other. Therefore, for adaptation to 
fit each user, GUIDE has to first find a way to know his or 
her impairments, preferences or characteristics. This 
“discovery” will have to occur the first time the user interacts 
with the system, and will have to be short, not too much 
intrusive and entertaining to the user. The most important 
conclusion debated in this subject is the one saying GUIDE 
should support UI mark-up as interface between application 
and GUIDE adaptation. This way, developers will be 
allowed to keep tools and development environments and 
without too much additional effort, take a first step to 
accessible design. Web developers mostly use HTML editors 
as the most important tools in Web & TV development. 
However, having to learn new development processes will 

drive developers away from the GUIDE framework. So, 
developers should not be required to develop taken into 
consideration specificities of the multimodal operations but 
have a clear specification of how such devices interact with 
the framework. As it was already described in UI adaptation 
results, identification of UI components should be made 
using only mark-up language, however applications coded 
using dynamic HTML (through JavaScript) must continue to 
be able to change, remove or insert elements in the currently 
rendering page. Meaning, all changes in application 
presentation will need to be identified at run-time. For most 
participants connected TV platforms and STBs will be most 
relevant platforms in the future. Also, Web-based application 
environments will become more important for Web & TV. 
Manufactures stated increasing STBs capabilities cannot 
raise its price to much, or development will be more difficult 
and costly. Developers also pointed out GUIDE system must 
consider situations where multiple users are using the TV 
and services.  

IV. MULTIMODAL APPLICATION DEVELOPMENT 
From the results and implications reported in the 

previous section of this paper, we now derive GUIDE project 
solutions for giving answers to the same questions raised in 
the beginning of this paper.  

A. Multimodal and Adaptive Framework 
We now give an overview of the GUIDE framework [8] 

(figure 3) following an interaction cycle, starting from the 

Fig 3. Multimodal and Adaptive Framework architecture in GUIDE 
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user input and going through the construction of the system’s 
output to be presented to the user. 

 A user provides input through multiple devices and 
modalities which can be used simultaneously. The signals 
from recognition based modalities are processed by 
interpreter modules (e.g., a series of points from the motion 
sensor go through a gesture recognition engine in order to 
detect gestures). The signals from pointing modalities go 
through input adaptation modules (e.g., in order to smooth 
tremors from the user’s hand). Both interpreter and 
adaptation modules base their decisions on knowledge stored 
in the user profile, thus improving the efficiency of noise 
reduction in the input signals. Then, the multimodal fusion 
module receives, analyses and combines these multiple 
streams (outputs of input interpreters and input adaptation 
modules, or raw data that did not go through any of these) 
into a single interpretation of the user command based on the 
user, context and application models (abstract representation 
of the application). This interpretation is sent to the dialogue 
manager who decides which will be the application’s 
response, basing its decision on knowledge about the current 
application state and the possible actions that can be 
performed on the application in that state. The dialogue 
manager decision is fed to the multimodal fission module, 
which is responsible for rendering a presentation in 
accordance to which output to present (derived from the 
application itself and the application model), the user 
abilities (accessed through the user model) and the 
interaction context (made available through the context 
model). The fission module takes all this information and 
prepares the content to render, selects the appropriate output 

channels and handles the synchronization, both in time and 
space, between channels when rendering. This rendering is 
then perceived by the user, which reacts to it, and starts a 
new cycle by providing some new input. 

B. User Initialization Application 
In both technical user-trials and focus groups, it is the 

necessity of knowing every user characteristics, preferences 
and impairments from the first time he or she interacts with 
the system. This is mandatory because of the user’s 
differences and the necessity of adapting both UI 
components and interaction to fit each user, as well as the 
necessity of instructing the user about every possibility of 
interaction in order to reach the maximum efficiency when 
using the system. GUIDE adaptation begins through a User 
Initialization Application (UIA) (figure 4) that allows for the 
acquisition of primary assumptions about the user. So, 
knowing that each user model contain assumptions about 
interesting characteristics of user subgroups, after “going 
trough” the UIA, a user is assigned to a user model as certain 
preconditions are met. From that moment on, and for any 
GUIDE application the user interacts with, the system is 
“initially” adapted to him/her. It’s relevant to say that the 
UIA is presented to the user as a simple step-by-step 
configuration of a “general” interface. In each step, different 
types of contents and different contexts of interaction are 
presented, so the user can test different components and 
parameters, and the system learns the user characteristics, 
from his impairments to his preferences. Addressing the 
results from the developer focus groups, every UIA run as to 
be short in time, intuitive and transparent to the user and also 

Fig 4. Screenshots of the first version of the User Initialization Application 
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serve as a “tutorial” for learning every modality of 
interaction available in the system. Additionally, the user 
must be recognized (facial or voice patterns) by the system 
so that the information provided can be stored in a profile 
and loaded every time the user interacts with the system.   

C. Simulation of User Impairments 
As developers need tools for helping saving time and cost 

in the development of inclusive TV base applications, 
GUIDE offers a simulator [2] which will allow the developer 
to perform accessibility tests based on virtual users, saving 
much time in comparison to tests with real users. So, 
evaluation as a typically expensive step in user centered 
design is supported in GUIDE by a simulation functionality 
allowing to illustrate to developers how users with typical 
impairment profiles will perceive or may interact with an 
application. The simulator can show how certain visual and 
strength impairments influence the way a user perceives and 
visualizes a certain UI (e.g., how an elderly color blind user 
sees a specific UI), and also what are the effects of those 
impairments in the user interaction (e.g., predicting cursor 
paths on the screen or task completion times). This simulator 
can be characterized as a tool for helping developers to take 
adaptation into consideration at design time. Figure 5, shows 
the simulation results on top of the User Initialization 
Application for both visual and motor impairments.  

D. Filtering 
As verified by the inefficient and erroneous use of 

pointing interaction when performing selections in the user 
trials, elderly users potentially have a wide range of 
impairments that hinder their ability to communicate their 
intentions to an application. In some cases these impairments 
can be severe, and significantly affect the speed and 
accuracy. This leads to an inefficient or even undesirable 
interaction with an application. The use of cursor smoothing 
techniques in GUIDE consists in processing the raw user 
input to obtain a filtered input (Input Adaptation Module 
described in the framework). This requires the usage of 
efficient statistical signal processing schemes to estimate the 
user’s intended operations in real time. Basically it consists 
in the application of corrective forces and forcing relatively 
smooth paths in a cursor interaction as well as assigning 
attraction fields to UI elements. Therefore, the following 
graphical UI filters can help improving pointing interaction 
within the GUIDE project:  

• Exponential averaging: this modification calculates 
the cursor position pi as pi = αxi + (1-α)pi-1, where 
xi is the user input, pi-1 is the previous cursor 
position and α ϵ [0,1] is a parameter determining 
how strong the user input influences the cursor 
position. This method produces smooth cursor traces 
but has the drawback that it can produce a delay 
between user’s intended position and the actual 
position;  

Fig 5. Applying simulation of User Initialization Application (top images show visual impairments - Macular Degeneration and Visual 
Acuity Loss -, bottom images show motor impairments - moderate motor impairment and Parkinson's Disease) 
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• Damping: This method introduces a quadratic force 
that opposes the velocity of the cursor preventing 
sudden changes in directory or speed when 
interacting;  

• Gravity well: This method warps the cursor space, 
generating attractive basins to ease the selection of 
visual targets. This simplifies pointing interaction 
selection forcing the selection of buttons or UI 
elements that are more close to the location where 
the user is pointing (figure 7). 

Considering the different user characteristics and 
impairments, and the different UI element configuration, the 
existence of these filters make possible that motor impaired 
users can more easily interact with pointing and also makes 
possible the use of small and less spaced buttons in 
applications UIs avoiding errors in selection caused by the 
proximity of the buttons. All because pointing interaction 
accuracy is raised, and user intentionality when pointing is 
taken into consideration (figure 6). 

E. Semantic Programming and Run-Time Adaptation:  
The specification of TV based applications in GUIDE 

will be based on Web-based languages like HTML, CSS and 
JavaScript because of their wide acceptance among 
developers and compliance with STB specifications. 
However, in GUIDE exists the additional side-condition of 
specifying multimodal applications that needs to be merged 
with these web-based specification languages. This is made 
by specifying additional information about how an 
application is supposed to adapt in different modalities. For 
this semantic annotations are added to the HTML code, 

based on the WAI-ARIA draft specification of the 
W3C.Only by providing this type of supplementary 
information it is possible for the system to create an abstract 
representation of the application. Then, using an automatic 
application transformation module the system converts the 
annotated application description into a modality-
independent application representation, the Application 
Model described in the framework. Subsequently, and 
depending on the user interacting and on the level of control 
defined by the application developer, adaptation of UI 
components is performed.  

Developers can create their applications and UIs in an 
established manner, and GUIDE automatically adapts the UI 
to the user. This avoids having to design many user interface 
templates for various heterogeneous user groups. Therefore, 
GUIDE provides the application developers with two 
possible levels of adaptive control:  

Augmentation: presentation and interaction options 
taken by the developer are not subject of change. Instead, if 
the user model suggests that the presentation is insufficient 
for the user abilities, the presentation is augmented in 
different modalities (for example supplementing a visual 
interface with sound feedback). The multimodal fission 
mechanism renders the application output directly, 
augmenting or not the rendered presentation depending on 
the user model. Figure 8 shows an augmentation example;  

Adjustment: application rendering is adjusted to the 
abilities of the user (for example adjusting components of a 
visual interface to fit user characteristics, like raising font 
size or button size). The rendering changes can be achieved 

Fig 6. Process of detection of user intentionality by applying filtering 

Fig 7. An example of missed clicking (left) and clicking with the gravity well filter (right) 
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through CSS manipulation. Adjustment can be combined 
with augmentation. Figure 9 shows an adaptation example. 

 
Fig 8. Example of Augmented adaptation 

 
Fig 9. Example of Adjusted adaptation 
 

V. DEVELOPING AND EVALUATING THE USER 
INITIALIZATION APPLICATION 

A. Development 
1) Selection of tasks and metrics 

The tasks and metrics chosen for the UIA are the ones for 
which the resulting data is the most capable to assign the 
more appropriate profile to the user profile. They were 
selected from an analysis of the extensive survey data, taking 
into account the feasibility of gathering the data. For those 
instances where it was not feasible to gather the data in a 
living room environment, alternative sources were selected 
and combined to estimate the required data. A description of 
these variables is listed below: Color Blindness: Plates 16 
and 17 of Ishihara Test [6] as it may classify among 
Protanopia, Deuteranopia and any other type of color 
blindness; Dexterity: We estimated Grip Strength and 
Active Range of Motion of wrist from age, sex and height of 
users following earlier Ergonomics research [2]; Tremor: 
We conducted earlier a test involving a Tablet device in 
horizontal position, and estimated tremor from the average 
number of times users need to touch the screen to select 
small buttons. Details of the study can be found in a separate 
paper [4]. Additionally, other tasks were chosen with the 
purpose of allowing users to personalize the system, while 
being a hands-on tutorial regarding new modality interaction 

and feedback configuration. The most relevant ones are the 
following: Modality Introduction: Self-explanatory videos 
of how to interact with each modality, followed by “do-it-
yourself” tasks; Button and Menu Configuration: Button 
size, and font and background color configuration; Cursor 
Configuration: Cursor size, shape and color configuration; 
Audio Perception: Hearing capabilities and preferences. 

 

 

 
Fig 10. Applying Simulation on the UIA 
 

2) Accessible Interface 
The UIA has a simple user interface, with a different 

screen for every task and metric identified above. Few 
buttons are presented per screen (preventing user confusion). 
Every screen preserves the same navigation model - an area 
with “next”, “previous” and “repeat” buttons, and another 
visually distinct area for presenting information and requests. 
For every metric to be measured, tests are presented as 
simple questions about preferences. Also, for every modality 
available in the system, a video introducing its use is 
presented, followed by the possibility for the user to try it 
out. A virtual character (Figure 11. first screen) accompanies 
the user through this process, offering explanations and 
assisting the user in the personalization. As the user goes 
through each task and preference setting, the UIA adapts 
itself to the preferences already manifested. For example, if 
user manifests preference for big, blue buttons with yellow 
text, all buttons will be presented with those settings from 
that moment onwards. It is worth pointing out that the results 
of our previous study are reflected in the UIA’s design: high 
contrast colors, big, centered and well-spaced buttons, etc.  
Also, the GUIDE simulator was also used in the design of 
the UIA, to ensure that users with visual and motion 
impairments could use it with high efficiency (figure 10).  
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B. Evaluation 
1) Study description 

With the goal of evaluating the efficiency and acceptance 
of the User Initialization Application by elderly a study was 
conducted. First we want to measure the efficacy of this 
application in discovering the relevant characteristics of 
users and assigning user profiles; and secondly, we want to 
evaluate how understandable the UIA is in terms of its goals 
and the instructions it provides; and finally, how easy it is for 
elderly to interact with this application, or if they would do it 
if it was part of their daily lives.  

2) Participants (Pre-Survey) 
We recruited 40 elderly people (24 female and 16 male) 

with different age-related disabilities. Users were recruited in 
two countries, with 21 participants (14 female and 7 male) 
being recruited in Spain and 19 participants (10 female and 9 
male) in the UK. The average age was 70.9 years old and the 
different user profiles were assigned to the participants in the 
following manner: 14 users with profile A, 22 users with 
profile B, and 4 users with profile C. All users participated 
voluntarily and all activities involved in this study were 
safeguarded from the ethical point of view.  

3) Apparatus 
The study was conducted in two locations (Spain and 

UK). Efforts were directed to create similar environment and 
technical conditions in both labs. Trials were conducted by 

usability experts. Users were given freedom to interact (the 
trial conductor would only intervene when really needed, or 
user asked for help). In what concerns the technical setup 
and specification, different modalities of interaction were 
configured: pointing resorted to the use of a Microsoft 
Kinect; for speech recognition we used the Loquendo SR 
engine; a simplified remote control, with less buttons than 
traditional ones and capable of controlling pointer 
coordinates using a gyroscopic sensor was made available; 
an iPad was used for tablet interaction; and a full 1080p 
HDMI TV with integrated speakers and a 32’’ screen was 
used for visual and audio output. User interactions and 
answers were video recorded.  

4) Design and Analysis 
We used a within-subjects design where all users ran the 

UIA. Qualitative analysis was retrieved from pre, 
intermediate and post-questionnaires. Quantitative data was 
retrieved from the UIA (user profile and interface 
preferences). Herein, we discarded quantitative measures like 
trial errors and time as the trials followed a semi-supervised 
methodology: the participants were motivated to perform the 
tasks on their own but they were free to ask questions when 
they felt lost. For binomial measures, Mcnemar’s test was 
performed, and Cohen’s Kappa was used to assess the inter-
reliability of the profile ratings. 

Fig 11. Implemented Version of the User Initialization Application 
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C. Results 
1) Discovering Elderly Profiles with UIA 

Our take for adaptation relies on a User Model fed by the 
UIA. All participants in our study performed both the pre-
survey and the UIA. Twenty-nine out of forty profile 
assessments were performed similarly by the two methods 
(74%). The interrater reliability between the profiles 
assigned with the pre-survey and the UIA was found to be 
Kappa = 0.58 (p <.0.001), revealing a moderate agreement 
[21]. It is relevant to notice that the UIA enables the user to 
input preference values, something that goes beyond ability 
profile. This is likely to explain part of the mismatch (e.g., a 
user with no visual impairments is likely to prefer a higher 
contrast button when he is confronted with such an 
hypothesis). Another source of uncertainty may be the under-
statements by part of the users in the pre-survey. Indeed, in a 
questionnaire it is likely that part of the users fail to 
acknowledge some limitations while they clearly state them 
when confronted with an interface with options to surpass it. 
A deeper understanding of the mismatches that are not 
created by these observed flaws can only be retrieved in a 
more extensive evaluation by analyzing how both 
methodologies enable the users to improve performance. 

2) UIA evaluation by the Elderly 
Users are not used to use something like UIA, so it is 

important to assess how the users see this component and if 
they are willing to use such a thing to improve their 
performance.  

 
Question about the UIA Median IQR 

Have you understood why we do the UIA? [1 - 
Yes ; 2 - No] 1 0 

If you have had the system at home, would you 
go through it or skip it?  [1 - Would do it ; 2 - 
Would skip it] 

1 1 

Do you think the UIA is too long? [1- Yes;2 - 
Neutral;3 - No] 3 0 

Were the instructions easy enough to 
understand? [1 - Yes; 2 - No] 1 0 

Did you notice any changes in the application 
while you were using it? [1 - Yes ; 2 - No] 1 1 

Table 4: Subjective ratings to the UIA 
 
The participants took between 12 and 37 minutes to 

complete the UIA (M=22.8, SD=5.9). Once again, although 
they were discouraged to engage in long dialogues the 
participants were free to express their opinions and doubts 
during the UIA which increased the time to finalize the 
process. The UIA classified 16 people as profile A, 20 as 
profile B, and 4 as profile C. Table 4 presents the subjective 
ratings given by all the participants to the questions posed. 
Regarding the understanding of the purpose of the UIA 
(Question 1), 9 out of 40 (22%) did not understand the 
purpose of the UIA. This indicates that such a process should 
be better motivated or else it will be likely ignored by the 
users. In line with this, 11 out of 40 (28%) stated they would 
skip the process if they had the system at home (Q2). Five 

participants stated to find the process too long while four 
other were neutral about it (Q3) All the remaining thought it 
was neither too long nor tiring. Most users (35) thought the 
UIA was easy to follow and understand (Q4). Regarding the 
adaptations felt during the UIA (Q5), 26 participants stated 
to have noticed them. This is easily explained as 16 
participants were classified as profile A which means they 
had little or no adaptations done during the UIA. In sum, the 
users seem positive towards the UIA (Table 2) although it is 
clear that it should be well motivated and accompanied. 

D. Discussion 
Upon analyzing the UIA process and its impact on 

adaptation along with the usage of the GUIDE system and its 
underlying concepts, we answer our research topics as 
follows: 

1) Deriving a suitable user adaptation profile through 
the UIA.  

The UIA aims at creating a user profile by performing a 
simple set of questions and interactive tests. Results showed 
that the UIA is able to match profiles obtained with an 
extensive survey in 74% of the cases. Further, the UIA 
showed to be more realistic than its paper-based counterpart 
as data is likely to be more accurate when the users are faced 
with their limitations rather than just being questioned about 
them. Moreover, the UIA gives space for preference and 
subjectiveness. In sum, we consider that adapted TV 
applications based on simple initialization profiling are 
feasible and likely to improve over traditional 
methodologies.   

2) Acceptance of the UIA.  
The UIA took over 12 minutes, averaging around 23 

minutes. This amount of time can be discouraging for an 
elderly user if the benefits are not clear. Taking in 
consideration that it is supposed to be ran only once, the 
participants showed to be very positive about it. This is 
supported by the almost general understanding of the 
purpose of the UIA: they understood the benefits of such an 
application and perceived the adaptations during the process. 
Most participants (35) considered the application easy to 
follow which indicates that although the concepts underlying 
the creation of the user model are complex, the interface to 
generate it is not.  

VI. CONCLUSIONS 
New interaction paradigms, supported by new modalities 

and applications, are transforming a classical appliance that 
is the TV. If not handled properly, this transformation can 
increase the access barriers to TV content for elderly users.  

In this paper, we assessed several of the proposals that 
the GUIDE project puts forward in order to increase the 
accessibility of TV applications. GUIDE aims to provide 
application developers with a multimodal adaptive 
framework and a set of functionalities that will increase their 
products’ accessibility, without demanding major changes in 
their development process. The assessment was based on a 
user trial, with 40 participants from two different countries.  

The results obtained in this technical user-trials about the 
existence of disparity between what modalities users say they 
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need, and what modalities they ask for when using the 
system, favors multimodality almost every time. This only 
helps to prove that the use of several input and output 
modalities is indispensable in the development of 
multimodal TV based applications for all. Also 
indispensable, are the components identified in the GUIDE 
framework, and the combined use of semantic programming 
and run-time adaptation mechanisms to fit UI components to 
each user characteristics. Additionally, the use of a simulator 
of user impairments can help developers understand at 
design-time how certain UI templates and components are 
perceived by different users with different impairments, 
preventing user exclusion and making accessible 
applications easier to design. 

Being an adaptive framework, it relies on knowledge and 
information about users. Essential for both providing and 
collecting knowledge, is the UIA, a process that streamlines 
user profile identification, based on short number of tasks 
and questions. We present an assessment of the efficacy of 
this process, concluding that it is possible to reliably identify 
user profiles, while also recognizing ways in which to further 
improve the process. From the user’s point of view, the 
process motivation was understood, and it was considered 
easy enough, although also here we were able to find ways to 
improve it. 

These results show a positive acceptance of the GUIDE 
concepts and their expected impact in the quality of life of its 
users, validate the approach followed so far and pave the 
road for the project’s future developments, which will be 
verified in a longitudinal trial for better assessing the effects 
of adaptation and multimodality. 

A. Future work. 
Regarding the use of modalities, speech interaction was 

singled out as the most attractive modality. In this study, a 
Wizard-of-Oz approach was used to replace the speech 
recognition engine, and as we question ourselves on how that 
might have contributed to the results, a follow-up study, 
where a real speech recognition engine is used, is necessary. 
It seems safe to say that speech plays an important role in 
promoting the adoption of these systems, and efforts to 
ensure its adequate operation are justified by the satisfaction 
it provides users with. Tablets, although not fully integrated 
with the system in this study, collected a positive response 
from participants, with 92% of them considering interacting 
with a TV using the Tablet. This tendency is also to be 
confirmed in the future with a study where users may be 
asked to execute tv-related tasks on a tablet. Finally, 
regarding the clustering process, by increasing the number of 
users available it will be possible to update the profiling 
process, resulting in a more accurate representation of the 
users’ characteristics and a more precise identification of the 
relative importance of each variable.  
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Abstract—Virtualization, i.e., running several virtual com-
puters on the same physical hardware, is an essential tech-
nology in data centers. Since demand for cloud computing
services is constantly growing, an increasing number of data
centers are focusing on improving their energy efficiency. This
has made energy efficiency of virtualization technologies an
important research domain. So far, maximizing performance
of virtualization technologies has received a lot of attention
in cloud computing industry and several academic studies
on performance optimization can be found, too. However,
these studies usually focus on improving energy efficiency by
applying server consolidation methods. In this paper we focus
on energy efficiency of virtualization technologies, i.e., how
a virtual service can be made more energy efficient. Our
aim is to reduce energy consumption without decreasing the
quality of service. We have studied this by performing a large
set of measurements with different system settings. We used
both synthetic benchmarks and real applications. We found
out that energy efficiency depends on 1) the workload of the
virtual servers, and 2) the number of virtual servers on the
physical server. We noticed that it is more energy efficient to
maximize workload of virtual servers and to minimize their
number. Additionally, we observed that properly configured
idle virtual servers hardly increase energy consumption. Thus,
our conclusion is that it is better to load virtual servers heavily
or let them run idle.

Keywords-virtualization; energy-efficiency; server consolida-
tion; xen; kvm; invenio; cmssw

I. INTRODUCTION

The work presented in this paper is based on our earlier
work, that was published in ENERGY 2012 conference
[1], and partially also on work, that was published in
ICGREEN 2012 conference [2]. The current paper contains
enhanced background discussion and more detailed analysis
on results and also presents some new results such as latency
measurements.

Web based applications have gained popularity and an
increasing number of these applications are hosted by cloud
computing in large data centers containing thousands of
virtualized servers [3], [4]. Traditionally, a server has been
purchased to host only one service (e.g., a web server, a
DNS server). This is not very efficient, since according to
many studies the average utilization rate of a physical server
hosting a web site is around 15% of maximum but depends

a lot on the service and it can be even as low as 5% [5],
[6].

This level of utilization is very low compared to any field
in industry. A common explanation for the low utilization is
that data centers are build to manage peak loads. However,
this is not a new data center specific issue, since high peak
loads are common in many other fields. Even with this
low level of utilization the servers are usually operational
and consuming around 60% of their peak power [7]. Low
utilization level is inefficient through the increased impact on
infrastructure, maintenance and hardware costs. For exam-
ple, low utilization reduces the efficiency of power supplies
[8] causing over 10% losses in power distribution. Thus,
servers should run in near full power when they do value
adding work, because then they operate most efficiently
considering consumed energy per executed task [5].

Scientific computing clusters at CERN have traditionally
allocated resources for one analysis job such that the job
gets one computing core and 2 GB of memory. As the
number of cores in the CPU and the number of CPUs in
the server increase, more jobs can be processed in parallel
by the server. Modern servers for scientific computing can
have 16 cores per CPU, two to four CPUs and hundreds
of gigabytes of memory. Combining this with the need for
different analysis environments, computing resources should
be divided into smaller logical units.

Server consolidation by using virtualization technologies
is a solution for increasing utilization, since it allows one
to combine several services into one physical server. In
this way, these technologies make it possible to take better
advantage of hardware resources. Virtualization makes it
possible to create logical containers, virtual machines, that
contain a complete operating system with a user specific
analysis environment. This virtual machine can be modified
to meet users resource requirements and moved between
physical machines to improve the total energy efficiency of
a larger server cluster or computing center [9].

In this study, we focus on energy efficiency of different
virtualization technologies. Our aim is to help the system ad-
ministrator to decide how services should be consolidated to
minimize energy consumption without violating the quality
of service agreements. Virtualization in the context of this
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paper refers to system virtualization where several operating
system instances are run on single physical hardware, as
depicted in Figure 1.

Figure 1. A non-virtualized and a virtualized system

We studied energy consumption of virtualized servers with
two open source virtualization solutions; KVM and Xen.
They were tested both under heavy load and being idle.
Several synthetic tests were used to measure the overhead
of virtualization on different server components. Also two
realistic test applications were used: 1) the Invenio catalog
program’s database service, and 2) CMSSW, the CMS Soft-
ware Framework, a physics analysis software for the data
generated by the Compact Muon Solenoid, CMS, experiment
at CERN. The results were compared with the results of the
same tests run directly on hardware without any virtualiza-
tion layer. We also studied how overhead of virtualization
develops by sharing resources of physical machines equally
among different number of virtual machines and running the
same test set on each virtual machine set.

The paper has been organised as follows. After introduc-
tion, we review the related work in Section II. Our test
environment and tests are explained in Section III and their
results given in Section IV. Finally, conclusions are given in
Section V.

II. RELATED WORK

Virtualization and its performance is a well-studied area.
Previous studies mainly focus on performance, isolation, and
scheduling. Even though energy efficiency is one of the
main reasons for server consolidation and virtualization, it
has not received much attention. Instead, many of the exist-
ing studies evaluate overhead differences between different
virtualization solutions and how virtual resource could be
provisioned between physical servers in an energy-efficient
way.

Virtualization technologies are a key component of cloud
computing [10]. Large data centers host cloud applications
on thousands of servers [3], [4]. In such environments,
the benefits of virtualization are obvious. Xu et al. [11]

mention just-in-time compute and storage capacity, reducing
management and administration cost through automation and
providing greater control over end-user service levels.

Virtualization of the high energy physics grid computing
clusters has been studied by many researchers. Fenn et al.
[12] have tested high performance applications (HPC) in
clusters that are made of virtual machines. They found KVM
to be usable in non I/O intensive loads. There has been
many improvements to the KVM I/O since, and nowadays
there is a paravirtualized driver for KVM network and disk,
improving I/O performance significantly.

Regola et al. studied the use of virtualization in high
performance computing (HPC) [13]. They believed that vir-
tualization and the ability to run heterogeneous environments
on the same hardware would make HPC more accessible to
a bigger scientific community. They concluded that the I/O
performance of full virtualization or para-virtualization is
not yet good enough for low latency and high throughput
applications such as MPI applications.

Nussbaum et al. [14] made another study on the suit-
ability of virtualization on HPC. They evaluated both KVM
and Xen in a cluster of 32 servers with HPC Challenge
benchmarks. These studies did not find a clear winner but
the authors were able to conclude that the performance
of full virtulization is far behind that of paravirtualization.
Moreover, running workload among different number of
virtual machines did not seem to have an effect. Verma et
al. [15], [9] have also studied virtualizaton of HPC appli-
cations. They focused on power aware dynamic placement
of virtual machines between physical hosts. Though these
tests were made with low memory footprint applications,
they demonstrated the benefits of virtualization on energy-
efficiency. A similar paper by Lui et al. [16] studied the
cost of moving virtual machines between physical machines
and modelled the energy consumption of virtual machine
replacament. The study showed that the cost of migration,
meaning the movement of virtual machines between physical
hosts, depends mainly on three things; application memory
usage, application memory footprint, and network speed.

Padala et al. [17] carried out a performance study of vir-
tualization. They studied the effect of server load and virtual
machine count on multi tier application performance. They
found OS virtualization to perform much better than paravir-
tualization. The overhead of paravirtualization is explained
by L2 cache misses, which in the case of paravirtualization
increased more rapidly when load increased.

Another study from Deshane et al. [18] compares scal-
ability and isolation of a paravirtualized Xen and a full
virtualized KVM server. Results said that Xen performs
significantly better than KVM both in isolation and CPU
performance. Surprisingly, a non-paravirtual system outper-
forms Xen in I/O performance test.

Virtualization in multi processor environment was studied
by Petrides et al. [19]. They found out that virtualization
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can be used to stabilize performance for HPC load when
executing multiple threads in multi processor environment.
In their study the possibility of binding processes and threads
to certain cores or processors on the operating system level
has not been studied. Nevertheless the study shows how
virtualization can improve performance of a multicore and
multiuser environment.

As we can see from previous studies, the topic of this
paper, the energy-efficiency of virtualization on a single
server has not yet received much attention among existing
studies.

III. TESTS AND TEST ENVIRONMENT

Our tests aimed at measuring the energy consumption
and overhead of virtualization with a diverse test set. We
used both synthetic and real applications in our tests and
measured how performance is affected by virtualization. We
compared the results of the measurements, that were done on
virtual machines, with the results of the same tests on physi-
cal hardware. We started by measuring the idle consumption
of virtualized machines using different number of virtual
machines. After that, we compared different virtualization
technologies and operating systems.

Figure 2. Test environment

For running the tests and collecting measurements, we
have used a separate client machine that is connected to
the test servers with gigabit local area network. Figure 2
shows the test environment. Cient machine controls how
many virtual machines are used and how many applications
are run in parallel on the virtual machine host or virtual
machines. The client both starts the tests and collects energy
meter values. Power usage data was collected with a Watts
up? PRO meter via a USB cable. Power usage values were
recorded every second.

A. Test Hardware

In our tests we used diverse server hardware. We had
both dual CPU servers and single CPU servers. For the
Dell 210 II single processor server we had two different
types of processors. These two processors represent two
different approaches; the E31260L is energy-efficient, while
the E31280 is for higher performance. This collection of
different types of servers and processors allowed us to
study the effect of processor and server architecture more
thoroughly.

In our test we used following servers:
• Dell PowerEdge R410, Intel Xeon E5520 w/o Hypert-

heading, 16 GB memory, 250 GB hard disk
• 2CPU 12 core server, Opteron 2427, 32GB 800MHz

memory, 1TB hard disk
• Dell Poweredge R210, Xeon X3430, 8GB 1333MHz

DDR3, 250GB hard disk
• Dell Poweredge R210 II, Xeon E31260L, 8GB

1333MHz DDR3, 1TB hard disk
• Dell Poweredge R210 II, Xeon E31280, 8GB 1333MHz

DDR3, 1TB hard disk

B. Used Virtualization Technologies

The operating system used in all machines, virtual or real,
was a standard installation of 64-bit Ubuntu Server 10.04.3
LTS. The same virtual machine image was used with both
KVM and Xen guests. The image was stored in a raw format,
i.e., a plain binary image of the disk image. Linux 3.0.0
kernel was chosen as it had the full Xen hypervisor support.
With this kernel we were able to compare Xen with KVM
without a possible effect of different kernels on performance.

For CMSSW tests and idle tests, a virtual machine with
Scientific Linux 5 was installed with CMSSW version
4.2.4. For these tests real data files produced by the CMS
experiment were used. These data files were stored on a Dell
PowerEdge T710 server and shared to the virtual machines
with a network file system, NFSv4.

C. Test Applications

Our synthetic test collection consisted of Linpack [20],
BurnInSSE 1, Bonnie++ [21] and Iperf [22]. Processor per-
formance was measured with an optimized 64-bit Linpack
test. This benchmark was run in sets of thirty consecu-
tive runs and power usage was measured for whole sets.
In addition, processor power consumption measurements
were conducted with ten minute burn-in runs with 64-
bit BurnInSSE collection using one, two and four threads.
Disk input and output performance were measured using
Bonnie++ 1.96. The number of files for a small file creation
test was 400. For a large file test the file size was 4 GB.
For Bonnie++ tests, the amount of host operating system
memory was limited to 2.5 GB with a kernel parameter and

1http://www.roylongbottom.org.uk
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the amount of guest operating system memory was limited
to 2 GB. For hardware tests, a kernel limit of 2 GB was used.
The tests were carried out ten times. Network performance
was measured using Iperf 2.0.5. Three kinds of tests were
run: one where the test computer acted as a server, another
where it was the client and a third where the computer did
a loopback test within itself. Testing was done using four
threads and a ten minute time span. All three types of tests
were carried out five times.

As real world applications, we used two different systems.
The first one was based on the Invenio document repository
[23]. We used an existing Invenio installation, connected
to copy of a large bibliogaphic database called Inspire. The
Invenio document repository software suite was v0.99.2. The
document repository was run on an Apache 2.2.3 web server
and MySQL 5.0.77 database management system. All this
software were run on Scientific Linux CERN 5.6 inside a
chroot environment. Another server was used to send HTTP
requests to our test server. The requests were based on an
anonymous version of a real-life log data of the identical
document repository in use at CERN. The requests were sent
using the Httperf web server performance test application
[24].

Table I shows the rates and resources given to virtual
machines in the Invenio tests. The MaxClients setting refers
to the maximum clients setting in Apache web server con-
figuration.

Table I
SETTINGS FOR CHANGING LOAD AND RESOURCES OF A SINGLE

VIRTUAL MACHINE

VCPUs Memory (GB) MaxClients Request rate
2 5 8 5
4 8 15 10
6 15 24 15

The second real application was a physics data analysis
that used the CMSSW framework [25]. This analysis task
is a typical one in high-energy physics. We used real data
created at CERN. The data was stored in a ROOT image[26]
files, which our case were of size 4GB. Normally, a data
analysis with this data takes days to perform, thus we limited
the number of events of one analysis task to 300. With
this limitation the analysis takes 10 minutes on the Opteron
hardware. The data was located on network file system, NFS,
and reading it caused very little network traffic, 2kB per task.

Tables II and III show how the resources of the 12-
core Opteron server were shared between virtual machines
when testing the constant load with different number of
virtual machines running the CMSSW tests. In all the cases
the hardware resources were shared equivalently among
different virtual machines.

Table II
SETTINGS FOR A SINGLE VIRTUAL MACHINE IN 12-CORE OPTERON

SERVER

VM count VCPUs Memory (GB)
1 12 31.5
4 3 7.88
8 2 3.94

10 2 3.15
12 1 2.6

Table III
SETTINGS FOR A SINGLE VIRTUAL MACHINE IN 4-CORE DELL 210 II

VM count VCPUs Memory (GB)
1 8 7.5
2 4 3.75
3 3 2.50
4 2 1.88
5 2 1.50
6 1 1.25

IV. RESULTS

A. Idle consumption

First we studied idle energy consumption with different
virtualization solutions and with different number of virtual
machines. Figure 3 shows the power consumption of two
different virtualization solutions, and the power consumption
of the hardware with no virtual machines. In this test both
the host system and the virtual machines were running only
basic operating system functions without any analysis tasks.
In all the measurements with virtual machines we had three
virtual machines running idle. The figure shows how energy
consumption of two different virtualization solutions behave
when the servers are idle. It shows how overhead of virtu-
alization depends on the virtualization solution and kernel
version. The difference between KVM and hardware is less
than 3%, which is already a big improvement compared to
three separate physical machines running idle. This test was
run with the Dell R410 server.

The second idle measurement was run on the dual proces-
sor Opteron server. The test measured the energy consump-
tion of an idle physical hardware for 20 minutes. Figure 4
shows how the operating system affects the idle consump-
tion. The same test was repeated with different number of
virtual machines on the same physical hardware. The energy
consumption accumulates with the virtual machine count
with Scientific Linux 5 (SLC5) but with Ubuntu it remains
almost the same as with bare hardware. This test shows
that the choice of virtual machine has big effect on energy-
efficiency. It also shows that an idle virtual machine can
have a very low energy consumption.
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Figure 4. Energy consumption of idle virtual machines

B. Synthetic tests

We used synthetic tests to stress different server compo-
nents; CPU, I/O and network. With these tests we studied
in which situations virtualization causes the most overhead.
First we tested the overhead of disk reads and writes with
Bonnie++. The consumption of the virtualization solutions;
Xen and KVM was compared to hardware consumption.

In images from 5 to 12 the y-axis represents the percentual
difference to corresponding measurents done without virtu-
alization.
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Figure 5. Energy consumption of Bonnie++ (Wh)

As can be seen from Figure 5, when running a set of
synthetic disk operations Xen uses slightly more energy

compared to hardware. With KVM the situation is different.
When using the default cache setting, write through cache,
KVM uses around 350% more energy than hardware. About
90% of the test time is spent doing the small file test part of
Bonnie++. Switching to write back cache, results of KVM
are actually slightly better than hardware results. Write back
cache writes only to a cache and stores data to the disk only
just before the cache is replaced. This is a cache mode that
is not safe for production use and is available mainly for
testing purposes.

Next, we tested the overhead of virtualization of CPU with
two different benchmarks; BurninSSE and Linpack. Figure
6 shows the power consumption of the server while running
BurninSSE on a non-virtualized server and on virtual ma-
chines. We compared the technologies by introducing CPU
load with 1 and 4 threads of BurnInSSE. With 1 thread,
KVM and hardware use the same amount of power, but
Xen uses around 10% more. With 4 threads the situation
is the other way around: Xen uses less power than KVM
and hardware. The explanation can be seen in Figure 7.
Even though Xen uses more power in the single-threaded
LINPACK test, it is slower: the CPU is not running at its full
turbo boosted speed, but Xen has a systematic overhead in
power consumption compared to the others. With 4 threads,
Xen’s CPUs are not running at full speed so the power usage
is not as great as with hardware or KVM, and the overhead
in power consumption is overshadowed by the power usage
of 4 computing threads.
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As the last server component we tested the network and
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the overhead of virtualization to the power consumption of
the network. To stress the network we used Iperf network
benchmark in dual mode, where the traffic is tested to both
directions. The power consumption of Iperf test results are
shown in Figure 8. Direction of the traffic does not have
an effect on the results, which show a similar trend for
I/O and CPU tests: KVM uses slightly more power than
hardware while Xen consequently uses slightly more power
than KVM. Interestingly, when a Xen virtual machine was
running as server it used slightly more power than when
running as client. With KVM and hardware it was the other
way around. In the loopback mode, one can find similar
results with Xen as in the LINPACK test in Figure 7: for
some reason, Xen’s performance is capped and consequently
bandwidth in the loopback mode is much worse than with
KVM or hardware, and on the other hand mean power
consumption is lower.
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C. Realistic load

Realistic tests were designed such that we would get better
understanding of energy usage in two different real world
situations: web services and physics analysis. Both benefit
from virtualization differently as they use server resources in
a different way. Web server based systems benefit from being
able to combine idle services into single physical server
and the overhead of virtualization is not so critical. The
physics analysis benefits from an isolated and job specific
environment provided by virtualization, but this causes it to
run a longer time.

We started our realistic tests with the Invenio CERN
document server repository case. In this test, we sent HTTP
requests, which were based on CERN library log data, to a
virtualized web server. We measured both performance and
power consumption. We ran the same tests with and without
virtualization. We compared two virtualization solutions to
hardware to measure the overhead of virtualization. In all
the Invenio tests, the Invenio installation was in a chroot
environment with a complete SLC5 installation. To assure
that chroot between the operating system and the Invenio
web application did not have any negative effects on test

results, a comparative test was performed between the base
system and another chroot environment using a copy of the
base system as the new root.
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different number of virtual machines in the repository test

Both the amount of virtual machines and virtualization
technology have an impact on the energy-efficiency. This
effect was tested here by running Invenio document server
in different number of virtual machines and with different
virtualization technologies. Figure 9 shows how the power
consumption varies between different virtualization tech-
nologies. On the left side we have the results of running
one virtual machine with a rate of 5 queries per second
workload and on the right side 3 virtual machines with a rate
5 queries per second per virtual machine and total request
rate of 15 queries per second. Figure shows that the power
consumption evens out when we have more virtual machines
and load.
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Figure 10 illustrates the effect of virtualization on the web
performance when running Invenio on three virtual machines
with request rate of 5 on each. In the figure we have both the
energy consumption from the previous figure and the results
from the Httperf test. One can see that even though there is
not much overhead on energy consumption there is a bigger
impact to the quality of service as the response times and
transfer times increase.

Previous results showed us that KVM performed closer
to hardware level and proved to be more interesting for
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Figure 11. The effect of workload on virtual machine performance with
KVM using different amounts of virtual machines

further studies. KVM was used in our test where we studied
the overhead of virtualization by increasing the number of
virtual machines with similar workload. These results are
illustrated in Figure 11, showing that the power consumption
increased linearly as a function of virtual machines. In the
case of 3 virtual machines the total consumption decreases
of 47%, but on the other hand the response times and transfer
times increase more than 250%.
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Virtual machines share server resources and the share of
resources given to a virtual machine is configurable. One
can either stretch the physical resources thin between several
virtual machines or one can create a few virtual machines
with more resources. Table I shows how the resources
were shared. Figure 12 illustrates how the performance and
energy-efficiency is affected when we increase the resources
and load of a single virtual machine. Here you can see that
the power consumption grows almost the same way as in the
Figure 11. Difference being that increasing the resources of
one virtual machine seems to improve the performance.

To illustrate the effect of virtualization on quality of
service we have Figures 13 and 14. These figures show a
cumulative distribution of response times that the Httperf
test application reported for the HTTP requests. The distri-
bution shows how the response times behave with different

virtualization technology and load.
In Figure 13, we have the distribution of response times

from a test with 3 virtual machines and total request rate of
15 requests per second. This distribution corresponds to the
results illustrated by the right side of Figure 9 and Figure
10. One can see that both KVM and Xen decrease quality
of service, but still more than 95% of requests are served in
100ms.
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Figure 13. The impact of virtualization solution on quality of service

To show how virtual machine count affect the quality
of service, we made a similar distribution from the test
that was illustrated by Figure 11. Figure 14 shoes how
the virtualization overhead effect on different workload and
number of virtual machines. We compared KVM and one to
three virtual machines with corresponding rates 5, 10, and
15 requests per second. Every additional virtual machine
decreased the quality of service.
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As our second realistic load, we had a physics analysis
application, CMSSW. First we tested how the number of
virtual machines affects the performance of CMSSW. In the
following tests we consider one run of the test application as
a job. In Figure 15, we have the results of running 15 jobs
in 5 different virtual machine sets and also on hardware.
The figure shows how the energy efficiency degrades as the
number of virtual machines increases and, at the same time,
throughput decreases. 15 smaller virtual machines running
one job are 6.8 times less energy efficient than running 15
jobs on one bigger virtual machine.
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Figure 15. Running 15 jobs in different number of virtual machines

Next, we tested the effect of dual processor architecture
on the overall performance. We run the same tests both on
2 CPU 12 core Opteron server and on single processor quad
core R210 server. This test differs from the previous not
only by the hardware, but also by the load introduced. Here
we started with a very low load, that was increased to see
how the overhead behaves on lower load. Figures 16 and
17 show the energy consumption and throughput from a
test with different amount virtual machines running one job
each. One can see that the virtualization introduces some
overhead on both servers and this overhead increases as the
amount virtual machines is increased. Single CPU server’s
performance is limited by the 8GB memory as a single
CMSSW analysis job together with the operating system
use approximately 1.2GB of memory. Figure 16 shows the
results from both virtualized servers and physical hardware.
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Figure 16. Throughput with different number of virtual machines running
one job each

As shown in Figure 17, the single processor server has
a better energy-efficiency on low loads, but this balances
when the load is increased. One thing to notice is how static
the overhead is on single processor server. In two processor
server overhead increases as a function of virtual machines.

In the previous tests, we used light load on virtual ma-
chines, but used them in high numbers. Now we show how
physics analysis job behaved in different sized virtual ma-
chines. As the Invenio tests showed, bigger virtual machines
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Figure 17. Energy consumption per job with different number of virtual
machines running one job each

perform better. Figure 18 shows the effect of workload on
energy-efficiency with physics analysis software. We tested
different workloads on 5 identical virtual machines sharing
the Opteron 12 core server. One can see that the energy-
efficiency and throughput improve as we increase the load.
This is in line with our earlier studies where we noticed that
the commonly used one job per CPU core does not give the
best performance or energy efficiency [27], [28]. Here we
tested how it applies to virtualized environments.
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Figure 18. Running different workload on 5 virtual machines

As the number of virtual machines and their size seem
to make a difference on dual processor server we repeated
the test on single processor server. Figures 19 and 20
illustrate the effect of parallelism with rising load. Here we
have run different amount of jobs on one physical server
and divided the load equally between one, two, four and
six virtual machines. One can see that the performance
increases when the load is increased up to a point where the
system throughput levels and eventually decreases. One can
notice that the amount of virtual machines has big effect on
the throughput and energy-consumption. The virtualization
overhead increases exponentially as the function of virtual
machine count and increases even more when the number
of virtual machines is more than the number of cores in the
server’s processor.
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Figure 19. Energy consumption per job in virtual machines when varying
resources and job parallelism
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Figure 20. Job throughput of virtual machines with varying resources and
job parallelism

These single processor tests above were performed with
two types of CPUs; energy-efficient and powerful ones.
Results shown in Figures 19 and 20 are from tests run with
energy-efficient processor. The results from the powerful
processor were similar to those of the energy efficient
processor and produced similar figures. The difference was
the energy-efficient processor used 17% less energy per job
and the throughput of the powerful processor 40% better
when comparing the minimum of energy consumption and
the maximum of throughput.

We ran an additional test in parallel with the physics
tests to study the reason behind the overhead. We tested
how the network performance is affected by the increasing
load and increasing number of virtual machines. This was
done by running a ping command from the virtual machines
towards the client machine. This was tested by running 12
jobs equally among different amount of virtual machines;
1,4,6 and 12. We noticed that the latencies did not drop
while adding more virtual machines. This test showed that
the resource sharing between virtual machines was fair and
latencies varied very little between virtual machines.

V. CONCLUSIONS

Virtualization technologies develop at fast pace. New
technologies arise and better interfaces are made to improve
the usability of virtualization. In this study we have used
two mature open source virtualization solutions; KVM and
Xen. The performance of Xen and paravirtualization have
been good for a long time, but for the version used in our
tests suffered from the early adoption on Linux kernel and
had not had enough time to mature in the vanilla Linux
kernel. KVM on the other hand have come far from its
early versions and proves comparable with the commercial
virtualization solutions. Even though the technologies in this
study were compared and tested against each other this
should not be considered as a comparison between different
virtualization technologies, but as a study on virtualization
technologies in general. The performance balance between
different technologies varies constantly, but the main idea is
that resources are shared among multiple systems and this
causes overhead to applications inside virtualized servers,
which needs be taken into consideration.

The overhead of virtualization is a well-known fact and
reported in many publications. Although the technologies
have been improving a lot during the past five years, the
performance of a virtualized system is still far from the hard-
ware level. However, this does not mean that virtualization
could not be useful in improving energy-efficiency in large
data centers but it means that one should know how to apply
this technology to achieve savings in energy consumption.

We studied the energy-efficiency of virtualization tech-
nologies and how different loads affect it. Our research
indicates that idle power consumption of a virtualized server
is close to zero. However, this depends a lot on the operating
system running on the virtual machine, but it is always a
small number compared to idle energy consumption of a
physical server. Our study also indicates that virtualization
overhead has great impact on energy-efficiency. This means
that it would make more sense to share the physical re-
sources among few virtual machines with heavy load instead
of a larger set of light-loaded ones. Pure CPU-load in larger
virtual machine groups does not seem to impose as much
overhead as the more complex physics analysis job, that both
requires network connectivity and disk storage. The physical
core count also seem to pose a limit for the virtual machine
pool size.
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Abstract—At an early stage of information and com-
munications technology and high-performance com-
puting, performance and reliability were two impor-
tant factors in research and development. Energy
consumption was not considered as a serious topic,
since the technical characteristics of hardware and
software were limited and the amount of computing
nodes in a computing cluster, i.e., a data centre
was small. Gradually the situation has evolved a lot:
nowadays there are multiple data centres located
in geographically diverse locations and the software
has become more complex. Modern data centres are
equipped with a large amount of computing nodes
having vast computing power. Consequently, energy
consumption has become a major topic. This work
presents two algorithms for optimizing energy and
emissions in high-performance grid computing, in
which multiple data centres are interconnected to
each other. The algorithms are validated both in
simulation and testbed environments. The effect of
various parameters to energy and emission savings
are studied and the performance of the algorithms
is compared to commonly used default algorithms.
Our simulation and testbed experiments show that
the developed algorithms are able to reduce energy
consumption and emissions drastically without signif-
icant increase in job turnaround or wait time.

Keywords-HPC; grid computing; energy; emissions;
testbed.

I. Introduction
The increased demand for IT applications and services

has encouraged the building of data centres worldwide.
However, data centres consume an enormous amount
of energy at an increasing financial and environmental
cost. This has led to research efforts in both industry
and academia to cut down data centre energy usage
and emissions. This work is a continuation to our prior
work in ENERGY 2012 [1] to save energy and reduce the
CO2 emissions in federated High-Performance Computing
(HPC) data centres. Previously, we have also researched
the energy saving potential inside single site data centres
[2].

In 2006, U.S. servers and data centres consumed around
61 billion kilowatt hours (kWh) at a cost of about 4.5
billion U.S. Dollars [3]. This is equal to about 1.5% of

the total U.S. electricity consumption or the output of
about 15 typical power plants. High energy consumption
naturally causes huge environment pollution. It has
been estimated that Information and Communications
Technology (ICT), as a whole, covers 2% of world’s CO2
emissions [4] and this amount looks set to grow at 6%
each year until 2020 [5]. Data centres were 14% of the
total ICT footprint in 2002 and 2007, and it is estimated
that the amount will rise to 18% in 2020.
In HPC, the ever-growing demand for higher perfor-

mance seems to increase the total power consumption,
even though more flops per watt are achieved. In order to
provide even greater computing capabilities, HPC data
centres can be interconnected to each other to form larger,
federated or HPC grid data centres. The connection
is implemented by using special grid software (e.g.,
UNICORE (UNiform Interface to COmputing REsources)
[6]) that manages the job submissions to all data centres
belonging to the grid.

The energy consumption between the data centres may
vary radically due to the different characteristics of the
centres. For example, the server hardware in each centre
may be different and consume different amount(s) of
energy. The centres may also locate geographically far
from each other and the surrounding climate can cause
large differences in the needed cooling, i.e., the Power
Usage Effectiveness (PUE) [7] values between different
centres may vary due to the surrounding climate. Also,
since the energy sources can differ between the centres,
the CO2 emissions of the data centres may vary radically
depending on the available energy sources. The differences
between the data centres naturally enable optimizations
regarding energy consumption and CO2 emissions.

In our prior work [1] we introduced two algorithms for
selecting the data centre inside the grid in energy- and
CO2-aware manner. The performance of the algorithms
was studied by simulations and the results showed signif-
icant savings in energy consumption and CO2 emissions.
This work extends our previous work by a feasibility
study [8] of the algorithms in a testbed environment
that consists of three clusters: two located in Germany
and one in Finland. The testbed results confirm the
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possibilities for energy and emission savings achieved in
the simulations, and can be used as a basis for the design
of specific federated cluster environments when using
a developed software plug-in to enable an energy-aware
scheduling of the resources. Furthermore, we also consider
energy and CO2 emission savings inside single HPC
data centres by using energy-aware scheduling algorithms
presented in [2].

The rest of the paper is organized as follows: Section II
describes the related work. Section III introduces the
cluster selection algorithms. Section IV describes the sim-
ulation model and scenario, and presents the simulation
results. Testbed experiments are presented in Section V,
including the scenario and results. Conclusion and future
work are presented in Section VI.

II. Related work
As described in [2], several methods for saving energy

in single HPC data centres have been studied. The
methods include mainly the use of energy-efficient or
energy proportional hardware (e.g., embedded low-power
chips), Dynamic Voltage and Frequency Scaling (DVFS)
techniques, shutting down idle hardware components
at low system utilizations, power capping, and thermal
management. Recently, there has also been approaches
to solve HPC energy issues in Graphics Processing Unit
(GPU) computing [9], [10], [11]. GPU computing aims at
combining the use of a GPU with a CPU to accelerate
general-purpose scientific and engineering applications.
The compute-intensive portions of the application are
offloaded to the GPU, while the remainder of the code
still runs on the CPU. However, the energy consumption
is a major concern in these systems.
In our prior work [2], we used an energy-aware job

scheduler to schedule the jobs inside single data centres
and shut down idle computing nodes whenever possible.
We also noted that merely the choice of a different
scheduling algorithm can affect the energy consumption
of a data centre. Out of commercial HPC schedulers,
Moab offers a Green Computing plug-in [12] that tries
to reduce power consumption and costs in a data centre
in a quite similar way as our energy-aware job scheduler.
In the Moab plug-in, it is possible to turn off idle nodes
that do not have reservations on them, and turn on
additional nodes when jobs require them. Moab uses a
MAXGREENSTANDBYPOOLSIZE parameter, where
users can specify a "green pool", which is the number of
nodes that are kept on and ready to run jobs (even if
some nodes are idle). Idle nodes that exceed the number
specified with the MAXGREENSTANDBYPOOLSIZE
parameter are turned off. The requirements for the Green
Computing plug-in are a license for green computing,
Moab 5.3.5 or later, a script that Moab can call to
programatically turn nodes on and off, and a resource

manager that can monitor and report power state. In
a test run, the Green Computing plug-in was able to
decrease the energy consumption by 8.2% with the
penalty of 7.5% increased workload completion time [13].
The savings with Moab Green Computing depend highly
on the workload.
In this paper we extend our scope from single HPC

data centres to HPC grid data centres and introduce two
algorithms for selecting the data centre inside the grid in
energy- and CO2-aware manner. Moreover, we provide
HPC grid simulation and testbed results, and new single
HPC data centre results.
Until recently, there has not been much previous

research that addresses the energy efficiency or CO2
emissions of the grids from the whole grid perspective;
mainly only optimizations inside a single data centre have
been studied. Perhaps the most similar approach to our
approach is the Heterogeneity Aware Meta-scheduling
Algorithm (HAMA) [14]. HAMA first selects the most
energy-efficient cluster for the job based on the power
consumption of the servers and the efficiency of the
cooling system. Additionally, when running the job,
DVFS is used to reduce the power consumption of the
CPU. The simulation results show that HAMA can
reduce up to 23% energy consumption in the worst case
and up to 50% in the best case as compared to other
algorithms (EDF-FQ, which prioritizes jobs based on a
deadline and submits jobs to resource sites in earliest
start time (FQ) manner with the smallest waiting time).
Without DVFS, HAMA can still result in power savings
of up to 21%.
Lynar et al. [15] have explored the effect on energy

consumption by using different resource allocation mech-
anisms, both in a cluster and in a grid. The results show
that different resource allocation methods can result in
a significantly different energy usage while computing
a stream of tasks. The Pre-processed Batch Auction
(PPBA) and batch auctions almost always result in a
significantly lower energy use than a random resource
allocation. By using a simple batch auction allocation
method, energy consumption can be reduced by up to
37.5%, and possibly even more by using the PPBA
method.

Patel et al. [16] have presented an energy-aware policy
for distributing computational workload in the Grid
resource management architecture. They introduce a data
centre energy coefficient that is taken into account as
a policy when making allocation decisions for compute
workloads. This coefficient is determined by the thermal
properties of each data centre’s cooling infrastructure
including regional and seasonal variations. The estimated
energy savings in case of three data centres located in two
different time zones were large enough to give sufficient
reason for the economic viability of the approach.
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Shah and Krishnan [17] also analyze the climatic
conditions as a means to reducing cooling energy costs.
They show that dynamic optimization of the thermal
workloads based on local weather patterns can reduce
the environmental burden by up to 30% in their case
study. Additionally, the data centre operational costs
can be potentially reduced by nearly 35%. Due to the
variability of fuel mixes encountered in a global grid, they
also found that the use of pure energy consumption as
a metric for environmental sustainability — a common
practice in the ICT literature — can be erroneous.
The GREEN-NET framework [18] consists of an

ON/OFF model, which includes prediction heuristics
and green advice for the users and takes the decision
to switch on or off the nodes, and an adapted energy
efficient Resource Management System (RMS) at the
grid level.
There has also been research on the feasibility of

powering data centres more by renewable energy ( [19],
[20], [21]) and studying the environmental potential of
Geographical Load Balancing (GLB) [22], in which pro-
cesses are shifted to data centres located in regions where
energy currently has low cost. In [23], a renewable and
cooling aware workload management plan is introduced.
The availability of renewable energy and IT demand is
predicted and IT resources are allocated according to
a time varying power supply and cooling efficiency. A
similar approach is taken in GreenSlot [24], which is a
parallel batch job scheduler powered by solar power and
the electrical grid (as a backup). It predicts the amount
of solar energy that will be available in the near future
and schedules the workload to maximize the use of green
energy without breaking any Service Level Agreement
(SLA).

III. Optimization in the HPC Grid
The optimization algorithm in the HPC grid focuses

on optimizing the scheduling process in the UNICORE
middleware [6]. The scheduling process is triggered by
submitting a job from the UNICORE Commandline
Client, or from the UNICORE Rich Client to the
UNICORE Workflow Engine. The UNICORE Workflow
Engine queries a UNICORE Service Orchestrator (USO),
on which cluster the job should be submitted. As a
default, the USO uses round-robin algorithm for choosing
the cluster. After cluster decision, the job is submitted
to the RMS of the chosen cluster. The RMS takes care
of executing the job according to the used scheduling
algorithm, e.g., FIFO (First In, First Out) or backfilling.

In this work, we focus on reducing the energy consump-
tion and the CO2 emissions. The CO2/energy related
optimizations should not affect the current SLA or
Quality of Service (QoS) agreements, or alternatively,
a new green SLA [25] could be used. In HPC, there are
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Figure 1. Job submission in a federated HPC data centre

no clear SLAs between users and data centres, but a
reasonable turnaround time can be seen as sort of a QoS
agreement. A possible green SLA for HPC data centres
could mean that the users allow certain delay for the
execution of their job. As a bonus, they will get some
extra computing time for free.

For decreasing CO2 emissions and/or energy consump-
tion in federated HPC data centres, the optimization
algorithm will be used for performing the cluster selection
in CO2/energy-aware manner. In addition to cluster selec-
tion algorithms, also energy-aware single site scheduling
algorithms will be used. As depicted in Figure 1, the
USO in UNICORE receives job requests coming from the
users. The jobs include the requirements for the needed
resources (e.g., number of nodes/cores, memory, etc.). If
the user wants to use the green SLA, it is also included
in the job requirements. The grid optimization algorithm
is used to select the most suitable cluster for the job
and the job is subsequently submitted to the RMS of
the selected cluster. The RMS uses energy-aware job
scheduling algorithms to schedule the job and power off
idle servers. The energy-aware job scheduling algorithms
for single site data centres were defined in our previous
work [2]. The main principle of the single site algorithms
is to keep the system active with the lowest amount
of resources as possible. If a node is not needed for job
execution, it is shut down or placed into an energy saving
mode. Once the node is needed for the job execution
again, it is woken up.

A. Carbon Usage Effectiveness

Carbon Usage Effectiveness (CUE) is a sustainability
metric developed by the Green Grid organization [26].
The main purpose of the metric is to address carbon
emissions associated with data centres. The CUE can be
calculated as follows:
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Table I
Energy emission coefficient factors

Generation type Conversion factor
(kgCO2 per kWh)

Closed cycle gas turbine 0.360
Coal 0.910
Electricity, France interconnector 0.083
Electricity, Ireland interconnector 0.699
Non pumped storage hydro 0.0
Nuclear 0.0161
Open cycle gas turbine 0.479
Oil 0.610
Pump storage 0.0
Other 0.610

CUE = SiteEmissions

ICTEnergy
, (1)

where ICTEnergy is the energy consumpted by the ICT
equipment in the data centre. An alternative approach
for calculating the CUE is to multiply the Energy Source
Coefficient (ESC) by the data centre’s PUE:

CUE = ESC ∗ PUE, (2)

where PUE is a metric for defining how efficiently the
power in the data centre is used, i.e., how much power
is actually used by the ICT equipment and how much
power is used for cooling and other equipment. ESC is
defined as follows:

ESC =
∑

ESP ∗ EEC, (3)

where Energy Source Percent (ESP) indicates the percent-
age of the energy generation source, and Energy Emission
Coefficient (EEC) indicates how many kilograms of CO2
are emitted per 1 kWh of energy. Example values of the
EEC can be found in Table I [27]. By using the formulas
described earlier and the values in Table I, we are able to
estimate how much emissions are caused by data centres
with different energy sources:

SiteEmissions = CUE ∗ ICTEnergy (4)
= PUE ∗ ESC ∗ ICTEnergy.(5)

B. Algorithm description
This subsection describes the functionalities of the

default round-robin cluster selection algorithm, as well as
the two developed algorithms for optimizations: Fastest
possible (FP) that tries to minimize the wait time, and
Energy and CO2-aware (ECA) that tries to minimize the
energy or CO2 emissions.

1) Round-robin (RR): RR algorithm is generally used
in USO for selecting the cluster. It balances the number
of jobs between different clusters by always choosing the
next cluster compared to the previous selection. After
the last cluster, the selection is started again from the
first cluster.
2) Fastest possible (FP): FP cluster selection algo-

rithm tries to select the cluster that could possibly
execute the job with minimal wait time. For this, the
algorithm first checks if there are enough idle nodes/cores
in some cluster for executing the job. If yes and the
cluster’s queue is also empty, the job is submitted to that
cluster. If not, an estimated wait time for the job in each
cluster is calculated by using the current status of each
cluster: number of nodes and cores, status of running
jobs, number of jobs in the queue, and walltimes of each
queued job. The cluster with the shortest estimated wait
time is then selected.

The algorithm relies on the dynamic cluster properties
(status of nodes and queues), which can be obtained by
a single site monitoring system. Otherwise, this dynamic
information is not available for the USO, so the normal
cluster selection algorithms can exploit only static cluster
information for the decision making.
It should be noted that the wait time can only be

estimated. The walltimes of the jobs are given by the users
and, in general, they are inaccurate [28], [29]. Also, the
used scheduling algorithm affects in which order the jobs
are executed (especially backfilling). Thus, it is possible
to calculate only the maximum wait times for the jobs,
not the exact wait times.
3) Energy and CO2-aware (ECA): This algorithm tries

to find the cluster with the smallest amount of estimated
energy consumption or CO2 emissions; the optimization
goal can be chosen by the user. The CO2 emissions of the
job can be calculated in the same way as for the whole
site in Equation (4):

JobEmissions = CUE ∗ ICTEnergyOfTheJob. (6)

The simplest way is to select the cluster with the smallest
CUE value. This works if the clusters have significant
differences in their CUE values (CUE = ESC * PUE).
If there are only small differences in the CUE values,
then additional estimations should be done, since the job
may consume different amount of ICT energy in different
clusters due to the different computing node properties
(CPU, RAM, etc.), and this difference may become a
greater factor than CUE for the CO2 emissions. The
ICT energy of the job can be estimated by using the
job requirements (number of nodes/cores, walltime) and
cluster’s computing node properties (CPU, RAM, etc.)
as inputs for power consumption models such as those
described in [2] and [30]. Moreover, the job execution
time may differ greatly between clusters because of
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varying hardware parameters. Thus, it is very important
to try to estimate the execution time of the job on
different clusters. Special application benchmarks for
estimating the clusters’ job execution times were chosen
for this purpose and they were used in the testbed
experiments. These benchmark applications are run
once on each cluster beforehand, and the execution
times are measured. Based on the measurements, the
data centre operators rank each cluster and benchmark
application combination. The higher the rank, the faster
the execution time is.

Thus, the ICT energy of the job is given by

ICTEnergy = ICTPower ∗ ExecutionT ime, (7)

where ICTPower is the power consumption of the job
and is calculated by using the power consumption models,
and ExecutionT ime is calculated by using the walltime
estimate and the rank of the cluster.
However, selecting always the cluster with the least

amount of estimated CO2 emissions would cause huge
load and queue on the cluster with the least CO2
emissions. This would mean large delay for the users.
Thus, some form of load balancing is needed for this
algorithm. In the conducted simulations (described in
the next sections), we used a queue size limit: If the
queue exceeded its size limit, the job was submitted to
the cluster with the second least CO2 emissions, and
so on. In the case of green SLA, the users set a certain
deadline for the completion of their job. This limit can be
used for load balancing: The estimated completion time
for the job can be calculated as a sum of the estimated
wait time and walltime of the job. If this is in the limits,
the cluster can be chosen. If not, the same calculations
should be made to the cluster with the second least CO2
emissions, and so on. If the user sets too strict time
limit for the job that none of the clusters can fulfill,
the job should be either denied or the cluster should be
chosen by the Fastest possible algorithm. In the testbed
experiments (described later) we used this green SLA
method for load balancing, and FP algorithm in case of
too strict time limits. The ECA algorithm can be used for
selecting the cluster with minimal energy consumption,
too, by replacing CUE by PUE.
The ECA algorithm takes into account the dynamic

properties of the cluster and compute nodes. This in-
formation is stored in a meta-model, which is updated
accordingly if any of the parameters, such as PUE, CUE
or compute node hardware parameters are changed.

IV. Simulation studies
The simulation model for the HPC grid has been

developed with the OMNeT++ discrete event network
simulator [31] and the INET Framework [32]. The design
of the model is similar as in [2], except that the model

USO

Data Centre 2

Data Centre 1

Data Centre 3

Figure 2. Network topology

is extended from a single site scenario to a federated site
scenario.
Figure 2 illustrates the network topology used in the

simulations. It consists of three backbone routers, three
gateway routers, three data centre modules, three clients
and a USO module. In this scenario, the clients send
HPC job requests to the USO, which is responsible for
choosing an appropriate data centre, i.e., an HPC cluster,
for executing the job. The USO has been adapted for the
simulation so that it is capable of using the developed
optimization algorithms and making decisions based on
the dynamic properties of the clusters. Normally, only
static information of the clusters is available for the USO.

For the decision making, the USO can query the status
and properties of each cluster from the corresponding
RMS. Once the cluster is chosen, the USO forwards
the job request to the RMS of the chosen cluster. The
RMS uses the policies and scheduling algorithms of the
cluster to choose suitable servers for job execution. When
the job execution finishes, the RMS informs the USO,
which again forwards the information to the client that
submitted the job for execution.

The data centre module can be seen in Figure 3, which
is similar as in the single site scenario used in our previous
work [2]. It contains a RMS, a fixed number of servers and
a router between them. The RMS handles all incoming
job requests arriving to the data centre and allocates the
jobs to the servers for execution according to the selected
policies and algorithms. Thus, the RMS also functions
as a scheduler in the simulation. The RMS supports 6
different scheduling algorithms: standard FIFO, Backfill
First Fit and Backfill Best Fit algorithms and their
energy-aware counterparts developed previously (see [2]
for more information on these).
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Figure 3. Data centre module

The RMS module includes parameters for the PUE
and the CUE. By using these two values, the USO is
able to select a cluster that is the most energy-efficient
or produces the least amount of CO2 emissions.

A. Simulation scenario
In this subsection, we describe the simulation scenario

and parameters. For evaluation we consider a scenario
that includes three data centres and 75 clients that are
sending job requests to the USO. The simulation is
stopped once 1500 jobs have been completed. During
the simulation we measure the energy consumed by each
data centre and present the obtained results in the next
section. General simulation parameters are presented in
Table II. Uniform(a,b) means randomly selected value
according to a uniform distribution between a and b. The
scheduling and cluster selection algorithms are shortened
as follows:

• FP = Fastest possible USO cluster selection algo-
rithm

• ECA = (Energy and) CO2-aware USO cluster selec-
tion algorithm set to minimize the CO2 emissions

• RR = Round-robin USO cluster selection algorithm
• FIFO = First In, First Out job scheduling algorithm
• BFF = Backfilling first fit job scheduling algorithm
• BBF = Backfilling best fit job scheduling algorithm
• E-FIFO, E-BFF, E-BBF = energy-aware counter-

parts for the job scheduling algorithms (idle nodes
are powered off whenever possible)

In Table III, we can see the parameters for the three
clusters in the considered federated HPC data centre.
The clusters have different characteristics, such as, the
number of servers, PUE, and ESC. The energy sources
(O = Oil, C = Coal, H = Hydro, N = Nuclear) for
the clusters were selected so that both extreme ends
in terms of ESC were represented in the simulations,
while the third one represents something in the middle
of them. Also, servers have different operating systems

Table II
Simulation parameters

Parameter Value

Simulation runs 10
Number of jobs 1500
Number of data centres 3
Number of clients 75
Number of gateway routers 3
Number of backbone routers 3
USO cluster selection algorithm RR, FP, ECA
RMS scheduling algorithm FIFO, BFF, BBF,

E-FIFO, E-BFF, E-BBF
Server memory 4 * 2 GB = 8 GB
Server cores per CPU 2
Server CPUs 2
Server CPU idle power 15 W
Server core voltage 1.2 V
Client job cores 1, 2, 4
Client job load Uniform(30,99)
Client job nodes Uniform(1,20)
Client job memory Uniform(100MB, 2GB)
Client job run time Uniform(600s, 86400s)

Table III
Data centre parameters

Parameter Cluster 1 Cluster 2 Cluster 3

Servers 30 40 50
Energy source C 50% H 20% C 80% O 20% H 40%

N 30% O 20% N 40%
PUE 1.5 1.8 1.3
ESC 0.45983 0.85 0.12844
CUE 0.689745 1.53 0.166792
OS Linux Windows Linux
CPU arch. AMD Intel Intel

(OS) and processor architectures. In the simulations, the
ECA algorithm optimization goal was set to minimize
the CO2 emissions.

B. Simulation Results
Figure 4 presents the total ICT energy consumption

of the three clusters for different USO cluster selection
and job scheduling algorithms. As can be seen, RR
with normal job scheduling algorithms consumes the
most amount of energy. RR with normal job scheduling
algorithms represents a generally used, un-optimized
algorithm combination in federated HPC data centres.
Thus, it serves as a comparison point when calculating
the energy savings and CO2 emission reductions.

Figure 5 presents the energy savings achieved by using
Fastest possible and CO2-aware USO cluster selection
algorithms instead of the default RR algorithm, and by
using energy-aware job schedulers on each cluster. The
energy-aware job schedulers are compared to their normal
counterparts; for example, the first bar (E-FIFO FP)
means the savings compared to FIFO RR. The last three
bars present the savings when using RR but with energy-
aware job scheduling. It can be seen that by using energy-
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Figure 4. Total ICT energy consumption. Black lines represent
the average value and the floating bars show the range of values
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Figure 5. ICT energy savings compared to un-optimized, generally
used RR with FIFO, BFF, and BBF

aware job scheduling, 22% to 35% energy savings can be
achieved. Together with FP and ECA cluster selection,
the savings are about 25% to 38%. When comparing the
energy-aware algorithms to their normal counterparts,
the savings with E-FIFO are the largest. This is because
backfilling exploits the idle nodes more efficiently by
running shorter jobs while with standard FIFO the nodes
that cannot be used for job execution are left in an idle
state and can thus be shut down by the energy-aware
scheduler.
However, if we only change the cluster selection

algorithm, and keep the normal job scheduling algorithms,
we can see from the Figure 6 that with FP we can save
17% to 30 %. Since the cluster selection is performed
before job scheduling, we can say that about 8 % of the
total savings are due to the energy-aware job scheduling,
while the rest is due to the FP cluster selection. When
comparing to RR with energy-aware job scheduling (as
depicted in Figure 7), we can see that FP and ECA
cluster selection algorithms can save additionally about
3% to 5%. For the explanation, we have to take a look
at the jobs’ average wait and turnaround times and the
simulation duration.
Figure 8 presents the average wait times of the jobs

(i.e., the average waiting times of the jobs in the queue) in
case of different USO cluster selection and job scheduling
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Figure 6. ICT energy savings compared to RR with normal job
scheduling
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algorithms. As can be seen, the average wait time is
clearly shorter with the FP USO algorithm. The ECA
USO algorithm with backfilling has about the same
average wait time as RR, even though RR with FIFO
clearly has the longest waiting time. Also, there are
basically no differences between RR with energy-aware
and normal job scheduling. This is true also in general,
as reported in [2]: energy-aware job scheduling does not
cause significant increase in wait time.
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Figure 10. Average job turnaround time

Figure 9 depicts the simulation duration, i.e., how long
time it took to execute all the 1500 submitted jobs. The
graph shows the same as Figure 8: because the wait
times are longer with RR USO cluster selection, also the
simulation duration is longer.
Figure 10 presents the average job turnaround times

in case of different scheduling algorithms. The story is
the same as in previous figures: RR is slower due to the
longer wait time.

Based on the results above, we can conclude that RR
cluster selection with normal job scheduling algorithms
can be very inefficient in terms of energy. This is because
RR only balances the number of jobs among the clusters.
It does not take into account the differences in the
clusters (e.g., number of nodes/cores) or the differences
in the submitted job characteristics (e.g., number of
nodes/cores, walltime estimate). This can lead to a
situation where one cluster is over utilized with many jobs
waiting in the queue, while the other clusters can be under
utilized at the same time, with nodes running idle. The
energy-aware job schedulers (E-FIFO, E-BFF, E-BBF)
power off the idle nodes whenever possible, and this is why
a substantial amount of energy can be saved. On the other
hand, the FP cluster selection algorithm inherently takes
into account the differences in the clusters and submitted
jobs: it always selects the cluster with the estimated
minimal wait time, and thus balances the utilization
between the clusters. Then fewer nodes are running idle
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BBF

and energy is saved. Also ECA saves some energy even
though its goal was set to minimize the CO2 emissions.
Figure 11 presents the total CO2 emissions of the

federated HPC data centre. As can be seen, RR with
normal job scheduling causes the largest CO2 emissions.
Using energy-aware job scheduling reduces the emissions
due to the reduced energy consumption. Using FP cluster
selection reduces the energy consumption still a bit more
due to the better load balancing among clusters, and
thus the CO2 emissions are also smaller. ECA cluster
selection algorithm favours the cluster with the best
CUE value, i.e., least amount of CO2 emissions, and
hence achieves the greatest savings in CO2 emissions,
about 37% to 45% compared to RR with normal job
scheduling. Note that this requires also using the energy-
aware job scheduler; without energy-aware job scheduling
the emission reductions are smaller since ECA prefers
Cluster 1 over Cluster 2 due to the smaller CUE, which
in turn results in worse utilization in the bigger Cluster 2.
Energy-aware job scheduling turns off the idle nodes on
Cluster 2 and hence cuts the emissions. The CO2 savings
are depicted in Figure 12 as percentages.
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V. Testbed experiments
The energy-aware job scheduling and cluster selection

algorithms were also implemented as part of the software
plug-in developed within the project FIT4Green [33]. The
developed plug-in [34] is a set of software components
that add energy management capabilities to a data
centre by interfacing with the existing management
and automation tools of the data centre. Its goal is to
dynamically optimize the deployment of the applications
and services hosted and running across the ICT resources
of a single or federated site data centre, in order to
minimize the energy consumption or CO2 emissions,
that is, trying to consolidate load so as some hardware
resources can be turned off or set to low-power state. One
core software component of the plug-in is the Optimizer
that contains the cluster selection and job scheduling
algorithms and uses them together with the information
on data centre resources for suggesting a list of actions
that can potentially lead to reduced energy consumption.

In particular, the plug-in communicates with the RMS
and UNICORE at the HPC data centre environment by
acquiring information about the data centre status: the
jobs in the queue, status of the nodes and the jobs that
are currently running. All this information is stored and
kept up-to-date in an XML-based meta-model. Based on
this information, the plug-in can send actions to the RMS
and UNICORE, such as, start job or shutdown node in
the single site scenario. In the federated scenario, the
plug-in decides to which cluster the job will be submitted
to.
The plug-in can be used also in other types of data

centres, i.e., in traditional service or enterprise portals,
or cloud computing data centres. However, these are out
of scope of this work. An interested reader can find more
detailed information about the plug-in in [34]. The plug-
in’s source code is available at [35] as open source licensed
under the Apache License, Version 2.0.

A. Testbed scenario
This subsection describes the testbed scenario: the

clusters used in the tests, their configuration and charac-
teristics, how the tests were conducted and what kind of
test workload was used.
1) Environment and configuration: The testbed sce-

nario consists of three HPC clusters: Juggle, Jufit and
Dune. Juggle and Jufit are located at the Jülich Super-
computing Centre in Jülich, Germany, while Dune is
set up at the VTT Technical Research Centre in Oulu,
Finland. By having three testbed clusters located at
different sites and countries, it is possible to analyse the
impact of different CUE and PUE parameters of real
distributed systems. In Juggle and Jufit it is possible to
set the compute nodes to a low-power standby mode,
while in Dune it is only possible to shut down nodes.

Table IV
Operating numbers of the Juggle cluster

Parameter Value

Processor type Dual AMD Opteron
F2216 2.4GHz

Number of nodes 1 head node, 12 compute nodes
Cores per node 4
Overall number of cores 48
Main memory 8 GB per node
Network InfiniPath(QLOGIC),

Gigabit Ethernet
2 file servers disk capacity: 6 TB
Power supply efficiency 83%
Operating system SLES 10, Scientific Linux 5.2
RMS Torque (PBS Scheduler)
Node power consumption
- standby 117W
- idle 162.5W
- maximum 230W

Juggle involves altogether 12 compute nodes (see
Table IV). This allows executing jobs requiring many
resources in parallel. The Juggle is a relatively old system
compared to the other clusters in the testbed. Intelligent
Platform Management Interface (IPMI) services and
monitoring tools if not already provided by the operating
system have been installed on each node of the system
to enable the monitoring of dynamic system parameters,
such as core voltage and frequency, memory load, fan
RPM, and disk read/write rates.

Jufit is a more modern system providing a more modern
generation of processors. It consists of two compute nodes
with 12 cores each (see Table V). Compared to Juggle,
Jufit is in general more energy efficient in terms of CPU
power consumption and power supply efficiency. The
Jufit cluster has been used in the measurements for the
federated scenario.
The test environment at VTT consists of a Linux

cluster framework called Dune that includes four compute
nodes and a head node. All nodes are rackable Dell
PowerEdge R510 servers with equal characteristics as
can be seen in Table VI. There is no separate file server
available in the cluster, but instead all the nodes hold
adequate hard disk drives, with 1 TB of disk space.
The Torque RMS is installed on all clusters for

managing nodes and the scheduling and monitoring
of jobs. Furthermore, Target System Interface (TSI)
modules of the UNICORE middleware are installed on
the head nodes of the clusters to allow submitting jobs by
UNICORE, which is needed in the case for the federated
scenario.

All clusters are connected to Power Distribution Units
(PDUs), which measure the power consumption of each
single head and compute node. The results are requested
conveniently by clients through the Simple Network
Management Protocol (SNMP). The measurements were
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Table V
Operating numbers of the Jufit cluster

Parameter Value

Processor type Quad-core Intel Xeon
X5660 (Westmere), 2.6 GHz

Number of nodes 1 head node, 2 compute nodes
Cores per node 12
Overall number of cores 24
Main memory 24 GB per node
Network InfiniPath(QLOGIC),

Gigabit Ethernet
2 file servers disk capacity: 6 TB
Power supply efficiency 91%
Operating system OpenSuSE 11.3
RMS Torque (Maui Scheduler)
Node power consumption
- standby 142W
- idle 175W
- maximum 232W

Table VI
Operating numbers of the Dune cluster

Parameter Value

Processor type 2 x Quad-core Intel Xeon E5606
(Westmere), 2.13 GHz, 64-bit

Number of nodes 1 head node, 4 compute nodes
Cores per node 8
Overall number of cores 32
Main memory 4 x 16 GB (aggregate 64 GB)
Network Gigabit Ethernet
Power supply efficiency 90%
Operating system 64-bit Rocks cluster distribution

(based on CentOS 5.6 Linux)
RMS Torque (Maui Scheduler)
Disk space 1 TB SATA HDD on each node
Node power consumption
- off 0-2W
- idle 85-90W
- maximum 165-175W

updated every 3 seconds during the tests, so that the
values could be provided reliably.

The motherboards of the Juggle and Jufit compute
nodes support the ACPI [36] state S1, which is also
known as ‘standby’ state. As soon as the software plug-in
is generating a standby action, the appropriate compute
node will be set to standby mode. While on Juggle ‘wake-
on-lan’ is used to bring the machine back from standby
to normal state, the same result on Jufit is achieved by
an IPMI wake up command. The VTT testbed cluster
Dune is using instead the ACPI state S5 or better known
as ‘soft-off’, which requires a full reboot of the system.
Additionally, a DVFS feature has been enabled on

Juggle to analyse the impact of using DVFS instead of
ACPI energy saving mechanisms.
2) Testing methodology: The goal of the test mea-

surements was to compare the energy consumption of
the plug-in adapted supercomputing environments with
systems using default state-of-the-art solutions. The tests

tried to analyse the energy saving capabilities of the plug-
in software in two different areas:

• Savings on a single cluster by using the energy-aware
job scheduler of the plug-in

• Savings in a federated cluster scenario by using the
cluster selection algorithms of the plug-in

For each of these investigation areas specific test ap-
proaches were carried out regarding the used benchmark
workloads, type of job submission, and energy metering.
All measurements depended on the available hard- and
software. The workloads stressing the testing environment
consisted of jobs that made use of the installed HPC
applications. The jobs were either submitted directly from
the test user’s home directory on the head node of the
cluster or alternatively from the UNICORE client, so that
the user did not need to be logged in to the cluster. Both
submission types are quite common in supercomputing
scenarios.
The single site scenario tests were performed on the

Juggle system, which provides a suitable number of
nodes for testing the energy saving potential by using
the plug-in’s energy-aware job scheduler. Firstly, this
scheduling mechanism schedules jobs in the queue of
the cluster to the particular nodes and cores of the
cluster, and, secondly, it sets nodes to standby if they are
completely idle. Alternatively, DVFS instead of ACPI
standby can be used to save energy. When having equal
workloads and comparing the energy-aware scheduler
with a default state-of-the-art scheduler, the best possible
energy consumption depends on how efficiently the
jobs can be scheduled without loss of time, so that as
many nodes as possible can be set to standby. In the
supercomputing testbed at FZJ the energy measurements
were analysed by comparing the default PBS scheduler
with the plug-in’s energy-aware scheduler. While the PBS
scheduler is based on an enhanced FIFO (first in, first
out) algorithm, the plug-in one used the backfill first fit
approach. The particular measurements were performed
with workloads generating different system utilization
profiles on the Juggle cluster (0%, 40%, 60%, and 80%) to
simulate potential loads of real supercomputing machines.
The total energy consumption generated by a single

test workload has been calculated in Joule as a product
of the measured average power of all cluster nodes and
the elapsed time that was needed to run all jobs of
the workload. The elapsed time involves the total time
elapsed from the submission of the test user’s first job
until the output files of the last executed job have been
stored where requested. So, this period includes the
time for transferring input files, the wait time in the
RMS queue, the actual execution time, and the time to
stage the output files to the requested locations. Each
measurement was stopped immediately after all jobs
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Figure 13. Difference of job submission in single and federated
benchmark tests

of the test workload were finished. This approach was
mandatory to measure the time that different scheduling
strategies need to process the workload. So, the energy
of one measurement was calculated as follows:

ESingleSite = TW orkload ∗ PCluster, (8)

where ESingleSite is the total energy of the site, TW orkload

is the elapsed time to process the workload, and PCluster

is the average power consumption in the cluster during
the workload processing.
Single site scenario tests were also performed on the

Dune cluster following the same testing methodology.
The only differences were that Dune supports only soft-
off instead of standby and DVFS, and the comparison
point was Maui scheduler instead of PBS scheduler.

When performing tests in the single site scenario, the
jobs of the workload were submitted locally from the
cluster’s head node by using provided shell commands
of the RMS on the dedicated cluster. This approach
is a common practice in supercomputing environments
when the dedicated target system of the job is already
known. In the federated scenario another job submission
approach was utilised. Since it is not known in advance
on which cluster the job should be executed, the test user
submits the jobs at first to a UNICORE server, which
acts as a centralized entry point for all incoming jobs.
This UNICORE instance is connected to the installed
UNICORE TSIs on the testbed clusters, so that the
server is able to submit incoming jobs to the RMS of
an appropriate machine. Before that, the USO, service
of the UNICORE server, initiates a resource allocation
request to ask the plug-in for a suitable target machine
for the job. Figure 13 highlights the difference in terms of
job submission between the single and federated scenario.

In general, the workloads have been compared in each
test case by using the plug-in’s scheduling strategies as

well as default mechanisms for getting results of how
efficiently the plug-in is able to save energy. In the case
when the plug-in was not used, the existing state-of-the-
art mechanisms have been used to process the jobs on
the test clusters.

The approach of the energy consumption measurement
in the federated scenario is to consider only the elapsed
time, which is needed on each testbed cluster to run
the assigned jobs of the benchmark workload. This
incorporates that each involved cluster can produce in
one benchmark measurement a different elapsed time
and different average power consumption. So, the total
energy consumption EF ederated in one measurement is
the product of the elapsed time and the average power
of each cluster i:

EF ederated =
N∑

i=1
TClusteri

∗ PClusteri
. (9)

3) Test workload: The benchmark measurements on
the testbed were aimed at stressing the testbed as close as
possible to clusters in real supercomputing environments.
For that purpose different typical HPC applications were
installed on the test clusters, namely LINPACK [37],
a collection of FORTRAN subroutines to solve linear
systems, and PEPC (Pretty Efficient Parallel Coulomb
Solver) [38], which is used to run astrophysical N-body
simulations.

For the single site scenario the test workloads were cre-
ated by a configurable Perl script, which can parameterise
the jobs in terms of the used HPC application, the level
of computation intensity, the number of used nodes and
cores, as well as the planned walltime (also known as wall
clock time), which is the time elapsed until a job should
have been finished. In this way workloads were created
stressing the system with different system utilization in
order to analyse the energy savings under those different
loads. Also real world clusters working in production show
often varying system utilizations between entirely idle
and working to capacity. The utilization factor is defined
here as the percentage of time when cluster resources are
stressed with jobs relative to the total elapsed time of the
workload. For instance, a system load of 90% means that
only on an average of 10% of the elapsed time cluster
nodes are able to be set to the energy saving standby
mode because they are otherwise busy with running jobs.
In case of the federated scenario the workloads of

the single site scenario were adapted as a template to
create workloads using the same HPC applications within
the graphical UNICORE Rich Client (URC) [39]. This
workload is embedded in a workflow from where the single
jobs are submitted in parallel to the UNICORE server,
which in turn initiates resource allocation requests to
the plug-in’s cluster selection algorithms, and forwards
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Table VII
Dune - Numerical results of single site measurements

System utilization [%] 0% 50% 80% 90%

Energy with 11.8 133.2 433.4 480.5
plug-in [kJ]
Elapsed Time [s] 517.8 543.2 1276.9 1276.7
Average Power [W] 22.8 250.8 339.6 376.6

Energy without 176.9 254.5 499.1 515.9
plug-in [kJ]
Elapsed Time [s] 515.7 648.0 1258.3 1268.0
Average Power [W] 343.4 393.0 396.8 406.9

Energy saving [%] 93.3 47.7 13.2 6.9

subsequently the jobs to the chosen cluster.
Roughly 90% of the workload jobs can run on both

clusters, while the requirements of always 10% of the jobs
can only be met on one of the clusters. This distribution
creates a base load on the clusters to map better real
world environments where jobs are usually not able to
run on every available target machine.

B. Testbed results
This subsection presents the results of the testbed

experiments for both single and federated site scenarios.
1) Single site scenario: In our previous work [2], we

showed the potential energy savings in a testbed that
considered the ACPI standby mechanism on the compute
nodes. In this work, we have performed additional single
site measurements on the new VTT testbed cluster
Dune, which is using ACPI S5 soft-off power shut down
to save energy on unused nodes, while on Juggle and
Jufit only ACPI standby is available. ACPI standby is
faster than soft-off in switching to the power-on state
but, on the other hand, does not have the same power
saving potential. The results can be found in Table VII.
Each workload measurement was repeated with several
iterations.

From the results it is possible to note that the energy
savings are highly dependent on the test workload and
the utilization of the whole system. The single site
optimization algorithm attempts to keep the system
active with the lowest possible amount of resources and
still providing suitable turnaround times for the jobs.
With lower utilization values the energy savings are
higher, but if the system is very busy there are not many
opportunities to shut down idle resources.
The single site scenario tests at FZJ were performed

on the Juggle system, which provides a suitable number
of nodes for testing the energy saving potential by
setting nodes to standby status. However, apart from
the different ACPI mechanisms it was worth to evaluate

the energy saving potential of using the DVFS feature,
which works on the principle of setting unused nodes to
the powersave governor, i.e., the lowest CPU frequency
and core voltage is set on the node. The performance
governor is set again by the plug-in once the nodes are
requested again by jobs. That setting implies that the
maximum available frequency is set on the CPUs of the
nodes. On-demand governors were consequently not used
in the configuration, since it is in general not desirable
to use frequency scaling when running CPU intensive
jobs. Administrators experienced performance drawbacks
with on-demand governors, which is a critical issue in
HPC environments. The software plug-in on Juggle has
thus been enabled to make use of different energy saving
methods:

• ACPI power saving statuses (e.g., standby or soft-
off)

• DVFS (switching between powersave and perfor-
mance governor)

• ACPI standby + DVFS (observed slightly higher
savings on the testbed cluster when using both
mechanisms in parallel).

In general, the energy measurements have been anal-
ysed by comparing the PBS default scheduler with
the the plug-in’s energy aware job scheduler. These
measurements were performed with workloads generating
a different total load on the cluster (0%, 40%, 60%, and
80%). Each workload measurement was repeated with
several iterations. The results in Table VIII show the
average values of those tests.

The energy consumption of a single workload has been
calculated in Joule as a product of the measured average
power of all cluster nodes and the elapsed time, which
was needed by the appropriate workload. The elapsed
times of each workload depend on the composition of the
workload to achieve certain system utilization, so there is
no correlation between the elapsed time values of different
system loads. In contrast, the average power consumption
increases with more intensive workloads, since less idle
nodes can be set to an energy saving status.
When comparing the values of default scheduler

measurements with energy-aware scheduler tests it is
apparent that the elapsed time is most time slightly
higher with the energy-aware strategies, which is caused
by the overhead of the optimization process. In particular,
cluster information such as node and job statuses must
be read and analysed at the remote plug-in server, and
generated actions must be sent back to the RMS of the
cluster. However, this process has been optimized in
terms of performance during the implementation phases,
so that the time impact has been minimized. Overall,
the expected overhead in the single site scenario is round
about 2-3% compared to default mechanisms.
Taken into account similar elapsed time results for
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Table VIII
Juggle - Numerical results of single site measurements

System utilization [%] 0% 40% 60% 80%

Energy with 1300 2652 3018 4410
standby [kJ]
Elapsed Time [s] 1000 1634 1580 2143
Average Power [W] 1300 1623 1910 2058

Energy with 1400 2701 3033 4433
DVFS enabled [kJ]
Elapsed Time [s] 1000 1556 1558 2126
Average Power [W] 1400 1736 1947 2085

Energy with 1280 2616 3003 4389
standby+DVFS [kJ]
Elapsed Time [s] 1000 1620 1579 2144
Average Power [W] 1280 1615 1902 2047

Energy with 1960 3304 3345 4625
default scheduler [kJ]
Elapsed Time [s] 1000 1554 1552 2088
Average Power [W] 1960 2126 2155 2215

Energy saving with 33.7 19.7 9.8 4.6
standby [%]
Energy saving with 28.6 18.2 9.3 4.2
DVFS [%]
Energy saving with 34.7 20.8 10.2 5.1
standby + DVFS [%]

the single site measurements, the main factor for saving
energy is clearly the measured average power of the tested
cluster, which is proportional in the measurements to the
decreasing system load. While the default RMS scheduler
cannot make advantage of idle compute nodes, the plug-
in sets them in an energy saving standby mode, which
reduces noticeably the average power of the system.

When using only DVFS we could observe energy saving
between 28.6% and 4.2% compared to the default sched-
uler depending on the generated system utilization. When
enabling DVFS and ACPI standby together we could even
achieve between 34.7% and 5.1%, which confirmed the
assumption that DVFS + standby generates a slightly
lower consumption than ACPI standby alone (between
33.7% and 4.6%). However, this behaviour could only
be detected on the used testbed hardware. It cannot be
stated as a general rule. Nevertheless, administrators
can check their systems if it makes sense to use both
mechanisms in parallel. On Juggle an additional gain of
about 1% saving is possible when using both features.
Using DVFS alone could be a benefit when high job
fluctuations can be expected on a system. Especially,
when the hardware is supporting only a full shut down
ACPI status, which would need 2-3 minutes for powering
the system on again, and a high job submission rate is

supposed, it could be more efficient to use the supported
DFVS feature. That mechanism needs only one second
to switch between the governors.
2) Federated scenario: In the supercomputing feder-

ated scenario we wanted to measure the emission and
energy saving capabilities of the plug-in’s cluster selection
strategies. Jobs should be assigned to suitable cluster
resources in the most energy efficient way. The plug-in’s
Optimizer implements two different strategies to achieve
that resource allocation, namely the ECA and FP cluster
selection algorithms.

Section III gives already a detailed description of both
strategies. In short, the FP algorithm calculates the
wait time of a job on all potential suitable clusters and
submits the job to the system that provides the most
minimal estimated queue time. In contrast, the ECA
algorithm estimates at first the energy or respectively
the emission (depending on the chosen objective), which
would be produced by a job on a particular cluster.
The energy/emission is calculated by considering the
PUEs/CUEs of the clusters as well as estimating the ICT
energy consumption of particular. In the supercomputing
testbed at FZJ, PUE and CUE indexes are equal for
both testbed clusters, since both machines are located in
the same data centre environment. However, the Dune
cluster of VTT is located at Oulu in Finland and provides
different PUE and CUE specific values.
Additionally, the ECA algorithm checks if the user

defined ‘latest job finishing time’ can be satisfied, i.e., we
used user defined allowed delay value for load balancing
between clusters. This means that the plug-in verifies if
the job can be executed and finished on a cluster within a
user defined time limit. If not, the job cannot be scheduled
in the best energy efficient way and the next cluster is
chosen, where the estimated wait time is smaller than the
user defined value. By this mechanism, the user can set
a threshold value from where jobs must not be scheduled
energy efficiently anymore.
The crucial factor in terms of energy efficiency is

the power consumption of the testbed clusters over a
dedicated time. Furthermore, it was worth to analyse
the impact of an application benchmark parameter,
which takes into account the different performance of
an application produced on a particular cluster.

Scheduling jobs in a federated environment of different
supercomputers is not yet very common in HPC. Re-
source brokering in heterogeneous environments is still
an on-going research area in HPC. Meta-schedulers are
usually not yet deployed in real production environments
but rather in smaller research and test environments.
One of the main barriers is that HPC job requirements
are often strongly system-related so that the jobs can
only run in a dedicated hard- and software environment.
There is also a lack of dynamic resource information
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on the broker level about node and queue statuses of
the bounded supercomputers. Usually, users have a clear
picture where to submit their jobs. Often these jobs can
only run on particular nodes, since only there the required
application software is installed.
Accordingly, there are no matured solutions of meta-

schedulers available that could be used as reference
software. So, in the testbed experiments we compared our
solution with a simple round-robin scheduling mechanism
provided by the UNICORE software. This solution does
not consider any dynamic system information about jobs
in queues or the statuses of nodes. A more intelligent
solution for scheduling jobs in federated environments is
the developed plug-in’s FP algorithm, which does not take
into account energy or emission aware parameters but
only the fastest execution time of jobs on the clusters. So
the focus of the federated scenario evaluation was not only
to compare ECA and FP with default RR algorithm, but
to check the impact of the provided scheduling parameters
on the results. In the federated tests the energy-aware
job scheduling used in the single sites assessment was
deactivated to set the focus on the energy saving potential
of the federated algorithms.

For analysing the impact of different PUEs on the sites
we changed the PUE value of the FZJ site in each trial
and used a fixed value on the VTT site where Dune is
located, so that we could analyse the system utilization
of the clusters while changing the PUE difference of
them. The PUE value on Dune, which was calculated by
VTT administrators, was set to 1.2. For the FZJ site we
actually calculated a value of 1.4. In the evaluation we
iterated the FZJ parameter from 1.0 to 1.8.
Figure 14 shows clearly the impact on the utilization

of the particular testbed clusters when iterating over the
FZJ PUE value. The graph of the Juggle is relatively
constant, since the Optimizer schedules only some default
jobs to the system, which can run only there (requesting
8 nodes per job). Apart from these jobs no others are
submitted to that machine, since the Optimizer considers
its high basic power consumption compared to the other
two clusters. In contrast, Jufit is getting at first the most
jobs of the workload when having a lower PUE than
Dune which was set to 1.2. The consequence is at the
beginning higher system utilization on Jufit compared to
Dune.

When Jufit and Dune have the same PUE (1.2) Dune
is already preferred clearly by the Optimizer since it
has the most efficient power consumption per compute
node in the testbed. Higher PUEs for FZJ-Jufit result
in even lower utilizations for Jufit and higher ones for
Dune. With more than 1.4 PUE on Jufit saturation on
the utilization of Dune can be detected. Dune is utilized
almost with 100% and also Jufit levels out at about 35%.
The CUE evaluation was performed in a similar way
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Figure 14. Impact on cluster utilization when iterating over PUE
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Figure 15. Impact on cluster utilization when iterating over CUE

as the PUE iteration. After changing the Optimizer
objective to CO2 emissions, the CUE parameter of the
available two sites was used for calculating the job
scheduling in the federated scenario tests. For Dune
a CUE value of 0.43 was calculated based on local
energy and emission characteristics. For the FZJ site
we ascertained a value of 0.8. Again, for analysing the
impact of different CUEs, we iterated over different CUEs
at the FZJ site.
The test results in Figure 15 show that the Juggle

utilization is again constant with different CUEs since
the Optimizer schedules only some workload jobs to
Juggle which can only run on that machine. Apart from
these jobs no other ones were assigned to that cluster
since its basic energy consumption is too high compared
to the other testbed machines. Jufit shows a slightly
higher utilization than Dune when the CUE value is on
a similar level than the Dune one. However, this effect
is reversed when the CUE value of FZJ site is increased.
The Optimizer calculates then a higher emission on Jufit
and generates therefore a higher utilization on Dune for
meeting the CO2 emission objective.

The runtime of a job on a dedicated machine can have
an important impact on the overall energy consumption.
Therefore, the plug-in’s application benchmark feature
was introduced to map the different performance of
supercomputers when running jobs with known HPC
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Figure 16. Impact of application benchmarking on job scheduling

applications. The mapping is implemented by adding an
application ID and a corresponding integer value, which
indicates how efficiently the application can be executed.

In the test trials we used the LINPACK application for
the evaluation of that parameter. LINPACK is installed
on all available testbed clusters. Test benchmarks showed
that all machines provide a different performance when
executing jobs using the same LINPACK configuration.
Finally, after measuring the execution time of the test
jobs we were able to define different benchmark values for
all the clusters of the testbed. Nevertheless, we wanted
to evaluate not only this benchmark distribution but
the impact of the application benchmarking on the job
distribution and system utilization of the testbed. So, we
performed additional tests with changing the benchmark
parameter of the Jufit cluster and measuring the number
of executed jobs on the clusters when iterating over
different parameters (5, 10, and 15).
Figure 16 shows the distribution of the jobs during

these different iterations. The Juggle cluster receives
only a few jobs for all iterations. More revealing results
could be detected in that evaluation on Jufit and Dune.
When having similar benchmarks (Jufit 5, Dune 4) Dune
receives clearly most of the workload jobs, since there
is no big difference in that parameter between both
machines and Dune is preferred by the Optimizer because
of the node’s better power consumption. When increasing
the Jufit benchmark parameter from 5 to 15 it can be
detected that Jufit gets as more jobs from the Optimizer
as higher the benchmark parameter has been set. Finally,
a benchmark value at Jufit of 3 times higher than
the Dune value results that the actually more power
efficient Dune machine is overpowered by the much better
benchmark efficiency of the Jufit machine, i.e., even if
Jufit consumes more power, it consumes less energy since
it is expected to execute the job much faster than Dune.
This shows that the benchmark application parameter
can have a strong impact on the job distribution, which
again affects the energy consumption of the federated
clusters.
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Figure 17. Job distribution and latest job finishing time

The Optimizer checks additionally if the user defined
‘latest job finishing time’ can be satisfied. This means
that it is checked if the job can be executed and finished
on a cluster within a user defined limit. If not the job
cannot be scheduled in the most energy efficient way and
the next cluster is chosen where the estimated wait time
is smaller than the user defined value. By this mechanism
the user can set a threshold value as part of the given job
description from where on jobs must not be scheduled
energy efficiently anymore. It is assumed that users will
set a multiple value of the wall time of a job when
considering the latest job finishing time. For example,
if a job gets a walltime of 8 hours, it can be assumed
that the user expects in general some wait time before
his job can be executed. So, we analysed the impact of
the latest finishing parameters which were set between
three and ten times as high as the average walltime of
the submitted workload jobs. Figure 17 shows the results
of the job distribution when iterating the same workload
with different job finishing parameters.

When relatively short latest job finishing times were
set by users the Optimizer is not able to schedule most of
the jobs in an energy efficient way. Taking into account
the power estimation the Optimizer submits the jobs at
first to Dune, calculates then that the overall finishing
time (wait time + runtime) of the other waiting jobs
would exceed their latest finish time, and thus will submit
new jobs to other clusters until Dune provides again time
slots for waiting jobs. In that way, it can be detected that
even the Juggle cluster, which is usually underutilized
by the federated plug-in scheduling algorithms because
of its bad energy efficiency, gets more jobs as usual with
low latest job finishing time parameters. With increasing
latest job finishing times the plug-in has a greater margin
to schedule jobs to energy efficient clusters, which is the
Dune cluster at VTT in this evaluation.
In general, the latest job finishing time parameter is

very important to guarantee as much as possible a fair
sharing of the federated resources when there is high
system utilization. On the other hand this parameter
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helps to submit jobs each time to the most efficient
cluster as long as the user’s latest job finishing time
can be satisfied. This condition can be rather satisfied
in underutilized federated resources. Using additionally
some of the developed single site algorithms to save energy
on these underutilized resources would lead to further
energy savings.

In the final assessment we analysed the overall energy
and emission saving potential of the plug-in’s federated
algorithms. For this purpose, we used the constructed
PUE and CUE values of the two testbed sites FZJ and
VTT. While at VTT a CUE of 0.43 and a PUE of 1.2
has been defined, we set at Jufit and Juggle a CUE of
0.8 and a PUE of 1.4. For the LINPACK application
benchmark parameter we used the results of our test
measurements to detect the most efficient benchmark
distribution, which is Juggle=1, Jufit=10, and Dune=4.
Concerning the latest job finishing time parameter

we compared the energy consumption of different values
since this parameter reflects very reasonably the overall
utilization of the federated resources. The results were
compared at first glance with the default round-robin
strategy of the UNICORE middleware. However, the
round-robin strategy is a bad algorithm in terms of energy
efficiency. It just submits the jobs by considering time
slots in the scheduling calculation and distributes thus
the jobs pretty equally to the resources without regarding
available idle resources, job queue information, and power
consumption.
A much better algorithm in terms of scheduling jobs

in federated environments without regarding the power
consumption, PUE, and CUE values is the FP algorithm,
which is a good reference point when comparing energy-
aware- with non-energy-aware-algorithms in federated
environments.

Table IX shows the results regarding energy consump-
tion and produced emissions when using the plug-in for
scheduling jobs efficiently in federated environments. The
first column shows the measurement that was performed
with a relatively low latest finishing time parameter of
3600 s while running test jobs with an average walltime of
720 seconds. Compared to the USO round-robin strategy
one could save up to 52% energy when using the plug-in.
When the latest finishing time is increased to 10800 s,
this saving was even raised to 67%. This seems to be
a very high saving. The reason is that the round-robin
strategy submits in contrast to the plug-in a lot more
jobs to Juggle. This results obviously in a much higher
energy consumption of the Juggle nodes. Whereas more
jobs on Jufit or Dune only raise the energy consumption
moderately, on Juggle more jobs generate a significantly
higher consumption.
The result of a measurement with the plug-in’s FP

algorithm is listed in the third column. Also that strategy

Table IX
Energy and Emissions in HPC federated measurements

ECA ECA FP RR
Latest finish time [s] 3600 10800 10800 -

Juggle [kJ] 4668 1916 3705 12893
CUE 0.80 0.80 0.80 0.80
PUE 1.40 1.40 - -
Jobs 16 5 11 43
Elapsed Time [s] 2979 1245 2434 8181
Average Power [W] 1567 1540 1522 1576
Utilization [%] 66 56 46 81

Jufit [kJ] 961 767 1051 962
CUE 0.80 0.80 0.80 0.80
PUE 1.40 1.40 - -
Jobs 57 25 61 45
Elapsed Time [s] 2940 2536 3213 2838
Average Power [W] 327 304 327 339
Utilization [%] 65 49 93 45

Dune [kJ] 1442 2163 1426 1029
CUE 0.43 0.43 0.43 0.43
PUE 1.20 1.20 - -
Jobs 62 106 63 47
Elapsed Time [s] 3163 4721 3211 2839
Average Power [W] 456 458 444 430
Utilization [%] 82 97 88 79

Total cluster [kJ] 7072 4846 6181 14884
Saving to FP [%] - 21.59 - -
Saving to USO [%] 52.49 67.44 - -
Total cluster emissions 1.42 0.86 1.31 3.62
[kgCO2eq/kwh]

schedules some jobs to Juggle. However, in that case, the
waiting time of the queued jobs is checked continuously
by the Optimizer, so that much less jobs run at the end on
that machine. Moreover, considering the elapsed times of
the workload on the particular clusters it can be detected
that the total summarized elapsed time is shorter com-
pared to the energy aware algorithm. Nevertheless, the
FP algorithm is not as energy efficient as the energy aware
strategy. At the end, the higher energy consumption of
the most inefficient cluster is particularly disadvantageous
for the total workload energy consumption. So, compared
with the FP strategy and using same latest finishing
times, the ECA algorithm saves about 21% energy. In
the federated scenario, the energy-aware job scheduler
(if used) causes the same 2-3 % overhead as in single site
scenario. Additionally, FP and ECA algorithms cause
some more overhead compared to the simpler round-robin
algorithm that does not need any dynamic information
from the clusters. Clearly, the overhead is much smaller
than the achieved savings.
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VI. Conclusion and Future Work

The results show that the generally used round-robin
cluster selection algorithm can lead to unbalanced uti-
lizations among clusters. This can be very inefficient in
terms of energy consumption and CO2 emissions. Using
energy-aware job scheduling to power off idle computing
nodes whenever possible greatly enhances the energy-
efficiency. Load can also be balanced by replacing round-
robin cluster selection by the Fastest possible selection
algorithm. This leads to energy savings due to the better
utilization of clusters and shorter wait times. Using both
energy-aware job scheduling and FP cluster selection
simultaneously leads to greater energy savings than using
only one of them. The greatest CO2 emission savings can
be achieved by using ECA cluster selection algorithm
to favour the cluster with least CO2 emissions. The
actual savings in each case depends on the cluster and
job characteristics. In these simulations, for example,
the energy sources were chosen so that one cluster had
rather small CUE, another one rather big CUE, while
the third one was something between them. With smaller
differences in CUE, also the possible savings in CO2
emissions would be smaller.
Based on the simulation results presented above, we

propose to use FP cluster selection algorithm for the
jobs without green SLA, since it leads to energy and
CO2 emission savings due to the better utilization of
the clusters, and to better QoS due to the shorter wait
time. For the jobs with green SLA, we propose to use
the ECA cluster selection algorithm, since it can lead
to even greater CO2 emission savings than FP, while
keeping the QoS (in terms of time) at the user specified
level. It can be used also without green SLA, if some
other parameter (e.g., queue size limit) is used for load
balancing to prevent excessive load on the "greenest"
cluster.

The results of the single site testbed assessment, with
a focus on a DVFS feature, confirmed the experiences of
our previous work [2] to the effect that the energy saving
potential when using energy-aware scheduling increases
with decreasing system utilization. When having loads
above 80%, the saving potential is very limited (<10%).
On the other hand utilizations below 60% show more
reasonable savings (10% to 34%). The highest possible
energy saving on the Juggle cluster was 34.7%, which
happens when the system is completely idle. That value
is limited by the fact that a compute node that was
set to ACPI state standby cannot save more than 35%
energy. It remains to be stated that the higher the system
utilization the less compute nodes can be set to an energy
saving status.

For the federated testbed results, it must be stated that
the energy saving potential is absolutely dependent on the

available hardware. A slow and high-consumption cluster
as Juggle in a federated supercomputing environment
can have a major impact on the results. If we had
used three similar testbed clusters regarding their energy
consumption, it can be expected that the energy saving
potential would have been far smaller. In that case also a
round-robin strategy would have produced better results
and the FP strategy in the same way. Nevertheless, the
performed test studies revealed many new insights into
the saving potential of scheduling jobs energy efficiently
in federated supercomputing environments. The results
obtained can be used as a basis for the design of specific
federated cluster environments when using the developed
plug-in to enable an energy-aware scheduling of the
resources.

The simulation studies and testbed experiments were
performed with a different set of parameters e.g., hard-
ware, type of jobs and cluster configurations. However,
it is possible to note from both results that there is an
energy saving potential in federated HPC environments
that is dependent on the available hardware and cluster
utilization. A poor utilization of clusters can ultimately
lead to an increase in energy and emissions.

Previous research in the energy-efficiency of HPC grid
computing has mainly focused on performing optimiza-
tions inside a single data centre. This work presented a
global view by taking into account the whole grid: the
characteristics of the data centres, compute nodes and
the computing hardware. The most comparable approach
to our work is HAMA, described in [14]. The results of
HAMA are similar to our approach: energy savings are
between 23% and 50%.

Recently, the plug-in’s energy-aware job scheduler has
been enhanced by adding several additional scheduling
policies that are available in commercial schedulers
like Moab. The new supported policies are mainly for
enhancing the QoS for the users, including for example
fair share and job exclusive policies. Fair share policy
prevents a single user from conquering all the nodes with
multiple jobs if there are also other users’ jobs waiting
in the queue. Job exclusive policy means that the job
will get all the resources of the entire node for itself;
only one job per node is then allowed. Our future work
include testing the effect of these policies to the energy
and emission savings.
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Abstract—In contrast to projections, which stated that the 

wide-spread distribution of high-speed Internet connections 

would render geographical distance irrelevant, cities have 

recently gained importance in academic research. Yet, real-

time monitoring of urban processes is widely unexplored. We 

present the concept of a Live City, in which the city is regarded 

as an actuated near real-time control system creating a 

feedback loop between the citizens, environmental monitoring 

systems, the city management and ubiquitous information 

services. After clarifying the term ‘live’ – as opposed to 

common understanding of ‘real-time’ – we identify four main 

barriers towards the implementation of the Live City: 

methodological issues, technical/technological problems, 

lacking quantification of economic revenues, and finally 

privacy and legislative questions. In this paper, we discuss 

those challenges and point out potential future research 

pathways towards the realisation of a Live City – ranging from 

sensor network developments, real-time quality assurance and 

new user interface paradigms to world-wide legislation 

measures, a standardised urban operating system and the idea 

of a ‘tuned’ city. 

Keywords-live city; ubiquitous sensor networks; real-time 

city; urban services; real-time information services. 

I.  INTRODUCTION 

Based on the fast rise of digital communication 
technologies [1], projections stated that the wide-spread 
distribution of high-speed internet connections will render 
geographical distance irrelevant [2],[3], and that cities are 
not more than mere artefacts of the industrial age [4]. As a 
side effect, cities were presumed to drastically decrease in 
importance as physical and social connections, and would 
play an increasingly ancillary role in socio-technical 
research. 

In reality, the world developed completely differently – 
cities are back in the centre of research. In fact, a United 
Nations (UN) report, which has been released before the 
World Population Day in 2007, states that for the first time in 
history, more people now live in cities than rural areas [5]. 
Thus, cities in their multi-layered complexity in terms of 
social interactions, living space provision, infrastructure 
development and other crucial human factors of everyday 
life have re-gained importance in scientific research. This 
arises from the fact – amongst others – that major 

developments of scientific and technological innovation took 
place in the urban context [6],[7]. 

However, in research on urban areas, especially real-time 
monitoring of urban processes and target-oriented 
deployment of digital services, are still widely unexplored. 
These research fields have recently received a lot of attention 
due to the fast rise of inexpensive pervasive sensor 
technologies, which made ubiquitous sensing feasible and 
enrich research on cities with uncharted up-to-date 
information layers through connecting the physical to the 
virtual world, as shown in Fig. 1. 

 

 
Figure 1. Live City – Connecting Physical and Virtual Worlds. [8] 

 
One driver towards this vision is the diminishing digital 

divide on a global scale. While the digital divide within 
countries is still strongly affecting the degree of access to 
information and knowledge, the global digital divide is 
decreasing due to the fast rise of Information and 
Communications Technology (ICT) markets in China, India, 
South-East Asia, South America and Africa. Mobile phone 
penetration (mobile subscriptions per 100 inhabitants) has 
been at 76.2% of the world’s population in 2010, where it is 
at 94.1% in the Americas and at 131.5% in Commonwealth 
of Independent States (CIS) [9]. The two fastest growing 
mobile phone markets China and India currently face a 
penetration rate of 64% and 70%, which makes a total 
number of 1.69 billion subscribers in those two countries 
alone. 
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This development builds the basis for the installation of 
urban real-time services. In a recent report on Digital Urban 
Renewal [10], the author states that major demand-side 
drivers for digital urban projects are the increasing focus on 
sustainability and emissions reduction, continued pressure on 
the urban transport infrastructure, and increasing pressures 
on citizen services due to demographic shifts, amongst 
others. On the supply side, several drivers have been 
identified including the ongoing evolution of the Internet as 
an underlying framework for services, new connectivity 
technologies, sensor networks and augmented reality. 

All these comprehensive ideas supporting the paradigm 
of assessing, analysing and influencing urban environments 
in (near) real time (s. Section III for a disambiguation of 
‘real-time’ and ‘live’) require a number of cognitive 
concepts, spatio-temporal algorithms and technological 
developments to be feasible. 

However, we are still facing a lack of experience in 
assessing urban dynamics in real time. One reason is that 
ambient and continuous monitoring is an enormous 
challenge, and this is particularly true in the urban context, 
which poses very specific challenges. These comprise well-
known technological questions, but also significant 
economical, social and political ones, which are rapidly 
gaining importance. This applies to a wide range of recent 
developments connected to live cities such as the Internet of 
things, pervasive sensing or ubiquitous urban monitoring. 

Over the last few years, researchers and practitioners 
have also dealt with the apparent disconnect between the 
technical capabilities developed by researchers and 
technology firms in the broad context of smart cities and the 
actual adoption rates in cities. It can be argued that this 
follows the normal pattern of innovation adoption, and that 
in Geoffrey's Moore language the technologies have not yet 
"crossed the chasm" of adoption. However, a few patterns 
seem to emerge in urban environments, stressing the social 
and organisational nature innovation in addition to the 
technology aspects. 

An important aspect to mention is that real-time and 
smart cities are nowadays often associated and developed 
under the umbrella of energy-related questions and 
applications, such as the Strategic Energy Technology 
initiative [11] by the European Commission. This paper tries 
to present a more holistic and comprehensive definition of a 
Live City. We see the city as a multi-layered construct 
containing multiple dimensions of social, technological and 
physical interconnections, i.e., as an actuated multi-
dimensional conglomerate of heterogeneous processes, in 
which the citizens are the central component. 

Towards the realisation of a Live City, we are currently 
experiencing a fast progressing technology development, 
which is not only moving ahead quickly, but which is 
moving ahead of society. This development can be compared 
with a stream moving at high speed, on which we are 
paddling to remain on the same spot or at least not to drift off 
too fast. The question, which we have to tackle in this regard, 
is where our goal for the future lies: down-stream, 
somewhere near our current spot, or even up-stream? 

In this paper, we try to illustrate possible pathways to 
answering this multi-dimensional question. We incorporate 
societal, technical, political, privacy and economic issues 
into our rationale. We are well aware of shortcomings in 
terms of completeness and technical thoroughness. The 
paper shall be considered a first leap towards a Live City 
‘Installation Guide’. 

This paper is organised as follows: after this introduction 
we illustrate a few examples on existing approaches towards 
Live Cites in Section II before giving a disambiguation of the 
term ‘live’ in Section III. Section IV discusses challenges in 
current research on the Live City and Section V illustrates 
potential future research avenues, before Section VI 
summarises conclusions from the paper. 

II. STATE-OF-THE-ART – REAL-TIME AND LIVE CITIES 

One of the first implementations of a ‘real-time city’ has 
been done by the MIT SENSEable City Lab [8]. This 
research group has considerably coined the term ‘real-time 
city’, particularly through visualising the city as a real-time 
and pulsating entity. In further research initiatives, the 
SENSEable City Lab investigated human mobility patterns, 
the usage of pervasive sensors to assess urban dynamics, 
event-based anomaly detection in ICT infrastructures, and 
correlations between ICT usage and socio-cultural 
developments. The major shortcoming in this research is that 
no generic long-term goals are addressed apart from singular 
implementations in selected cities. 

A new and innovative idea in the context of assessing 
urban dynamics in real time is the concept of Living Labs. 
According to [12], a Living Lab is a ‘real-life test and 
experimentation environment where users and producers co-
create innovations’. Living Labs are strongly driven by the 
European Commission, which characterises them as Public-
Private-People Partnerships (PPPP) for user-driven open 
innovation. A Living Lab is basically composed of four main 
components: co-creation (co-design by users and producers), 
exploration (discovering emerging usages, behaviours and 
market opportunities), experimentation (implementing live 
scenarios) and evaluation (assessment of concepts, products 
and services). Even though the concept of Living Labs has 
rapidly gained attention over the last decade, it has not been 
holistically explored in terms of general research challenges 
and concrete future points of action. 

Also, much research is performed in the area of smart 
cities (in particular in South Korea also the term ‘ubiquitous 
cities’ is popular). For instance, IBM has implemented a 
number of urban services in the course of their ‘Smarter 
Planet’ programme [13]. Within this initiative research is 
performed together with cities all over the world to 
implement applications in the areas of city management, 
citizen services, business opportunities, transport, water 
supply, communication and energy. The goal is to seize 
opportunities and build sustainable prosperity, by making 
cities ‘smarter’. Despite the seminal nature and the broad 
awareness for the concept, smart cities are currently mostly 
understood in terms of energy-related questions (particularly 
in the European Union), i.e., nearly no trans-disciplinary 
approaches have been developed. 
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A sensor-driven approach to ubiquitous urban monitoring 
is presented in [14] and in [15]. The authors present a 
measurement infrastructure for pervasive monitoring 
applications using ubiquitous embedded sensing 
technologies with a focus on urban applications. The system 
has been conceived in such a modular way that the base 
platform can be used within a variety of sensor web 
application fields such as environmental monitoring, 
biometric parameter surveillance, critical infrastructure 
protection or energy network observation. Several show 
cases have been implemented and validated in the areas of 
urban air quality monitoring, public health, radiation safety, 
and exposure modelling. Yet, these approaches mainly focus 
on technical and methodological developments and do not 
account for wider challenges such as societal, political and 
legislative aspects. 

III. A DISAMBIGUATION OF THE TERM ‘LIVE’ 

The term ‘Live City’ originates from the modification of 
the expression ‘Real-time City’ as definitions and usages of 
the latter expression are vague and vary on a quite broad 
scale. 

Anthony Townsend presents a highly mobile phone 
centric definition of a real-time city by stating that ‘the 
cellular telephone […] will undoubtedly lead to fundamental 
transformations in individuals’ perceptions of self and the 
world, and consequently the way they collectively construct 
that world’ [16]. The author sees the real-time city as a 
potential platform for dedicated advertising and states that 
‘accessibility becomes more important than mobility’. This 
implies that it will be more critical to access urban services 
rather than moving around physically. This in turn means 
that the digital (i.e., mobile phone) infrastructure will be 
more important than the physical (i.e., transport) 
infrastructure. 

A possible definition of urban informatics – a term 
closely related the real-time city – is ‘the collection, 
classification, storage, retrieval, and dissemination of 
recorded knowledge of, relating to, characteristic of, or 
constituting a city’ [17]. This definition gives a more 
holistic, but rather general view on the term ‘real-time city’, 
which centers around information and knowledge while 
cultural, social, political and privacy aspects remain greatly 
untouched. 

Apart from these definitions, the term is generally 
understood as providing spatial information about the city in 
a timely manner without necessarily accounting for a 
feedback loop or dynamic processes. 

In these interpretations of the expression ‘real-time’, it 
has been strongly mitigated. The term ‘real-time’ originated 
in the field of computer science, where it initially described a 
process, which is completed ‘without any delay’. This broad 

view was then divided into hard and soft real-time demands. 
Soft real-time basically defines that deadlines are important, 
but the whole system will still function correctly if deadlines 
are occasionally missed. The latter is not true for hard real-
time systems. Another term to express non-rigorous temporal 
requirements is ‘near real-time’, which describes a delay 
introduced into real-time applications, e.g., by automated 
data processing or data transmission [18]. Hence, the term 
accounts for the delay between the occurrence of an event 
and the subsequent use of the processed data. 

These definitions of the term ‘real-time’ have been set up 
for the domain of computer science. Thus, it is important to 
evaluate and re-define the expression in the context of urban 
geography. Naturally, strict real-time requirements are a 
central aspect in monitoring applications, whereby these 
demands are highly application-specific and can vary 
significantly. Therefore, they are not a fundamental goal in 
the field of urban geography, as the term ‘real-time’ is 
primarily defined by an ‘exact point in time’, which is the 
same for all data sources to create a significant measurement 
outcome. Secondarily, the term defines the possibility to start 
a synchronous communication at a certain time, which might 
often be important for geographical monitoring applications, 
e.g., to enable the generation of an exact development graph 
for temporal pollutant dispersion over a defined period of 
time in precise intervals. 

Additionally to the suggestion of assessability of the 
environment in the ‘now’, the expression ‘Live City’ also 
implies a feedback loop. The term ‘city’ does not only define 
the description of location-aware parameters, but also entails 
the exploration of causal patterns in these data. In the context 
of geo-sensor network and monitoring applications, this in 
turn means that the urban environment is not only analysed 
remotely by examining quasi-static data, but the procedure of 
sensing and processing live data offers the possibility of 
modifying the urban context in an ad-hoc fashion. 

In conclusion, it can be stated that the strict term ‘real-
time’ can be interpreted as ‘at present’ for urban monitoring 
applications, in the sense that the aim is to assess the 
environment ‘now’, not a historical and perhaps outdated 
representation. However, these topicality requirements can 
vary depending on the application context. For instance, an 
update on traffic conditions does not have to exceed a delay 
of a couple of minutes when this information is used for 
navigation instructions, whereas a 30 minute update interval 
can well be sufficient for short-term trip planning. 

To account for this non-rigorous requirement, the term 
‘Live City’ seems better suited than ‘Real-time City’. In this 
reflection, ‘near real-time’ appears to be closest to ‘live’, as 
it does not impose rigid deadlines and the expression itself 
suggests dynamic adaptation of a time period according to 
different usage contexts. 
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IV. CHALLENGES IN CURRENT RESEARCH ON THE LIVE 

CITY 

The urban context poses many challenges to pervasive 
monitoring and sensing systems. Particular issues arise for 
the deployment of near real-time information services in the 
city. These range from physical sensor mounting to social 
and privacy implications. Furthermore, the sensitive urban 
political landscape has to be accounted for, which might 
cause unforeseen challenges. Naturally, technical challenges 
play a key role in the establishment of Live Cities. 

A. Technological and Technical Issues 

The first essential technological challenge is the 
integration of different data sources owned by governmental 
institutions, public bodies, energy providers and private 
sensor network operators. This problem can potentially be 
tackled with self-contained and well-conceived data 
encapsulation standards – independent of specific 
applications – and enforced by legal entities, as discussed in 
sub-chapter V.B. However, the adaptation of existing sensors 
to new interoperability standards is costly for data owners 
and network operators in the short term, and so increased 
awareness of the benefits of open standards is required. 

From a technical viewpoint, unresolved research 
challenges for ubiquitous urban monitoring infrastructures 
are manifold. These challenges range from finding a uniform 
representation method for measurement values, optimising 
data routing algorithms in multi-hop networks, data fusion, 
and developing optimal data visualisation and presentation 
methods. The latter issue is an essential aspect in real-time 
decision support systems, as different user groups might 
need different views on the underlying information. For 
example, in case of emergency local authorities might want a 
socio-economic picture of the affected areas, while first-
response forces are interested in topography and people’s 
current locations, and the public might want general 
information about the predicted development of a disaster. 

In addition, there are a number of well-known technical 
issues in the establishment of urban monitoring systems 
(energy supply, sensor mote size, robustness, routing, ad-hoc 
network connections, reliability, connectivity, self-healing 
mechanisms, etc.). These have to be addressed as the case 
arises depending on specific requirements of the end 
application. Thus, they are not part of the presented research. 

Furthermore, highly unpredictable challenges exist 
arising from the openly accessible, dynamic and variable 
urban environment, such as severe weather conditions, 
malfunctioning hardware, connectivity, or even theft and 
vandalism. These general and mostly technical issues are 
well elaborated and shall not be discussed within this paper. 

B. Various Stakeholders 

Other issues for the installation of a Live City are 
thematic challenges and socio-political concerns, which are 
rapidly gaining importance. The feedback loop depicted in 
Fig. 2 is a key factor in designing urban monitoring systems. 
In practice, various kinds of stakeholders have to be 
considered including citizens, information providers, 

research institutions, politicians, the city management, or 
other influential interest groups. This cycle involves all steps 
of the deployment process from planning, deployment, 
customised information provision, and feedback from the 
citizens and other interest groups [19]. 

 

 
Figure 2. Feedback Loop Enabling the Live City. 

 
Regarding the cycle depicted in Fig. 2, a common pattern 

refers to the network of actors that constitute the city from 
the decision-making point of view. While for simplicity we 
may indicate "city management" as the entity that supervises 
investments and decisions, in practice the end result of city 
innovations is the consequence of decisions made by a 
network of public and private actors, each one with a 
separate agenda and specific political or commercial 
objectives. The synchronisation, or lack thereof, between 
these actors frequently determines speed, depth and extent of 
adoption of new technologies, and the impact that 
technology ultimately has on the city. The process of public-
private partnerships (PPP) and the governance of technology 
innovation in urban environments are frequently secondary 
concerns of technology vendors and scientists. 

Another important methodological peculiarity of the 
urban context is that there are large variations within 
continuous physical phenomena over small spatial and 
temporal scales. For instance, due to topographical, physical 
or radiometric irregularities, pollutant concentration can 
differ considerably, even on opposite sides of the street. This 
variability tends to make individual point measurements less 
likely to be representative of the system as a whole. The 
consequence of this dilemma is an evolving argument for 
environmental regulations based on comprehensive 
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monitoring data rather than mathematical modelling, and this 
demand is likely to grow. 

C. The Value of Sensing Collective Behaviour versus 

Privacy Implications 

Although we experience quickly increasing awareness of 
the opportunities of digital mobile communication, the 
question arises how we can engage people to contribute 
actively being ‘human data sources’ and involve themselves 
into re-designing urban processes. This is necessary in order 
to leverage collective information in areas such as 
environmental monitoring, emergency management, traffic 
monitoring, or e-tourism. One example, in which this kind of 
volunteered data was of invaluable importance, were the 
earthquake and the subsequent tsunami in Japan in March 
2011. In this case, the Tweet-o-Meter [20] application has 
been used to find anomalies in Twitter activity. Right after 
the earthquake, people started to post status reports, video 
streams, and conditions of destroyed houses and cities, 
which could be interpreted in near real time as an indicator 
for an extraordinary event. Furthermore, information could 
be semantically extracted from personal comments and 
posts. In this context, an important but yet poorly research 
issue is the use of incentive schemes to encourage people to 
contribute their data. Current approaches mostly comprise 
‘feedback’ and ‘gamification’, but their practical suitability 
has not been fully proven yet. 

Early implementations and deployments also show the 
impact of new sources of evidence on the way organisations 
operate. As an example, police forces can greatly benefit 
from real-time feeds of urban information showing 
anomalies in the collective city behaviour that may underline 
safety risks or attention areas. While this is increasingly 
feasible through data mining of real-time data feeds, the 
challenge for law enforcement is how to react to this 
information, which questions the normal planning and 
operational practices. 

Faced with real-time or even predictive safety alerts, 
should the police forces adopt a dynamic allocation of 
resources based on demand and supply mediated by 
technology or use this input as an extra source of evidence 
for existing management practices? How does this impact 
labour, skills, equipment or work shift? What are the legal or 
institutional implications? All city organisations are faced 
with similar questions, which emerge because technologies 
have enabled new information streams forcing them to 
reconsider established practices and operations. While it can 
be argued that this is the case for any organisation facing 
disrupting technologies, in urban settings the issue is 
compounded by the fact that many institutions face the same 
challenge simultaneously, and the degree to which 
organisations succeed or fail depends only in part on 
themselves. 

This development raises the challenge to find the balance 
between providing pervasive real-time information while still 
preserving people’s privacy. Strategies to address this stress 
field are described in sub-Section 0. In addition, it seems 
self-evident that the provided information has to be highly 
accurate, reliable and unambiguous. Thus, quality control 

and error prevention mechanisms including appropriate 
external calibration are even more important for monitoring 
networks in the city than in other, less connected, 
environments. The issue of quality control will be further 
discussed in sub-Section V.A. 

In terms of privacy, the claim might arise that we need to 
be aware of our personal and private data before we share 
them. The essential question in this context, however, is how 
we can raise awareness of ways to deal with that matter. 
Terms and conditions of digital services and technology are 
mostly hardly understandable to non tech-experts. Thus, 
more simple and binding ways of communicating this kind 
of information have to be found. 

Finally, some more unpredictable challenges posed by 
the dynamic and volatile physical environment in the city are 
radical weather conditions, malfunctioning hardware, 
restricted connectivity, or even theft and vandalism. 
Moreover, there are a number of rather obvious but non-
trivial challenges to be addressed, such as optimal 
positioning of sensors, high spatial and temporal variability 
of measured parameters or rapid changes in the urban 
structure, which might cause considerable bias in the 
measurements. 

V. DISCUSSION: FUTURE RESEARCH AVENUES 

From the challenges described in Section IV we can 
derive a number of essential research questions, which have 
to be tackled in the area of Live Cities. These can be divided 
into methodological aspects, technical and technological 
issues, questions on privacy and legislation, and the 
assessment of economic benefits, which arise through the 
installation of a Live City. 

A. Methodological Research 

Over the last years prospects were made that ‘data would 
be the new oil’ [21],[22]. It has been stated that - like oil - 
data cannot be used without first being refined. This means 
that raw data is just the basic ingredient for the final product 
of contextual information that can be used to support 
strategic and operational decisions. Thus, a central issue in 
terms of providing real-time information services is the 
analysis of data according to algorithmic requirements, 
representation of information on different scales, context-
supported data processing, and user-tailored information 
provision aligned with the needs of different user groups. 

In general, the deployment of a large number of sensors 
ensures more representative results together with an 
understanding of temporal and spatial variability. However, 
deploying sensor networks is costly, politically sensitive and 
requires much time. One way to overcome these issues is to 
‘sense people’ and their immediate surroundings using 
everyday devices such as mobile phones or digital cameras, 
as proposed by Goodchild [23]. These can replace – or at 
least complement – the extensive deployment of specialised 
city-wide sensor networks. The basic trade-off of this 
people-centric approach is between cost efficiency and real-
time fidelity. The idea of using existing devices to sense the 
city is crucial, but it requires more research on sensing 
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accuracy, data accessibility and privacy, location precision, 
and interoperability in terms of data and exchange formats. 

In terms of geo-data sources, Volunteered Geographic 
Information (VGI) plays a key role in realising the idea of a 
Live City. We are already experiencing an overwhelming 
willingness of citizens to contribute their personal 
observations ranging from opinions posted on Facebook to 
Tweets about local events or commented photo uploads on 
Flickr. As mentioned in Section IV, this kind of collective 
information can potentially have a vital impact on 
operational real-time strategies in areas such as emergency 
management, dynamic traffic control or city management. 

A central issue in VGI is the representativeness of 
volunteered information [23],[24]. We argue that defining 
or deriving consistent semantics in user-generated content 
possibly requires the combination of bottom-up and top-
down approaches. In bottom-up approaches, user 
communities build their own semantic objects and 
connections between those by using their own personal 
taxonomies. In contrast, top-down approaches – mostly 
academically driven – try to define semantic rules and 
ontological connections in a generic way prior to and 
independently of the end application. 

Only the combination of those using Linked Data 
concepts (rather than rigid and inflexible ontology 
approaches) can lead to domain-independent and 

comprehensive semantic models, which are needed to 
cover the whole breadth of topics, users and applications in 
the Live City. This requires standardisation on two levels – 
firstly on sensor data level (encodings for measurements) and 
secondly on phenomenon level (measurand encodings). In 
this regards, semantic search will be an essential concept to 
extract knowledge and information from user-generated data 
combined with sensor measurements. 

An aspect, which is strongly connected to availability of 
data sources, is openness of data. As argued by Jonathan 
Raper [25], quality of decision-support is increasing with the 
quality and the quantity of available data sources. We are 
currently facing a situation that in most cases, too little data 
are available to support well-informed decisions in near real 
time. This raises the question how data owners such as 
companies in the environmental sector, energy providers or 
sensor network operators can be animated to open their data 
repositories for public use. 

On the contrary, we might face a vast amount of data 
freely available in the near future, contributed by a variety of 
different data producers – mostly non-quality assured data 
stemming from private observations or sensor networks. This 
of course raises the question of trustworthiness of these data. 
Thus, automated quality assurance mechanisms have to be 
developed for uncertainty estimation, dynamic error 
detection, correction and prevention. In this research area, 

 
Figure 3. Urban Operating System. 
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we are currently seeing different approaches in development 
including Complex Event Processing (CEP) [14] for error 
detection, standardisation efforts for representing uncertainty 
in sensor data (e.g., Uncertainty Markup Language - 
UncertML) [26], or proprietary profiles to define validity 
ranges for particular observations. Only when these 
questions are solved, reliability and completeness of 
recommendations can be ensured. 

Up to now quality analysis on VGI (e.g., [27],[28],[29]) 
focused on completeness as well as geometrical and 
semantic accuracy, but considered only few timeslots and 
neglected the (near) real time aspect of a Live City. 
Interestingly this kind of data can also be used to improve 
the data situation through intelligent algorithms as [30] 
shows. 

Furthermore, measurements are only available in a quasi-
continuous distribution due to the high spatial and temporal 
variability of ad-hoc data collection. Addressing this issue 
will require complex distribution models and efficient 
resource discovery mechanisms in order to ensure 
adaptability to rapidly changing conditions. 

B. Technical and Technological Research 

Practical experiences show that urban growth 
necessitates management with focus on efficiency and 
durability. The careful integration and managing of acquired 
information and ensuring a bigger and better interoperability 
of various services will ultimately drive successful 
management of the urban space. Consequently cities need an 
‘urban operating system’ which will endow them with new 
intelligence in coordinating and interconnecting all services. 
Those services comprise provision of real-time information 
on mobile devices facilitating smarter movement around the 
city, and the optimisation of services for city and contractor 
agents of public service to improve information exchange 
and to provide public access to open data in order to 
encourage citizen participation. 

The urban operating system, illustrated in Fig. 3, consists 
of a setup of material and software architecture and allows 
for addressing the challenges mentioned in Section IV by 
taking into account constraints linked to outdated 
infrastructure: 

 Acquisition of the information in real time 

 Transportation of the information from public road 
network to information system 

 Integration of systems deployed in the city (parking 
spaces, streetlights, traffic systems, waste 
management, etc.) 

 Processing, dissemination, publication and storage 
of information in real time (real-time publication 
and dissemination, and provision of historical data 
for dynamic data mining processes) 

In effect, the urban operating system acts as a connecting 
base layer, which enables the interplay of urban objects, 
public infrastructure and the citizens. Like this, people can 
benefit by gaining access to real-time information about the 
city (traffic conditions, air quality, social activities, public 
transport, health-related issues, etc.). This entails citizens to 
base their short-term decisions on real-world conditions, 
which are conveyed on demand in near real time. 

This in turn requires the continuous assessment of urban 
processes, which requires the broad installation of sensor 
networks. The deployment of sensor networks implies a 
number of challenges, particularly in urban settings. Apart 
from technical research in the area of sensor networks 
regarding miniaturisation, energy supply, robustness, ad-hoc 
network connections, reliability, connectivity, self-healing 
mechanisms, etc., standardisation and interoperability are 
vital prerequisites for establishing pervasive and holistic 
monitoring systems. As current sensor network 
implementations are mostly built up in proprietary single-
purpose systems, efforts to develop a uniform 
communication protocol will be needed [31]. One very 
promising approach in this field is the Sensor Web 
Enablement (SWE) initiative [32] by the Open Geospatial 
Consortium (OGC). SWE aims to make sensors 
discoverable, accessible and controllable over the Internet. 
SWE currently consists of seven standards and 
interoperability reports, including the Sensor Observation 
Service (SOS) for observation data retrieval, Observations 
and Measurements (O&M) for sensor data encoding, Sensor 
Markup Language (SensorML) for platform description and 
the Sensor Alert Service (SAS) for event-based data 
transmission. More details about SWE can be found on the 

 

Figure 4. Live Geography – Standardised Geo-Sensor Data Analysis Architecture. 
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OGC web site
1
. 

In terms of integrating various kinds of real-time data 
such as sensor measurements, meteorological data, energy 
system states and human observations with existing sensor 
and analysis systems, the creation of a standardised 
measurement infrastructure using well-conceived data and 
service standards is a major technical challenge. An essential 
factor will be the integration of new developments with 
existing community projects such as Ushahidi or Twitter to 
create new possibilities for high-quality information. This 
will potentially result in increased situational awareness and 
enhanced Common Operational Pictures (COP). 
Furthermore, this development supports infrastructure-
oriented approaches and directives such as Global 
Monitoring for Environment and Security (GMES), 
Infrastructure for Spatial Information in Europe (INSPIRE) 
and the Shared Environmental Information Space (SEIS). 
The Live Geography infrastructure [31] is a first step towards 
the realisation of a generic workflow-oriented geo-sensor 
data analysis architecture. As shown in Fig. 4, the Live 
Geography workflow covers all essential parts including 
standardised sensors, sensor fusion, web-based data 
processing and geo-data visualisation, and is generic enough 
to integrate all data sources relevant to Live City 
applications. 

Here, an important future research area is the 
development of generic and portable sensor fusion 
algorithms, which are a vital prerequisite to combine data 
stemming from different heterogeneous sensor networks. 
Sensor fusion basically stands for the harmonisation of data 
in terms of units of measure, time zones, measurement 
models and observation semantics. To be compliant with the 
requirements of a ‘Live’ City, the fusion process has to 
happen in near real time. [33] presents an approach for on-
the-fly integration of measurements coming from different 
SOS instances using the free open-source server GeoServer

2
. 

The system harmonises measurements in real time and 
provides them on the fly via standardised OGC web service 
interfaces such as the Web Feature Service (WFS) and the 
Web Map Service (WMS). Although this implementation is 
still improvable in terms of fusion capabilities, it 
demonstrates a seminal approach towards sensor fusion. 

The next step in a Live City workflow is geo-analysis of 
real-time data sources, i.e., the refinement of raw data 
towards user group-specific information, which can then be 
used for short-term decision support. This analysis process 
can be implemented by the OGC Web Processing Service 
(WPS) in a standardised way in general. But the WPS 
architecture is very generic in its current version so that the 
developments of further specialised (domain-specific) 
application profiles are necessary as is argued in [34],[35] 
and [36]. The power of using WPS for implementing more 
complex analysis functionality for urban models has for 
instance been shown in [37]. 

Another methodological issue in terms of communication 
technology is the availability of ubiquitous communication 

                                                           
1
 http://www.opengeospatial.org 

2
 http://www.geoserver.org 

media. Today, we presume a fully functioning Internet to 
transmit information. However, in case of emergency, this 
layer is potentially not available, as we experienced for 
instance during hurricane Katrina in 2005 in New Orleans. 
Thus, we have to find alternate possibilities to communicate 
critical information independently of existing infrastructures. 
Possible solutions comprise long-range ad-hoc networks or 
the construction of a robust communication core network, 
which can withstand external influences such as tsunamis, 
earthquakes, storms, avalanches or even vandalism. 

The Live City concept naturally implies the provision of 
user-tailored information in near real time. However, we 
have to consider that fulfilling this requirement is not always 
possible, for instance if data analysis algorithms are very 
complex and laborious, or if base data are only updated in 
certain intervals. Despite these restrictions we have to find 
algorithmic methods to accurately predict developments in 
our environment even in case of reduced data availability. 
This can for instance happen through the integration of well-
calibrated models and spatio-temporal interpolation 
algorithms. This approach can naturally only mitigate the 
drawback of imprecise information, but not eliminate it. 

A tightly related research challenge is the creation of 
ubiquitous user interfaces. Here, we tend to think about 
visionary devices and gadgets, but even today we have the 
need to develop solutions for some application domains like 
Live Cities, where an extremely wide range of legacy user 
interfaces is being used at different places, but still requiring 
a stringent link amongst each other. This means that people 
need to share the same information and be aware of other 
users of the system – in particular their location. The roles of 
these users are highly dynamic and change with time and 
space – so do the user interfaces they need to interact with 
up-to-date shared knowledge and each other. 

A wide range of users exists within the Live City – from 
the general public, management centres, governmental 
institutions and urban planners to researchers and specialised 
maintenance staff. All of them need to access and interact 
with geospatial information in an truly ubiquitous way, i.e., 
simultaneously at different places with different devices: in 
the management central on interactive large screen wall 
displays, outdoor with tablet computers or smartphones, or 
potentially with new augmented reality devices – in 
particular as hands need to stay free for more authentic and 
pure experiences of the city. 

Even wearable computing appliances start to play a 
central role and have to be considered for special. In this 
context, a highly interesting aspect is that we do not only 
have alphanumeric data to be presented, but the users need to 
interact with highly interactive spatiotemporal 
information (2D+t and 3D+t) on this broad range of devices 
– but in all cases users need to access similar functionality 
and information in an ad-hoc fashion. Some of this 
information is public or shared, some is restricted to distinct 
users or user roles. Still, there is a need of consistency – at 
least on the mental level for the interaction and visualisation 
metaphors used. This consistency is required because people 
might get confused and make errors if they need to switch 
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too often between different paradigms – something that 
needs to be minimised extremely in real-time applications. 

Another interface-related problem is that Live City 
applications can often not rely on the wireless network – as 
mentioned above. In consequence, there is a need for 
supporting both autonomous and collaborative decision-
making and interaction. This makes user interface design 
for different user groups a particular challenge. Currently we 
have to deal with a wide range of these challenges in the case 
of city management systems using today’s technology (also 
to guarantee robustness of the application), but it is clear that 
new ubiquitous UI devices, metaphors and paradigms have a 
large potential in this area. 

This also includes the provision of real-time data and 
information in 3D, as illustrated in Fig. 5. Integrating up-to-
date sensor data, such as environmental, traffic-related or 
safety-relevant data can significantly improve the value of 
urban information systems. This requires the visualisation of 
3D city and landscape models and the interactive navigation 
through the scene, which again raises a number of research 
challenges such as representation of 3D data on small 
screens, optimised information reduction, guaranteeing 
highest-possible representativeness of the data, creating 
urban dispersion models or sufficient update cycles. 

 

 
Figure 5. Integration of Sensor Data in 3D Environments. [38] 

 

C. Privacy and Legislation Measures 

Particularly in the area of user interaction and public 
participation procedures, a crucial question in the context of 
Live Cities is how we can preserve people’s privacy dealing 
with ubiquitous information and partly personal data. One 
possible solution to address this issue is to make use of new 
Collective Sensing approaches. This methodology tries not 
to exploit a single person’s measurements and data, but 
analyses aggregated anonymised data coming from 
collective networks, such as Twitter, Flickr or the mobile 
phone network [39]. Like this, we can gain a coarse picture 
of the situation in our environment without involving 
personal details of single persons. In case of tracking 
applications or services, in which personal data are involved, 
people have to have an opt-in/opt-out possibility. This means 
that users can decide themselves whether they want to use 
the application – and also withdraw their consent - being 
aware of the type and amount of data that is collected and 
transmitted. 

Another central issue in deploying monitoring systems in 
the city is the personal impact of fine-grained urban sensing, 
as terms like ‘air quality’ or ‘pollutant dispersion’ are only 
surrogates for a much wider and more direct influence on 
people, such as life expectation, respiratory diseases or 
quality of life. This raises the demand of finding the right 
level of information provision. More accurate, finer-grained 
or more complete information might in many cases not 
necessarily be worthwhile having, as this could allow for 
drawing conclusions on a very small scale, in extreme cases 
even on the individual. This again could entail a dramatic 
impact in a very wide range of areas like health care, the 
insurance sector, housing markets or urban planning and 
management. 

A central question in this context is: can we actually 
achieve a system, in which transactions are not tracked or 
traced? Thinking about mobile phone calls, credit card 
payments or automated toll collection, each of the underlying 
systems has to have some kind of logging functionality in 
order to file payments and generated automated reports. In 
these cases it is probably just not possible prevent storage – 
at least for a short time. Thus, legal frameworks have to be 
developed on national, trans-national and global levels. The 
largest limiting factor in this regard is the varying 
interpretation of ‘privacy’ in different parts of the world. For 
instance, privacy can be traded like a good by its owner in 
the USA, whereas it is protected by law in the European 
Union. This means that supra-national legislation bodies and 
initiatives are called upon to set up appropriate world-wide 
regulations. 

As shown in Fig. 6, legislation and governments play a 
highly different role in these two settings. 

 

 
Figure 6. Different Understandings of Privacy. 

 
This also includes the critical question of data 

ownership – who owns the data: the data producers (i.e., the 
citizens or a mobile phone network operator), the institutions 
that host a system to collect data, or the data providers? 
Furthermore, if sensitive data is analysed to produce 
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anonymised information layers, who is responsible if 
decisions that are based on this information are wrong due to 
lacking quality of the base data? In conclusion, the issues of 
privacy, data ownership, accessibility, integrity and liability 
have to be tackled thoroughly all at once and not separately 
from each other. 

In case of tracking applications or services, in which 
personal data are involved, people should have an opt-
in/opt-out possibility. This means that users can decide 
themselves whether they want to use the application – and 
also withdraw their consent – being aware of the type and 
amount of data that is collected and transmitted. 

D. Assessing the Economic Value of Live Cities Services 

and Applications 

Finally, an important aspect is the assessment of the 
economic value of establishing a Live City. Concrete 
revenues have not yet been defined, which would compel 
this kind of investment. Thus, we need to find instruments to 
quantify financial benefits of ubiquitous information 
services, city-wide sensor networks and mobile applications 
collecting user-generated information on the current status of 
the city. 

It is symptomatic that previous experiences demonstrate 
that the understanding of the network of decision makers, 
actors, institutional stakeholders and power entities is of 
paramount importance to introduce successful changes. In 
many situations it may be necessary to create ad-hoc 
structures that facilitate urban innovation, for instance 
incubators, private-public partnerships, special purpose 
vehicles, ad-hoc institutions and many more. As we 
increasingly understand the relationship between smart cities 
and institutional arrangements, research will be needed to 
formulate models that can be replicated across cities and 
cultures, and provide a more sustainable basis for innovation 
adoption in cities. 

From a quantitative viewpoint, the economic value of 
Live City services and applications can be either defined in 
concrete revenues or as an after effect of improved 
quality of life. The Economist Intelligence Unit’s liveability 
ranking [40] quantifies the challenges that might be 
presented to an individual's lifestyle in 140 cities worldwide. 
Each city is assigned a score for over 30 qualitative and 
quantitative factors across five broad categories: Stability, 
Healthcare, Culture and Environment, Education, 
Infrastructure. 

These five categories basically sum up ‘what people 
want’. Interestingly, each of these categories can to some 
extent be improved or optimised by applying the principals 
of a Live City as described in this paper. In turn, improving a 
city's quality of life leads to a contented work force and 
families, and in turn, to increased economic value.  

Most cites have not been planned from the ground-up and 
grew organically. The technologies that have been developed 
in the few last years, like pervasive sensors to assess urban 
dynamics and especially mobile technologies, offer new 
opportunities to ‘tune’ and ‘fine-tune’ the urban processes 
within cities, just as any other process can be optimised. 

These urban processes can be transportation related, to 
monitor and direct the daily traffic in real time, optimise 
parking spaces and navigation to available parking, or simply 
to help people with their daily tasks, finding jobs, finding 
housing, connecting people in spare time, showing where 
less people are for leisure-time activities or where many 
people are for night life. Tools that bring the feedback loop 
directly to people make it easy to promote events and give 
people instruments to rate the attractiveness of these 
happenings. 

Mobile technologies and the available development 
ecosystems offer great opportunities for young start-ups to 
build GPS-enabled, crowd-sourced, location-based apps. Just 
one example is the Wikitude World Browser [41], amongst 
500.000 other apps, which are tailored at individual needs. 
Igniting and funding a start-up scene can be the starting point 
for any government to build a connected Live City: start-ups 
create jobs and apps, which in turn, if tailored for locals, 
benefit the people in the city and improve the quality of life. 

The improved economic value of a ‘tuned’ city, i.e., 
better traffic management, optimised parking services, better 
housing and job search, city services and applications that 
deliver location-based news, events and happenings can be 
enormous. On one hand there can be cost saving advantages, 
for instance in considerable fuel savings if available parking 
spaces are reserved on a first-come-first-served policy and 
the driver is routed to this parking space rather than having 
to circle looking for a parking space. 

A further important element in adopting smart 
technologies for urban innovation is the need to facilitate 
experimentation. The growth of the Internet industry in the 
last decade has brought about a model of companies largely 
based on small-scale experimentation, controlled failure and 
rapid adaptation. The idea that an internet company can be 
"planned and executed" (the waterfall model) has been 
replaced by the idea that an internet company "grows" 
through trial and errors while finding what works and what 
doesn't, accepting that strategy is constructed ex-post, 
rather than ex-ante. This modus operandi is being considered 
in many other sectors, which recognize the benefit of 
adaptability in the face of rapid external change. 

Most cities, on the contrary, still work on long planning 
horizons and waterfall planning models are the norm. While 
cities cannot be compared to software projects, there are 
many areas of urban development that do not require 
infrastructure planning and investment and could be 
candidates for some radical review. The fact that we can 
increasingly measure the city in real-time and feedback the 
results of urban modifications in near real-time makes it 
conceivable to adopt trial-and-error policies on a much larger 
scale. While there are examples available, there is a strong 
need to develop management frameworks that would 
support organisations in this effort. 

On the revenue side Google has shown in the last few 
years that Internet advertisement actually works. Google 
matches the search terms people enter in their search engine 
with ads. This works so well that it grew to 30 billion 
revenue per year, operating a million servers worldwide, 
serving 1 billion search requests every day. One key to 
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generating revenue in the field of Live Cities may be to apply 
what Google did with the Internet to the real world, offering 
information and search services that focus on time, location, 
context and people rather than on simply search terms. 

VI. CONCLUSION 

In opposition to projections, which stated that the wide-
spread distribution of high-speed internet connections would 
render geographical distance irrelevant, cities have recently 
become the centre of interest in academic research. However, 
especially real-time monitoring of urban processes is 
widely unexplored and has recently received a lot of 
attention due to the fast rise of inexpensive pervasive sensor 
technologies, which made ubiquitous sensing feasible and 
enriches research on cities with uncharted up-to-date 
information layers. 

Within this vision of a Live City, the city is not only 
regarded as a geographical area characterised by a dense 
accumulation of people or buildings, but more as a multi-
layered construct containing multiple dimensions of social, 
technological and physical interconnections. Through this 
viewpoint of urban areas as an actuated multi-dimensional 
conglomerates of dynamic processes, the city itself can 
also be seen as a complex near real-time control system 
creating a feedback loop between the citizens, environmental 
monitoring systems, the city management and ubiquitous 
information services. 

In the Live City, the everyday citizen is empowered to 
monitor the environment with sensor-enabled mobile 
devices. This feedback of ‘sensed’ or personally observed 
data, which is then analysed and provided to citizens as 
decision-supporting information, can change people’s 
behaviour in how they use the city and perceive their 
environment by supporting their short-term decisions in near 
real time. However, this requires promotion of the user 
appropriation of the information through awareness of 
limitations. 

Basically, we identified four main barriers towards the 
implementation of the Live City concept: methodological 
issues, technical/technological problems, lacking 
quantification of the economic benefits, and finally privacy 
and legislative questions. We discussed these challenges and 
highlighted future research avenues in Sections IV and V. 

We believe that promoting the Live City concept will 
trigger a profound rethinking process in collaboration and 
cooperation efforts between different authorities. Also, a 
people-centric view of measuring, sharing, and discussing 
urban environments might increase agencies’ and decision 
makers’ understanding of a community’s claims leading to 
proactive democracy in urban decision-making processes. 

In terms of privacy and personal data collection, it is 
evident that everybody has to have the right to decide what 
kind of personal data is collected by whom, and for which 
purposes these data are used. In this context, people have to 
have an opt-out possibility to withdraw their consent to 
personal data collection. This is particularly important in the 
context of collective sensing, which tries not to exploit single 
people’s measurements and data, but analyses aggregated 

anonymised data coming from collective networks, such as 
Twitter, Flickr or the mobile phone network. 

Regarding the vision of digital earth, as formulated by Al 
Gore [42], both negative and positive aspects have to be 
addressed: positive aspects like emergency support, traffic 
congestion prevention, or, generally speaking, holistic real-
time situational awareness of our environment; but also 
potential negative developments such as unwanted directed 
advertising, unauthorised tracking or extensive data mining 
have to be considered. 

As mentioned in the Introduction, we are experiencing a 
fast progressing technology development, which is already 
moving ahead of society. The deciding final question can be: 
If we compare this development with a stream moving at 
high speed, on which we are paddling to remain on the same 
spot or at least not to drift off too fast, where does our goal 
for the future lie: down-stream, somewhere near our current 
spot, or even up-stream? In the end, legislation bodies are 
called upon to set the legal stage for leveraging Live City 
technologies, exploit economic opportunities, but still 
preserve citizens’ privacy. 

ACKNOWLEDGMENT 

The authors would like to thank the audience of the panel 
discussion ‘The Real-time City: Technology - Innovation - 
Society’ at GI Forum and AGIT conferences (July 2011, 
Salzburg, Austria) for their valuable contributions to the 
discussion, which partly served as input for this publication. 
In particular, the authors would like to thank Prof. Dr. 
Manfred Ehlers and Prof. Dr. Petra Staufer-Steinnocher their 
fruitful comments. 

REFERENCES 

[1] Resch, B., Zipf, A., Breuss-Schneeweis, P., Beinat, E., and 
Boher, M. (2012) Live Cities and Urban Services - A Multi-
dimensional Stress Field between Technology, Innovation and 
Society. In: Proceedings of the 4th International Conference 
on Advanced Geographic Information Systems, Applications, 
and Services - GEOProcessing 2012, Valencia, Spain, January 
30 - February 4 2012, pp. 28-34. 

[2] Cairncross, F. (1997) The Death of Distance: How the 
Communications Revolution Will Change Our Lives. Harvard 
Business School Press, Boston, MA, USA, 1997. 

[3] Borsch, S. (2009) Distance is Dying. 
http://blogs.scholastic.com/accelerating_change/2009/07/dista
nce-is-dying.html, 7 July 2009. (21 August 2011) 

[4] Gilder, G. and Peters, T. (1995) City vs. Country: The Impact 
of Technology on Location. Forbes ASAP, 155(5), pp. 56-61, 
27 February 1995. 

[5] United Nations Population Fund (2007) State of World 
Population 2007: Unleashing the Potential of Urban Growth. 
United Nations Population Fund Report, ISBN 978-
0897148078, New York, NY, UNFPA, 2007. 

[6] Dierig, S., Lachmund, J., and Mendelsohn, A. (2000) Science 
and the City. http://vlp.mpiwg-berlin.mpg.de, Workshop, Max 
Planck Institute for the History of Science, Berlin, Germany, 
1-3 December 2000. (10 September 2011) 

[7] Netherlands Organization for Scientific Research (2007) 
Urban Sciences. http://www.urbansciences.eu, 
Interdisciplinary Research Programme on Urbanization & 
Urban culture in The Netherlands, 2007. (26 August 2011) 



481

International Journal on Advances in Intelligent Systems, vol 5 no 3 & 4, year 2012, http://www.iariajournals.org/intelligent_systems/

2012, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

[8] SENSEable City Laboratory (2009) MIT SENSEable City 
Lab. http://senseable.mit.edu, September 2011. (14 September 
2011) 

[9] International Telecommunication Union (2010) Key Global 
Telecom Indicators for the World Telecommunication Service 
Sector. http://www.itu.int, 21 October 2010. (17 September 
2011) 

[10] Green, J. (2011) Digital Urban Renewal - Retro-fitting 
Existing Cities with Smart Solutions is the Urban Challenge 
of the 21st Century. http://www.cisco.com, Ovum Report 
OT00037-004, April 2011. (11 September 2011) 

[11] European Commission (2012) European Initiative on Smart 
Cities - SETIS. http://setis.ec.europa.eu/about-
setis/technology-roadmap/european-initiative-on-smart-cities, 
September 2012. 

[12] ENoLL (2011) Open Living Labs | The First Step towards a 
new Innovation System. http://www.openlivinglabs.eu, 
September 2011. (11 September 2011) 

[13] IBM (2009) A Vision of Smarter Cities - How Cities Can 
Lead the Way into a Prosperous and Sustainable Future. 
http://www.ibm.com, IBM Global Business Services 
Executive Report, 2009. (04 September 2011) 

[14] Resch, B., Lippautz, M., and Mittlboeck, M. (2010) Pervasive 
Monitoring - A Standardised Sensor Web Approach for 
Intelligent Sensing Infrastructures. Sensors - Special Issue 
‘Intelligent Sensors 2010’, 10(12), 2010, pp. 11440-11467. 

[15] Murty, R., Mainland, G., Rose, I., Chowdhury, A., Gosain, 
A., Bers, J., and Welsh, M. (2008) CitySense: A Vision for an 
Urban-Scale Wireless Networking Testbed. Proceedings of 
the 2008 IEEE International Conference on Technologies for 
Homeland Security, Waltham, MA, May 2008. 

[16] Townsend, A.M. (2000) Life in the Real-time City: Mobile 
Telephones and Urban Metabolism. Journal of Urban 
Technology. (7)2, pp.85-104, 2000. 

[17] Foth, M. (Ed.) (2009) Handbook of Research on Urban 
Informatics: The Practice and Promise of the Real-Time City. 
ISBN 978-1-60566-152-0, Hershey, PA: Information Science 
Reference, IGI Global.. 

[18] General Services Administration (1996) Federal Standard 
1037C. Telecommunications: Glossary of Telecommunication 
Terms, http://www.its.bldrdoc.gov, 7 August 1996. (11 
September 2011) 

[19] Resch, B., Mittlboeck, M., Lipson, S., Welsh, M., Bers, J., 
Britter, R., and Ratti, C. (2009) Urban Sensing Revisited – 
Common Scents: Towards Standardised Geo-sensor Networks 
for Public Health Monitoring in the City. In: Proceedings of 
the 11th International Conference on Computers in Urban 
Planning and Urban Management - CUPUM2009, Hong 
Kong, 16-18 June 2009. 

[20] UCL Centre for Advanced Spatial Analysis (2011) Tweet-o-
Meter - Giving You an Insight into Twitter Activity from 
Around the World!. http://www.casa.ucl.ac.uk/tom, 12 
September 2011. (12 September 2011) 

[21] Palmer, M. (2006) Data is the New Oil. http://ana.blogs.com, 
3 November 2006. (12 September 2011) 

[22] Kennedy, J. (2011) Data is the New Oil. 
http://www.siliconrepublic.com, 23 June 2011. (12 September 
2011) 

[23] Goodchild, M.F. (2007) Citizens as Voluntary Sensors: 
Spatial Data Infrastructure in the World of Web 2.0. 
International Journal of Spatial Data Infrastructures Research, 
vol. 2, pp. 24-32, 2007. 

[24] Craglia, M., Goodchild, M.F., Annoni, A., Camera, G., 
Gould, M., Kuhn, W., Mark, D., Masser, I., Maguire, D., 
Liang, S., and Parsons, E. (2008) Next-Generation Digital 
Earth: A Position Paper from the Vespucci Initiative for the 
Advancement of Geographic Information Science. 

International Journal of Spatial Data Infrastructures Research, 
vol. 3, pp. 146-167. 

[25] Raper, J. (2011) Realising the Benefits of Open Geodata: 
Lessons from London's Experience. Keynote at AGIT 2011, 6 
July 2011, Salzburg, Austria. 

[26] Williams, M., Cornford, D., Bastin, L., and Pebesma, E. 
(2008) Uncertainty Markup Language (UncertML). OGC 
Discussion Paper 08-122r2, Version 0.6, 8 April 2009. (14 
August 2011) 

[27] Neis, P., Zielstra, D., and Zipf, A. (2012) The Street Network 
Evolution of Crowdsourced Maps – OpenStreetMap in 
Germany 2007-2011. In: Murgante, B., Borruso, G. And 
Gibin, M. (2012) Future Internet. Special Issue 
"NeoGeography and WikiPlanning”, (DOI 
10.3390/fi4010001), 2012(4), pp. 1-21. 

[28] Helbich M., Amelunxen C., Neis P., and Zipf A. (2010) 
Investigations on Locational Accuracy of Volunteered 
Geographic Information Using OpenStreetMap Data.  
GIScience 2010 Workshop, Zurich, Switzerland, 14-17 
September 2010. 

[29] Roick, O., Loos, L., and Zipf, A. (2012) Visualizing Spatio-
temporal Quality Metrics of Volunteered Geographic 
Information – A Case Study for OpenStreetMap. 
Geoinformatik 2012. Mobilität und Umwelt. Braunschweig. 
Germany. 

[30] Hagenauer, J. and Helbich, M. (2012) Mining Urban Land 
Use Patterns from Volunteered Geographic Information Using 
Genetic Algorithms and Artificial Neural Networks. 
International Journal of Geographical Information Science 
(IJGIS), 26(6), pp. 963-982. 

[31] Resch, B., Blaschke, T., and Mittlboeck, M. (2010) Live 
Geography - Interoperable Geo-Sensor Webs Facilitating the 
Vision of Digital Earth. International Journal on Advances in 
Networks and Services, 3(3&4), 2010, pp. 323-332. 

[32] Botts, M., Percivall, G., Reed, C., and Davidson, J. (Eds.) 
(2007) OGC Sensor Web Enablement: Overview And High 
Level Architecture. http://www.opengeospatial.org, OpenGIS 
White Paper OGC 07-165, Version 3, 28 December 2007. (17 
August 2011) 

[33] Resch, B. (2012) On-the-fly Sensor Fusion for Real-time Data 
Integration. In: Löwner M.-O., Hillen, F. and Wohlfahrt, R. 
(2012) Geoinformatik 2012 – Mobilität und Umwelt, ISBN-
10: 3844008888, Shaker Verlag, Braunschweig, Germany, pp. 
229-236. 

[34] Göbel, R. and Zipf, A.(2008) How to Define 3D 
Geoprocessing Operations for the OGC Web Processing 
Service (WPS)? Towards a Classification of 3D Operations. 
12th International Conference on Computational Science and 
Its Applications (ICCSA), Perugia, Italy, 30 June-3 July 2008. 

[35] Lanig S. and A. Zipf (2010) Proposal for a Web Processing 
Services (WPS) Application Profile for 3D Processing 
Analysis. 2nd International Conference on Advanced 
Geographic Information Systems, Applications, and Services 
(GEOProcessing 2010), St. Maarten, Netherlands Antilles, 
10-15 February 2010, pp. 117-122. 

[36] Resch, B., Sagl, G., Blaschke, T., and Mittlboeck, M. (2010) 
Distributed Web-processing for Ubiquitous Information 
Services - OGC WPS Critically Revisited. In: Proceedings of 
the 6th International Conference on Geographic Information 
Science (GIScience2010), Zurich, Switzerland, 14-17 
September 2010. 

[37] Stollberg, B. and Zipf, A. (2009): Development of a WPS 
Process Chaining Tool and Application in a Disaster 
Management Use Case for Urban Areas.   UDMS 2009. 27th 
Urban Data Management Symposium, Ljubljana , Slovenia.^ 

[38] Mayer, C. and Zipf, A. (2009) Integration and Visualization 
of Dynamic Sensor Data into 3D Spatial Data Infrastructures 
in a standardized way.  GeoViz 2009 – Contribution of 



482

International Journal on Advances in Intelligent Systems, vol 5 no 3 & 4, year 2012, http://www.iariajournals.org/intelligent_systems/

2012, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

Geovisualization to the concept of the Digital City. 
Workshop. Hamburg. Germany. 

[39] Calabrese, F., Di Lorenzo, G., Liu, L., and Ratti, C. (in press) 
Estimating Origin-destination Flows Using Opportunistically 
Collected Mobile Phone Location Data from One Million 
Users in Boston Metropolitan Area. IEEE Pervasive 
Computing, 2011. 

[40] Economist Intelligence Unit (2011) Liveability Ranking and 
Overview 2011. http://www.eiu.com, February 2011. (4 
September 2011) 

[41] Wikitude GmbH (2011) Wikitude World Browser |  Wikitude. 
http://www.wikitude.com, September 2011. (13 September 
2011) 

[42] Gore, A. (2010) The Digital Earth: Understanding our planet 
in the 21st Century. Speech by Vice President Al Gore, Given 
at the California Science Center, Los Angeles, California, 
http://www.isde5.org, 31 January 2008. (4 September 2011) 

 



483

International Journal on Advances in Intelligent Systems, vol 5 no 3 & 4, year 2012, http://www.iariajournals.org/intelligent_systems/

2012, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

A Generic Data Processing Framework for Heterogeneous Sensor-Actor-Networks
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Abstract—This paper presents a generic, energy-efficient con-
cept for synchronised logging, processing and visualisation
of arbitrary sensor data. The proposed framework enables
a chronological coordination and correlation of information
retrieved from different, distributed sensor networks as well
as from any other self-sufficient measurement system. By
relating data from different sensor data sources the overall
information quality can be improved significantly. The im-
plementation allows for easy cross-platform communication
and facilitates readability by humans by employing the XML
data format for data storage. Furthermore, the aggregated,
heterogeneous sensor information can be converted into an
extensible list of output formats. Depending on the application-
specific requirements for visualization it is possible to consider
additional meta-information from the test environment to
optimise the data representation. The utilization of advanced
data fusion techniques and pre-processing mechanisms en-
ables a selective data filtering to reduce the network load.
In order to evaluate basic usability requirements and the
effectiveness of the proposed concept, an automotive sensor
network is presented as a test system for the framework.
For this demonstration, the available on-board measurement
systems of a vehicle were extended by high-precision sensor
nodes establishing a wireless sensor network and aggregating
environmental and behavioural data on several test drives.
Subsequently the correlated measurement information was
converted and visualised for use with several professional data
analysis tools, including jBEAM, FlexPro as well as Google
Earth.

Keywords-data aggregation; data fusion; data synchronisation;
heterogeneous wireless sensor networks; sensor actuator systems

I. INTRODUCTION

Current research projects in the field of wireless sensor
networks operate on different, proprietary hardware plat-
forms and contain multifaceted types of sensors. The main
objective of activities in this area is to establish an extensive
knowledge base which concentrates data of different kinds
and allows its user to gain further information out of the
entirety of the collected data. In order to accomplish this
goal, the fusion of data from different sources as well as
methods for a uniform analysis are essential. This scenario
is illustrated in Figure 1. Currently, most measurement
scenarios consist of several application-specific and inde-
pendently operating processes for the collection, storage and
analysis of sensor data. There are no uniform synchroni-

sation techniques between autonomous sensor systems in
existence. Accordingly, a detailed and target-oriented post-
processing of the data sets within a shared knowledge base
is not feasible. In consequence, it requires much effort
to create unambiguous, novel relations between different
measurement information or this is simply not possible at all.
Due to missing relations, it is very hard to create a common
primary index for the given, heterogeneous sensor platforms.

Figure 1: Gathering sensor data into a single knowledge base where it
is analysed uniformly and independent of its origin

To solve this problem, we developed GREASE - a
Generic Reconfigurable Framework for the Evaluation and
Aggregation of heterogeneous Sensor Data [1], [2]. In order
to introduce this integrated data processing concept, this
paper is structured as follows: After this introduction, section
II provides an overview about heterogeneous, distributed
sensor environments, the data processing flow and respective
challenges. The proposed GREASE framework is introduced
in Section III, including conceptual fundamentals, basic
requirements, system parameters and the top level structure
(Section IV). Section V provides implementation details of
the GREASE software architecture as well as the overall
application flow within the framework. Section VI specifies
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a sample application scenarios with all integrated compo-
nents and environmental conditions. The corresponding data
analysis is described and discussed in Section VII. Finally,
the paper concludes with a summary and an outlook for
future work in this research project.

II. RELATED WORK

During the last two decades, a couple of commercial tools
for measurement, data recording and monitoring were devel-
oped. Unfortunately, most of these tools have functional or
conceptual restrictions. Some sensor hardware vendors offer
exclusive, hardware-specific analysis tools, which require
additional devices or do only cover specific product series.
Other sensor systems do not offer any special software tools
for extracting the measured data sets. Thus, there is no
particular support for further post-processing steps.
In consequence, software solutions targeting this problem
have been developed. These include LabView from National
Instruments [3], jBEAM from AMS [4], or FlexPro [5],
which offer multiple features to enhance the restricted ven-
dor tools. These more general toolkits provide a larger set of
generic data recording and handling functions. Furthermo-
ere, the applications allow an interpretation of offline data
from databases or files as well as the live analysis from
a given data source. Both jBEAM and LabView operate
platform-independently. The software applications support
many established data formats and related communication
interfaces. Especially jBEAM, which integrates the ASAM
standard (Association for Standardisation of Automation and
Measuring Systems) [6], enables an easy and modular exten-
sion with user-defined components whereas FlexPro already
includes a lot of additional visual plugins and offers a
complete visualisation framework for the given measurement
data.
Nevertheless, the very high system requirements of all
given software applications represent a critical disadvantage.
Accordingly, these tools are not suitable for the usage in
resource-limited data recording environments. Consequently,
such frameworks have to be used in a second data processing
step on dedicated workstations with sufficient hardware
components and resources. Hence, small and energy saving
hardware systems, which are used exclusively for collecting
and storing multiple data from different sensor sources, are
not able to use data aggregation and visualisation features of
these software frameworks [7]. Due to these circumstances,
most ongoing sensor system projects use proprietary soft-
ware solutions to organise and synchronise the collected
measurement data [8]. Additionally, in practice there are
many critical compatibility problems between such software
tools. In consequence, modifications of the measurement
scenario or the system configuration take a lot of time
and bind important resources. The user therefore demands
a universal software tool for collecting and analysing the
entire pool of sensor information in an application-specific

and resource-efficient way. Automated or semi-automated
data evaluation and visualisation techniques represent further
essential requirements, especially for unattended long-term
aggregations of environmental sensor data or test runs.

III. CONCEPT

For the concept we had to find generic methodologies and
standards to route information from different sensor systems
into a common data processing unit in a synchronised way,
considering scenario-specific configuration schemes and sen-
sor parameters. In this respect, synchronised time stamps
for the heterogeneous sensor data sets are very important
in order to allow the correct identification of correlations
in the common knowledge base later on. Furthermore,
such techniques allow the definition of user-specific data
analysis procedures during the measurement runtime. This
also includes advanced data fusion techniques [9], [10], [11]
to shrink the data volume directly within the sensor nodes
or prior to storage.

Figure 2: Data flow for typical measurement scenarios

The general data flow for (long-term) measurement scenarios
is illustrated in Figure 2. Most available solutions only
cover one half of this flow either the data aggregation or
the evaluation of already collected and stored data. With
GREASE we wanted to develop a framework which governs
the whole data flow in such a measurement system in
a generic and extensible way. To provide such features,
GREASE represents a software framework based on a
capable and lightweight data management concept, which is
able to bypass the aforementioned mentioned disadvantages.
It combines advanced sensor network configuration features
with resource-efficient operating parameters. GREASE inte-
grates the entire data processing flow, including all stages
like data measurement, processing, storage and finally data
analysis tasks. This flow is illustrated in Figure 3.

Figure 3: Integrated data processing flow for heterogeneous measurement
topologies

Our concept focuses on resource-limited systems and has
to be feasible for a wide variety of application scenarios.
Thus, the primary objective is a dynamic and flexible
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processing environment, which is adaptable to modifications
in configuration or analysis requirements. Furthermore, the
data processing core has to be separable into two spatial,
chronological and platform-specific operating modes. All
components for the data measurement are working within the
first mode. All relevant modules for the data analysis as well
as possible visualisation components operate independently
within the second mode. Based on these dedicated modes,
we are able to map different data processing functions to
predefined configuration scenarios. In contrast, other related
software tools do not separate the data handling process into
such phases, especially with respect to the efficient concept
of operations. Basically, GREASE acts as mediator between
existing individual hardware sensors as well as sensor net-
works and evaluation processes including for instance visu-
alisation tools. In this position it offers a standardised way to
represent and transport measured data. The framework pro-
vides configurable synchronisation parameters for collecting
information from several distributed sensor components. Ac-
cordingly, changes in the data analysis process do not affect
the components of the data measurement and (in most cases)
vice versa. This feature offers significant benefits, especially
for complex sensor systems or inaccessible measurement
environments.

In addition, all GUI (Graphical User Interface) actions,
which can be accessed by the user, also have to be executable
and controllable in an automated or semi-automated way.
This feature represents another important difference to other
related software tools, which do not provide any script-based
operating modes without GUI. But especially for continuous
maintenance-free and unattended sensor measurement sce-
narios, the scripting of user-defined activities is essential.

Hence, all central requirements for a synchronised data log-
ging, processing and visualisation framework, particularly in
the field of heterogeneous sensor network systems, can be

summarised as follows:
• Synchronisation of different, autonomous sensor sys-

tems
• Modular extensibility through plugins and easy modi-

fication / adaptation
• Usage of a common data exchange format (e.g., XML

((Extensible Markup Language)) instead of proprietary
data types

• Off-line and live data analysis from files, network file
systems or databases

• Graphical User Interface for configuration and mainte-
nance

• Automated or semi-automated data analysis and data
representation mechanisms

Based on the proposed concept, the developed framework
acts as coordinator between a given set of application-
specific sensor and actuator components.

IV. STRUCTURE

As already mentioned, the structure of the proposed concept
is basically divided into two operating phases. The first
one encapsulates the data recording, synchronisation and
correlation whereas the second phase provides processes for
the data analysis generating a user-defined representation
of the information sets. These two phases are connected
through the so called persistence layer which is in charge
of permanently storing the measured data in a well-defined
format. This layer also restores data for future analysis and
evaluation tasks. The described structure ensures a strict
separation of data measurement and analysis tasks and is
illustrated in Figure 4. Based on this approach GREASE
exhibits a modular operating concept, making the whole
framework independent of the given application-specific
sensor configuration. Therefore, the environment uses an
end-to-end communication design, called the hourglass ar-
chitecture, which enables maximum interoperability between

Figure 4: GREASE framework structure which allows the strict separation into two operation phases (measurement and evaluation)
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the several components, i.e. modules or plugins. This results
in a high diversity with respect to both components for data
input (measurement) as well as data output (analysis). In
contrast, the uniform connecting middle part is designed
simple and light-weight. Correspondingly, the GREASE
framework consists of data type definitions, interfaces and a
plugin architecture. There exist five main types of plugins,
three on the data input side (SensorReader, DataFilter and
SensorLogWriter) and two on the data output side (Sen-
sorLogReader and LogReader). On both sides the coordi-
nation is handled by a dedicated PluginController. Every
plugin type deals with exactly one of the phases illustrated
in Figure 2 and Figure 3, respectively. Consequently, the
SensorReader plugins are of particular importance as they
transform measured sensor data of sensors into data types
which adhere to the framework definition. They are able to
combine several data values into data packets (SensorData
objects) which consist of one or more SensorValues. A
SensorValue includes at least sensor name, data type and
the measured value and an arbitrary amount of descriptive
meta-information may be added. These data packets are
sent to the controller where DataFilter plugins enable the
pre-processing of received sensor data. If any filter plugin
has been registered at the controller, the packets will be
forwarded to these filters in order to carry out further
actions like editing or rejecting data. The controller then
correlates the received data packets and will group them
into datasets according to the scenario configuration. Within
this process all internal and external parameters of the
environment as well as special meta-information regarding
the measurement scheme are correlated together with the
datasets. Accordingly, researchers are able to reconstruct the
whole test scenario with synchronised data, timestamps and
a detailed system configuration. Therefore, the reuse factor,
for instance in the field of automotive testing scenarios,
increases substantially. In order to save the created datasets
a single SensorLogWriter module has to be registered at the
controller. Such a plugin allows the controller to write the
datasets into a universal exchange format, e.g., an XML file.
The gathered sensor data is now at the persistence level and
may transferred to the evaluation part or archived for later
assessment.
For the analysis of the sensor data, a corresponding coun-
terpart of the used SensorLogWriter has to exist, a Sen-
sorLogReader which retransforms the data of the internal
storage format into framework-specific data objects. This
mechanism is - again - coordinated by a PluginController,
which hands the retransformed sensor data to user-defined
evaluation plugins (LogReader plugins). These plugins allow
the user to evaluate, assess, visualise or archive the sensor
data. A conversion to other file formats is also possible
and can be used to import the measured data into third-
party applications. An important advantage of the modular
architecture is that the archived data, which has been saved

for instance into a database, may be retrieved later on by an
appropriate SensorLogReader plugin. Accordingly, the data
can be processed by a second evaluation plugin. Due to the
framework-defined data types, the evaluation modules do not
know the origin of the sensor data (e.g., log file, database
or any other storage type). Therefore, the development of a
single plugin for GREASE can be carried out independently
of other framework parts and future measurement scenarios.
The persistence level represents the link between aggregation
and evaluation and is one basic requirement for the ex-
change and editing of arbitrary measurement configurations.
Existing configurations may now be altered easily by simply
adding or removing components (i.e. plugins) without affect-
ing the data flow of the overall monitoring system. Thus,
changes within the measurement components are possible
without having to update data analysis components and vice
versa.
In principle it is also possible to connect data measurement
and analysis modules directly, without using the persistence
level. This leads to a kind of real-time data processing sce-
nario. It may be noted that GREASE has not been designed
for real-time processing and in the current implementation
real-time qualities or maximum delays cannot be guaranteed.
Therefore, the use of the framework in real-time decision
making systems or systems requiring similar qualities is
neither advisable nor wanted at the moment, since this is
not the main application focus of GREASE. The framework
performs best in long-term data measurement projects and
in the domain of resource-limited systems without user
interaction during measurements.

V. IMPLEMENTATION & APPLICATION FLOW

To enable a platform-independent operation, the proposed
concept has been implemented in Java. Nevertheless, ad-
ditional modules can be written in other programming
languages depending on the used controller. A precondition
for both high flexibility and easy extensibility is a common
interface specification within the controller. This feature
of the proposed framework implementation is provided in
the form of a central core library, which encapsulates the
entire data processing logic. The communication between
the controller and its set of modules is realized through
dedicated protocols and a common syntax, which are both
designed as generic as possible to allow a universal and
flexible usage. This flexibility also simplifies the integration
of third party modules and ensures the compatibility during
further developments [12]. Due to the fact, that the sensor
configurations and all kinds of scenario parameters are
also transmitted within the XML representation, possible
enhancements for customer-specific applications can be re-
alized in an easy way.
Regarding the application flow, the initialisation of the
controller commences with loading an application-specific
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Table I: Supported data types by GREASE version 1.3

Type Description
INT Simple integer
FLOAT Decimal
DATE A date value without time information
TIMESTAMP A timestamp (date & time information)
STRING Arbitrary characters
IMAGE Image data

configuration file. This file contains all information for the
current project as well as the structure of all corresponding
SensorReader components. Accordingly, the controller loads
and activates all necessary sensor components and starts
the data recording. Each SensorReader module operates
simultaneously as a dedicated thread. When a SensorReader
receives sensor data, a SensorData object will be generated.
The format of this object is predefined by the framework
configuration scheme. Such a SensorData object consists of
a descriptive name (tag), e.g., gps for location data, and a
list of SensorValue objects. A SensorValue object describes a
single measured value and includes a descriptive name, the
data type of the value, the data value itself and attributes
which may provide further information about the value, for
instance the physical measurement unit or special indicators.
The latest GREASE version (GREASE.Core version 1.3)
supports the data types listed in Table I.
The created SensorData object is sent to the controller,
which forwards it to the registered filter plugins (only if
available). Subsequently, it correlates and groups the re-
ceived SensorData objects into datasets. In the following
step, the object will be permanently stored through the
persistence plugin the user has chosen. Due to the fact, that
the controller has no knowledge about the interpretation of
the transported sensor data, this process is fully application-
independent. In contrast, jBEAM for instance uses project
files which have to be adapted to changes in the measure-
ment scenario since data measurement and analysis directly
build on each other.
The standard storage plugin of GREASE saves datasets in
an XML representation. The XML format has been chosen
mainly for test and demonstration purposes as it also allows
for human-readability. However, the user may replace it by
any other third-party or custom plugin which uses different
file formats or storage methods altogether. In more resource
limited environments and applications this is advisable,
since XML exhibits a rather high verbosity and leads to
comparatively large file sizes.
Furthermore, the whole framework supports the translation
and localisation of content and provides corresponding inter-
faces to plugins. In the current version, all standard plugins
support both the English and German language. The basic
setup of GREASE, including all plugins, is listed in Table
II.

Table II: All plugins which are part of the basic setup of
GREASE

With respect to the communication tasks in the sensor
environment, we also have to discuss security features.
Due to the fact, that GREASE focuses on research and
development environments, we actually do not consider
further security aspects for the distributed handling and
storage of the sensor data. Within the different development
stages of a given system, engineers design and imple-
ment complex test environments for getting valid and high-
quality measurement results. Accordingly, the risks, which
result from general communication threats are negligible.
Nevertheless, we currently cooperate with related German
car manufacturers in regards to this weak point. Several
research projects focus on the development of advanced,
energy-efficient security features for embedded, resource-
limited sensor network topologies. In this context, the main
challenge is the maintenance of a lightweight software
architecture, which provides stable and flexible modules for
diversified application scenarios. Here, advanced security
mechanisms have a direct impact on the data throughput and
the resource consumption. Accordingly, our goal is to find
a good trade-off between runtime performance and security
capabilities within GREASE. A first approach could then be
the usage of an encrypting persistence module in non-time-
critical applications. However, this leads to other questions
as to which encryption algorithms to use and how to handle
key security. The next step would then be to actually secure
the data traffic inside the GREASE framework and its
surrounding infrastructure.

VI. APPLICATION SCENARIO

The proposed concept has been developed to manage sev-
eral sensor network scenarios at our computer engineering
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Figure 5: Measurement system - All data from the sensor nodes and the
GPS module is transmitted to the data sink in the vehicle

department. To clarify functional aspects of the implemented
framework, we demonstrate the data processing flow using
a real-world automotive measurement system [13]. For this
monitoring scenario, the existing sensor components of a
given research vehicle were upgraded with high-definition
sensor nodes. These nodes are placed at predefined positions
to monitor the entire environment and provide independent
measurement data about the current temperature, light inten-
sity as well as the acceleration in two axes and the magnetic
field strength. Thus, the established wireless sensor network
provides information about the measurement environment
and external parameters. Figure 5 illustrates this measure-
ment scenario.
The wireless sensor communication infrastructure is based
on the IEEE 802.15.4 and ZigBee [14][15] standards. Addi-
tionally, mobile sensor nodes are worn by the passengers.
In order to realise localisation features for these nodes,
they are equipped with nanoPAN ultra-low power network
interfaces [16], which provide RSSI-based (Received Signal
Strength Indication) distance information. Both communi-
cation technologies use the 2.4 GHz frequency spectrum
for data transmission. A multi-interface, multi-standard data
sink is able to handle both communication standards simulta-
neously. Robust communication stacks with adapted layer 2
and layer 3 protocols minimise interference-based influences
on the communication behaviour.
In addition, we integrated a high-resolution GPS (Global
Positioning System) sensor, which enables the correlation
between absolute positioning information, speed, altitude
and the available on-board vehicle data. We also established
a connection with the vehicle’s OBD (On-board diagnostics)
interface in order to retrieve further information specific to
the manufacturer and vehicle model.

Figure 6: An excerpt from an XML log file produced by GREASE’s
standard persistence plugin

By providing a synchronised knowledge base of all sensor
information, a detailed analysis of specific driving situations

and the driver behaviour is possible. Thereby, the GPS data
allows a verification of these situations based on available
track information. Accordingly, we are able to calculate and
predict driver profiles. The results are used to adjust and to
optimise the characteristics of the entire vehicle, for instance
the engine management system or the suspension dynamics.
This leads to the creation of in-depth driver profiles to adjust
said car characteristics even prior to the engine’s ignition.
For this a driver must already be known to the system and
enough data needs to be collected about their driving style
beforehand. By fusing the location data with other sensor
readings it is also possible to link peculiar measurement
values with similar driving situations. This data can then
be used to detect or predict similar route characteristics
based on information retrieved from the knowledge base and
thus critical situations may be identified more easily when
assessing real-time data and appropriate countermeasures
can be taken more quickly. Furthermore, an analysis of
the wear measuring quantity provides interesting statements
about the vehicle lifetime. For instance alterations in both the
noise and vibration behaviour of components in the engine
bay of a vehicle may indicate a damaged or soon-to-break
part when compared to information in the knowledge base.
For the measurement environment described here, particular
SensorReader modules for the data sink communication
interfaces were implemented. Incoming data from the sensor
network is classified and converted into abstract data objects,
which are transmitted to the controller. Another Sensor-
Reader module implements the necessary features for the
GPS (Global Positioning System) data input. Thereby, the
NMEA 0183 (National Marine Electronics Association 0183)
protocol for the positioning data is put to use. Accordingly,
all kinds of GPS hardware, which support the NMEA
protocol and the serial port as communication interface, are
supported.
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Figure 7: Sample application scenario of the proposed framework.

For the synchronisation of the sensor data, one specific Sen-
sorReader has to be predefined during the initialisation of
the measurement scenario. In our example case, the system
contains a GPS unit which provides positioning information
as well as an accurate time signal. In consequence, the
given timestamps from the GPS sensor represent the global
synchronisation master. However, the framework is not re-
stricted to using a timestamp as master index. Especially for
the integration of multiple, autonomous sensor systems and
a missing central scheduling entity, a user-defined choice for
the synchronisation master provides important benefits. For
instance this could be the activity of a specific sensor which
detects predefined events or starting selective aggregation
when certain sensor values exceed predetermined thresholds.
On the one hand this helps in reducing the amount of sensor
data to collect and store, whereas on the other hand it allows
to group pieces of information which correlate based on
time or event-wise. The storage of the retrieved datasets
is handled by the standard persistence plugin of GREASE,
which produces an XML file. An example of such a log file
can be seen in Figure 6.
For post-processing and evaluating the collected data, two
data analysis components were implemented. The first one is
an export module, which prepares the sensor data sets for the
storage in a given database system and accordingly transmits
the chosen information. A second module is responsible
for converting the sensor data with dedicated visualisation
plugins, e.g., for Google Earth. Hence, the data output of
this module is a KML (Keyhole Markup Language, file
format of the Google Earth software) representation of
all correlated sensor information or KMZ (zipped KML
including resources such as images), if additional data has to
be included. Figure 7 describes the data flow in this specific
scenario. All developed modules are as generic as possible

and may be used for a broad range of possible application
scenarios and hardware-configurations in the future. This
also includes a high compatibility level for both hardware
and software environments [17][2]. For a detailed evaluation
the import of measured data into JBEAM is possible and
reasonable. This can be accomplished by using either the
CSV (Comma Separated Values) export module or a specific
jBEAM plugin, which implements the ASAM standard.
With the latter the log file data can be imported directly
into jBEAM which makes it even easier to assess and
visualise large amounts of measured data in a comfortable
and appealing way.

VII. DATA ANALYSIS

The following figures show some visualisation possibilities
which represent the basis for further analyses. However,
the actual evaluation and interpretation of the sensor data
collected in the scenario described in Section VI is not part
of this paper. Therefore, the figures may only be seen as
examples with respect to the wide range of evaluation and
visualisation possibilities the framework provides.
The Google Earth export module offers the conversion of
the sensor data into the Google Earth file format (KML)
which allows the user to use the Google Earth application
for further analysis of the data. For this process, every
dataset has to contain positioning information which can be
retrieved from a respective sensor (for instance a dedicated
GPS module). The module then creates a corresponding
route for the GPS data (see Figure 8a) and a waypoint for
every dataset. If the distance of two waypoints is smaller
than a given threshold they may be fused for the sake of
clarity. The user is now able to get detailed information
for all waypoints in a corresponding pop-up window (see
Figure 8b), this includes all sensor values contained in this
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(a) The whole route (b) The details of a waypoint

Figure 8: Visualisation of a driven route and a single waypoint in Google Earth

dataset and any attached meta-information such as physical
units or environmental circumstances. Furthermore, sensor
value curves, such as the course of the vehicle speed, can be
shown alongside the route as an additional three-dimensional
altitude track. The altitude values of such a curve represent
the respective sensor values as shown in Figure 9. Based
on the timestamp data in the log file, Google Earth allows
the user to view the course of the measurement by using
its time bar. Only the appropriate waypoints for the selected
time range will be shown. By animating this process the
user can be provided with a comprehensive impression of
the test drive. Additionally, each measurement scenario can
be separated into different parts, for instance based on times
when the vehicle did not move for a specific amount of time
or if two adjacent waypoints have a distance greater than a
defined value.

Figure 9: Value curves along the driven route in Google Earth

Other commercial software tools, e.g., FlexPro or jBEAM,
are able to import the sensor data either by using export
plugins such as the default CSV export module or through
application-specific plugins which can the storage format
produced by a GREASE persistence plugin. These third-
party tools allow advanced, sectoral data post-processing

tasks and offer advanced possibilities for the statistical
analysis as well as the visualisation of the collected sensor
data. Yet, the GREASE data flow and data measurement
tasks remain unaffected regardless of the software tool,
which shall be used for further tasks. A further sensor
visualisation within jBEAM is shown in Figure 10a. In this
figure there are two graphs which contain speed versus time
and temperature versus time curves of a test drive. With
jBEAM, classical value curves as well as maps with overlay
information (as shown in Figure 10b) can be generated
very easily. The entire data processing flow integrates all
proposed features for the data recording, handling and visual
representation. Since GREASE’s aggregation phase and data
flow are completely independent of the successive data
evaluation the user can still benefit from the great variety of
already existing software tools for this task. They may even
change the used solution after already being halfway through
a measurement project without problems or use several of
such tools alongside each other. Besides, the framework also
allows for a great flexibility for instance in adopting ever-
changing measurement requirements and exposes a great
reusability for upcoming projects.

VIII. CONCLUSION AND FUTURE WORK

The proposed research work described the concept and
implementation of a comprehensive data processing environ-
ment for heterogeneous sensor or sensor-actor-systems. The
basic concept provides generic structures for many further
research projects in the field of novel data aggregation and
data fusion techniques. For an easy data collecting and
data analysis process, we are now able to synchronise and
correlate the single data sets also on resource limited and
embedded computer systems. The result is a common and
extensive knowledge base, which integrates all information
sources into complex data sets.
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In comparison to other related software tools, the proposed
framework fulfils essential requirements for a flexible usage,
a resource-efficient runtime behaviour as well as an auto-
mated or semi-automated operating mode. We developed a
standardised process for monitoring and archiving data from
a heterogeneous network topology in a synchronised way.
Besides storing basic information from given sensor data
sets, the system also integrates meta-information from the
environment to increase the reuse factor of the measurement
scenario. The universal XML data representation and a
modular plugin system ensure a generic usage for all kind of
sensor scenarios. Multiple data input and output interfaces
provide a high level of compatibility to other software tools
and data formats. The presented framework is used for
several wireless sensor network projects at the Chemnitz
University of Technology.
Regarding the presented automotive application scenario, the
proposed framework enables correlations between the mea-
sured sensor data from the test track and specific driver pro-
files. Accordingly, these information allow dynamic adapta-
tions of the driving parameters within the vehicle. This offers
novel and interesting possibilities to optimise a vehicle for
the specific characteristics of its driver.

(a) Value curves with markers for the currently selected waypoint

(b) A map with the driven route, showing the
selected waypoint

Figure 10: Visualisation of sensor data in jBEAM
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Abstract—A formalization of the recently proposed infinity 
hypothesis implying the common coevolution of the universe, 
life, mind, language, and society gives a possibility to introduce 
strict definitions of meaning and subjectivity, which spread 
beyond the traditional mathematics. This hypothesis leads to a 
semantic mathematics that is an implementation of the von 
Neumann’s idea of a low-level “primary language” (PL). In 
this paper the formalization of this infinity hypothesis is 
further developed and some of its consequences are considered. 
In particular, a phenomenology formalization, definite and 
conditional meanings of the PL’s words, their meaning 
complexity, categories and subcategories (hierarchies) of 
meaningful words, a way of the presentation of real numbers, 
the Cantor’s continuum hypothesis, the PL’s continuity-
discreteness unity and uncertainty, non-Gödelian 
arithmetization by natural numbers and its relation to 
Chaitin’s Omega-numbers, convention on truth, meaning 
ambiguity of words of different meaning complexity and its 
relation to Burali-Forti paradox are discussed. A validation of 
the PL is given. Some examples of meaningful computations 
using the technique of recently developed binary signal 
detection theory (BSDT) and the BSDT PL’s perspective 
applications to solving the problems concerning the brain, 
mind and their faculties are briefly considered. It is 
emphasized super-Turing computations are typical for the 
BSDT PL as well as animal and human regular everyday 
meaningful communication. 

Keywords-infinity; meaning; subjectivity; phenomenology; 
context; categorization; attention; randomness; complexity; 
continuity-discreteness unity and uncertainty; arithmetization; 
continuum hypothesis; super-Turing computations. 

I.  INTRODUCTION 

Recently proposed new infinity hypothesis [1] provides a 
possibility to strictly define such basic properties of mind as 
meaning and subjectivity. This hypothesis, contrary to the 
belief of some mathematicians [2], favors the view of 
mathematics as an invention of the mind. But mathematics is 
not only a product but also an instrument of the mind needed 
by humans to symbolically describe the world to better adapt 
to it. Mathematics may only be required and may only 
become possible in socially developed groups whose 
members are able to cooperate by means of a rather complex 
symbolic communication system or, in other words, by a 
language. In fact mathematics is an intrinsic part of the 
natural language (its fraction of maximal certainty) and can 
not be considered as something unrelated to it. Hence, 

mathematics as well as language is eventually the product of 
a particular human society and its culture, e.g., [3].  

While humans are directing their efforts to mathematical 
problems which are in essence external with respect to their 
minds and faculties of minds (language, intuition, creativity, 
sociality, etc.), mathematics may be conceived, developed, 
and successfully applied in a completely formal way, 
ignoring the fact that it is inseparable from the mind/ 
meaning/subjectivity – it has been the course of the 
development of mathematics during thousands of years of its 
history. Rather recently this history was culminated in the 
design of formal axiomatic systems for mathematics as a 
whole – a finite number of most basic statements or axioms 
from which all mathematical theorems (correct assertions) 
can be derived in a finite number of logical inferences. This 
approach is known as a “finitist” one. The most famous and 
practically important of axiomatic systems is the Zermelo-
Fraenkel (ZF) axiomatic system with the axiom of Choice 
(ZFC) [4]. The ZFC is widely recognized as a “standard” or 
“traditional” basis for all the contemporary mathematical 
formalism – a technique of writing out the axioms, theorems, 
and inference rules in a symbolic way. The very idea of the 
axiomatization and the goal of the famous David Hilbert’s 
program [5] are to exclude from mathematics even the 
smallest traces of the mind/subjectivity, to reduce in this way 
mind-related ambiguities and to ensure as a result the highest 
possible (in the ideal case “absolute”) logical rigor of it. But, 
as was demonstrated by Kurt Gödel [6], this enormous goal 
can never be achieved: in fact no finitist axiomatic system 
exists that leads to mathematical formalism that would 
simultaneously be consistent (all of its theorems do not 
contain logical contradictions) and complete (all of its 
theorems can be proved or, in other words, formally derived 
from the axioms). For the Hilbert’s program and the whole 
axiomatic approach, this Gödel’s incompleteness plays a 
destructive role. In spite of that, all theorems already proved 
and those that would only be proved in the future within the 
framework of the ZF/ZFC formalism remain valid while we 
are interested in problems that are not directed to our minds. 
An overwhelming majority of mathematical problems were 
till now exactly of this kind and, consequently, Gödel’s 
incompleteness exerts no effect on them. Computational 
abilities of mathematical formalism that is based on ZFC-
like axioms and ignores the mind were revealed and 
implemented by Alan Turing [7] as his famous abstract 
Turing machines. 
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The situation changes drastically as soon as humans start 
to address problems which are in essence internal with 
respect to their minds and faculties of minds. Now the minds 
have to symbolically describe themselves by means of 
methods created by them in a way that is comprehensible to 
other minds. Under such circumstances of self-reference, 
self-representation and self-awareness, standard (ignoring the 
mind) mathematics does not work and the impossibility of 
describing the mind by methods ignoring the mind manifests 
itself in some notorious paradoxes [4] and in Gödel’s 
incompleteness [6] which becomes immediately practically 
significant. But even the most dogmatic formalists can not 
completely exclude the mind from their theories because the 
need always remains to explain (interpret) their special 
symbols in words of a natural language that names our 
elementary subjective experiences (“primitive intuitive 
knowledge”). As a result, mind-related meaning variability 
of natural languages penetrates into the mathematical 
formalism making it vague and insufficiently rigor. Henri 
Poincaré [8] formulated this problem as his “vicious circle 
argument” drawing the attention to the fact that at least some 
basic notions of known axiomatic systems are defined one 
through the other and, consequently, can not be treated as 
genuinely fundamental. Emphasizing the intuitionist aspects 
of knowledge, he also enunciated the intuitive origin of the 
fundamental in mathematics principle of induction. To solve 
these problems at least partially, formalists gather colloquial-
word explanations of their symbols together, dub resulting 
collection the metamathematics, e.g., [9] and consider it as 
something different from the formalism itself.  

There is also technically unpopular but methodologically 
important branch of mathematics known as L. E. J. 
Brouwer’s intuitionism, e.g., [10]. It states that certain 
principal mathematical concepts (and, consequently, axioms 
as their symbolic representations) are immediately given to 
humans by their intuitions, though these concepts/axioms 
can never precisely be completed because over time they 
could be changed by further intuitions. Hence, the 
intuitionism and the formalism are axiomatic theories but 
with axioms introduced in different though similar ways 
(note, metamathematics, a part of the formalism, actually 
contains some elements of the intuitionism). It was John 
Lucas who first soundly stated [11] that the Gödel’s 
incompleteness theorem [6] does not allow formal finitist 
explanation of the mind and presenting it as a Turing 
machine. Later these ideas were further developed by Roger 
Penrose [12], [13]. He, in order to explain mind/ 
consciousness, has argued the need of appealing to a so-far 
unknown hypothetical physics known as a “correct quantum 
gravity” that would be responsible for the emergence of our 
subjective experiences. In any case, Turing methods are 
insufficient to ensure mind/mind-related computations and to 
do this something “super-Turing” is required.  

One can see, standard mathematics based on the ZFC or 
ZFC-like axiomatic approach becomes insufficient if we 
need to explain the mind and mind-related human/animal 
faculties. Numerous unsuccessful attempts to achieve an  
adequate description/understanding of such phenomena as 
mind/consciousness, e.g., [14], language, e.g., [15] or 

(mathematical) symbolism, e.g., [16] show these problems 
are tied in a Gordian knot and none of them, taken 
separately, could not fully be solved. It indicates we need a 
new mathematics spreading beyond the ZFC and equally 
successful in describing the phenomena that are external and 
internal with respect to the mind. Since standard 
mathematics successfully describes the mind-external world, 
it has to be a part of the required new mathematics. Hence, 
we need such a generalization of the ZFC that additionally 
takes into account a fundamental property of the world that is 
missed by the ZFC but crucially important for the emergence 
and maintenance of the human mind and mind-related 
faculties. We hypothesize [1], [17] this fundamental property 
is the infinity of common “in the past“ coevolution of the 
universe, life, mind, language, and society (cf. Edward 
Wilson’s idea of the “gene-culture coevolution” [18], 
Humberto Maturana and Francisco Varela’s autopoiesis 
theory [19], Lynn Margulis’s evolutionary symbiosis [20], 
and psychosomatic nets by Candace Pert [21]). In the present 
paper it is explained in which way this idea of infinity can be 
implemented by methods that are beyond the ZFC and 
regular Turing computations. The generality of our initial 
thesis entails the need to also address some other problems of 
great generality namely the context, meaning, attention, 
subjectivity, categorization, randomness, complexity, etc. In 
spite of that, this work is about science and not philosophy 
because it addresses a new mathematics and its practical 
computations.  

For the sake of completeness, it is also needed to point to 
the opposite view usually accepted in the field of machine 
consciousness: the ZFC and Turing machines are sufficient 
for modeling the mind and serious obstacles that hinder 
achieving this goal are caused by severe but within the 
existing framework solvable technical problems, e.g., [22] -
[24].  

The rest of this paper is structured as follows. In Sections 
II to IV the hypothesis of concurrent infinity, based on it 
phenomenology formalization, and an implementation of the 
von Neumann’s idea of a “primary language” (PL) are 
considered. It is also explained in which way the PL and 
recent binary signal detection theory (BSDT) [25] are closely 
related, why the BSDT PL spreads beyond the ZF/ZFC and 
why it may be treated as mathematics of meaningful 
computations. In Section V some details of the BSDT PL 
formalism are described, including the formalization of the 
notions of meaning, subjectivity and meaning complexity. 
Sections VI and VII describe a non-Gödelian arithmetization 
by natural numbers of all the BSDT PL expressions, their 
randomness and continuity-discreteness unity and 
uncertainty. The BSDT PL’s convention on truth is 
considered in Section VIII. In Section IX the notion of 
conditional meaning is described and used to account for 
meaning ambiguity of BSDT PL words of different meaning 
complexities. A connection between the meaning ambiguity 
and Burali-Forti paradox is also demonstrated. Section X 
presents some numerical and empirical validations of the 
BSDT PL, including the existence in animals/humans of 
mirror neuron systems that implement typical super-Turing 
computations and BSDT PL super-Turing computers. In 
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Section XI examples of practically important given the 
context meaningful computations and some BSDT PL 
perspective applications are briefly discussed. Section XII 
gives conclusions. 

II. BSDT PRIMARY LANGUAGE AS VON NEUMANN’S  

PRIMARY LANGUAGE  

It was John von Neumann who was perhaps the first 
mathematician claiming the need of another mathematics for 
brain computations. This article is an attempt of an 
implementation of his idea of a low-level “primary language 
truly used by the central nervous system,” and structurally 
“essentially different of those languages to which our 
common experience refer” [26, p. 92]. It is this primary 
language that is this new “essentially different” (we suppose, 
spreading beyond the ZFC) mathematics for describing the 
mind and doing mind/brain computations. 

Since the PL is a low-level language for a nervous 
system’s internal computations, its symbolism should be 
relevant to the usual style of signaling in nerve tissues of 
animals/humans by means of short electrical impulses of 
given amplitude often called “action potentials” or “spikes”. 
We assume informative messages of interest are conveyed 
and processed in the brain as patterns of such spikes. It is 
supposed, these patterns are represented in the PL as finite-
dimensional binary spin-like (with components ±1) vectors 
distorted by a non-additive “replacing” binary noise [27]. 
The coding by binary noise and, as a result, using the “one-
memory-trace-per-one-network” learning paradigm [28] are 
the main features of the BSDT [25] that gives the best 
coding/decoding rules for patterns of binary signals damaged 
by binary noise. Complete description of all non-discrete 
properties of neurons as, e.g., their electric-chemical 
interactions or refractory periods is included into the infinite 
context giving the meaning to a particular pattern of spikes 
or respective binary vector (Section V B). They also 
contribute to uncertainties discussed in Sections VI B and X 
E. BSDT +1/–1 code can not be replaced by the 1/0 code 
traditionally used in most computers. It is superior because 
binary +1/–1, ternary +1/0/–1, and quaternary “colored” +1/–
1 codes naturally describe 1) neuron assemblies in different 
states of their synchrony and 2) different ways of reciprocal 
(“phase”) transitions between them [27].  

To formalize the well-known vision of the brain as a 
selectional device, e.g., [29] within the framework of the 
BSDT, by analogy with Turing machines, we have 
introduced the abstract selectional machines, BSDT ASMs 
[30]. ASMs ensure the best BSDT decoding and give a 
technical implementation of the idea that meaning of a finite 
symbolic message is mainly defined by its infinite context. 
The BSDT and its ASMs became also the ground for the 
BSDT neural network assembly memory model, NNAMM 
[31], and BSDT atom of consciousness model, AOCM [32]. 
They employ explicitly the idea of the equivalence between 
the meaning of a message and subjective experience or 
primary thought of an organism (perceiving agent) 
recognizing this message. Such an approach inevitably 
requires an extending of standard mathematics beyond the 
ZFC, to ensure the consideration of the phenomenon of 

meaning/subjectivity/privacy at mathematical level of logical 
rigor. The latter is the mandatory prerequisite for solving 
what is called the “hard” problem of consciousness [33].  

At the same time the PL would remain an empty 
enterprise if there is no technique implementing it 
computationally. Fortunately, the BSDT gives such the best 
technique that is completely ready to be used. What is 
additionally needed to ensure its success is a methodology of 
its application to particular PL-specific problems, see Section 
XI. Hence, for the PL, the BSDT plays a two-fold role: on 
the one hand, it contributes to its substantiation; on the other 
hand, it gives its computational implementation. 
Consequently, it is natural to refer to the PL we propose as 
the BSDT PL. The PL in turn gives the BSDT the 
significance of the best technique of the PL’s meaningful 
computations (e.g., Sections IV, V, X, and XI). 

In the regular sense of this term, proofs are understood as 
finite sequences of formal symbolic logical transformations 
that draw the theorems from axioms. For BSDT PL 
statements, such formal proofs have strictly speaking no 
sense because, in this case, we are always interested in their 
meanings but standard mathematical formalism rejects 
meanings by definition. For the substantiation of BSDT PL 
statements, we will give neither theorems nor proofs. We 
will provide instead their unambiguous constructions, given 
our new premises (Section V) and known theorems of 
standard mathematics. Such a style of writing is 
“constructive” rather than formal. 

In order to arrive at the BSDT PL we have mainly been 
motivated by biological and mathematical reasons. For this 
reason, along all this paper we will focus on those problems 
of life, mind, language and society that standard mathematics 
fails to resolve. The most acute of them and most amenable 
for the first BSDT PL application are perhaps the reliable 
language communication without syntax in humans and 
communication without any language at all in human infants 
and animals of the same or relative species. These problems 
are of great importance for linguistics, cognitive sciences, 
and artificial intelligence because their study informs us 
about the dynamics of language as a population 
phenomenon, bodily forms of signaling, and about a 
cognitive and bodily infrastructure for social interaction [34]. 
We also highlight the ranges of BSDT PL applications and 
show where and in which way it could be reduced to the 
reining standard mathematics.  

The BSDT PL is of course not restricted to biology; it 
may also be useful, e.g., in physics but this direction of 
BSDT PL perspective applications remains out of the scope 
of this work.  

III. HYPOTHESIS OF CONCURRENT INFINITY, EBSDT AND 

BSDT  PL PHENOMENOLOGY 

The ZFC axiom of infinity postulates the infinity of the 
number of those elements/individuals that are used in ZFC 
theory of sets for the construction of these sets [4]. The 
meaning of the term “element/individual” is not specified in 
any way but it would be reasonable to believe (or at least one 
would prefer to believe) this infinity axiom reflects in a sense 
the tacitly assumed infinite richness of the world in which we 



496

International Journal on Advances in Intelligent Systems, vol 5 no 3 & 4, year 2012, http://www.iariajournals.org/intelligent_systems/

2012, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

live in, though what is “the world” is again explicitly not 
specified. In spite of obscure terminology used we have to 
agree that the ZFC seems to imply the infinite versatility of 
the world but certainly does not inherently imply the 
possibility of its evolution and development. The ZFC world 
is a stationary one. This theory allows the allocation of 
different aggregates of elements (the world’s “currently 
visible” fragments) but does not allow any changes of neither 
the world as a whole nor its currently visible parts. The 
fragments of ZFC world (sets and subsets of elements) are 
“tautologically” [4] related to each other like ZFC 
theorems/tautologies that could be transformed one into the 
other with the help of simple or intricate but always 
reversible (as they produce the tautologies only) formal 
rules. The irreversibility of known irreversible functions 
originates from a randomness of processes, e.g., [27] they 
represent but are not from the ZFC. If one prefers to keep the 
elements as abstract and not related to the world entities then 
ZFC mathematics remains meaningless. In spite of that its 
computations may gain different meanings from different, 
e.g., physical problems they describe (see Section XI B). 
 

Universe
Life

Mind

Language

Society

 
 

Figure 1. Hypothesis of concurrent infinity. Reciprocal relations between 
the universe, life, mind, language and society are shown as overlapping 
ovals of different colors. Arrows designate the course of their common 
infinite “in the past” (on the left) and open-ended “in the furure” (on the 
right) co-evolution. 

 
The BSDT PL infinity hypothesis we are inaugurating is 

needed to introduce in mathematics the idea of permanent or 
“eternal” open-ended evolution and development of our 
(physical) world including animals/humans and their minds 
as a part of it. In addition to the ZFC-like infinite richness 
of the world, we postulate the infinity of common “in the 
past” and open-ended “in the future” co-evolution (Figure 1) 
of the universe, life, mind, language and society [1], [17], 
[32]. We also equate a real-world physical device devoted 
to the recognition of particular meaningful symbolic (binary 
for certainty) message originated from a thing of the world, 
complete binary infinite on a semi-axis description of the 
story of designing this device in the course of its infinitely 
long evolution from “the beginning of the world” until now, 
and the meaning of the message under consideration or 
primary thought it conveys. In addition meanings are 
interpreted as subjective/first-person/private experiences or 
respective feelings (qualia) and vice versa [1], [17], [32]. It 
is assumed, the BSDT PL world (it coincides with our 
physical world), is the total collection of what we call 

things, i.e., any inanimate objects, animate beings, and any 
relationships between/within them. All the world’s things 
are permanently evolving, in the course of their common 
infinitely long coevolution, “in parallel” or concurrently, 
physically interacting with each other either directly or by 
their contributions to their common environment. To 
emphasize this issue we call our hypothesis the hypothesis 
of concurrent infinity. The BSDT extended by this 
hypothesis is referred to as the eBSDT; it is the basis for the 
BSDT PL we describe here as well as BSDT AOCM [32]. 

Our infinity hypothesis defines simultaneously a 
phenomenology (Figure 2), that is, explicit relationships 
between human subjective experiences and real world things 
humans perceive. The phenomenology is the branch of 
philosophy and science that emphasizes the role of/ 
concerns mainly with perceptual/subjective aspects of our 
knowledge and our minds. In its present form, it was 
established and strongly advocated by Edmund Husserl, 
e.g., [35]. For the recognition of the meaningful message of 
interest (a binary vector xj

i given its infinite binary context 
cxi, Section V), our phenomenology postulates the use of a 
real-world implementation of the BSDT ASM devoted to 
process the xj

i ([30] and box 1 in Figure 2) and, 
consequently, it is the BSDT PL phenomenology. It not only 
connects our feelings to things we perceive (boxes 1 to 3, 
some details see in [32]) but ensures also their formalization  
giving a possibility (box 4) of establishing a set of formal 
rules defining in which way to deal with meanings and 
feelings in terms of standard mathematics (Section V). From 
a common-sense point of view, taken together, explicit 
phenomenological traits of our infinity hypothesis do give 
the theories based on them (BSDT PL and BSDT AOCM 
[32]) a little taste of “strangeness”.  
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Figure 2. The BSDT PL phenomenology. Real-world physical devices 
recognizing the strings/vectors xj

i and their equivalents in meaning, feeling, 
and symbolism domains (boxes 1 to 4) give rise together to BSDT PL 
phenomenology (box 5). Bidirectional arrows are used to designate the 
signs of equivalence and “paradigm shifts” or transitions “between 
incommensurables” [36, p. 150]. 

 
The distinctive feature of the hypothesis of concurrent 

infinity, which is rather difficult to comprehend, is that it 
literary equates usually incommensurable entities, related to 
quite different domains – real-world physical devices (box 1 
in Figure 2), meanings of names of real-world things (box 
2), subjective feelings (box 3), and infinite strings of 
symbols (box 4). In particular, our suggestion (boxes 1 and 
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2) that the meaning of a thing’s name is identical to the 
physical device recognizing this name but not to the thing 
itself seems at the first glance counterintuitive. At least 
Ludwig Wittgenstein stated the opposite: “A name means an 
object. The object is its meaning.” [37, 3.203]. I.e., he 
equated meanings of words and the things to be named 
while we equate meanings of words and an agent’s devices 
recognizing these words. In other words, it is assumed the 
meaning of a thing’s name is a specific internal activity or 
psychological state or primary thought of an organism 
(sensory agent) perceiving this thing. Name meaning is the 
property (momentary internal state) of a perceiving agent 
and not the property (feature, trait, state) of the thing to be 
named. It is easier to intuitively acquire this statement, if to 
remember that the things of the world are always given to us 
indirectly, through our sensory organs and respective 
patterns of sensory signals in our nerve tissues. 

IV. THE IDEA OF PHENPMENOLOGY  FORMALIZATION 

AND SEMANTIC MATHEMATICS 

To do the formalization of BSDT PL phenomenology, 
we invoke our suggestion that an agent’s psychological 
states, name meanings, primary thoughts and physical 
devices devoted to recognize the names are equivalent to 
infinite on a semi-axis binary strings that share their infinite 
on a semi-axis initial parts/beginnings or, in other words, 
that have common prehistory. It is a prehistory and not the 
history because it describes the beginning of everything in 
the world and remains always essentially unspecified. We 
know about the prehistory that its existence is one-way 
infinite and common for all the things of the world but 
nothing more. Of this follows that a particular infinite on a 
semi-axis binary string describing the meaning of a thing’s 
name (the physical device that recognizes this name and 
feeling the thing causes in a perceiving agent) has infinite on 
a semi-axis beginning that coincides bit-by-bit with infinite 
on a semi-axis beginnings of other infinite on a semi-axis 
binary strings describing the meanings of names of other 
things of the world. Consequently, to formalize the 
operations with name meanings and respective feelings 
(Section V), it suffices to fix such an arrangement of their 
one-way infinite meaning descriptions when their infinite on 
a semi-axis beginnings (initial parts or prehistory) coincide 
completely and, after excluding these common beginnings 
from the consideration, to deal with their finite-in-length 
string remnants only by methods of standard mathematics. 
Such mathematics of computations with meaningful one-
way infinite and specially arranged strings we call 
meaningful or semantic mathematics.  

The fact that meaningful/semantic computations with 
finite binary strings are defined given their common 
infinitely long on a semi-axis prehistory or under condition 
that their infinite on a semi-axis beginnings coincide bit-by-
bit completely transforms them into a kind of conditional 
computations. Hence, BSDT PL computations obeying the 
demands of the hypothesis of concurrent infinity and 
respective BSDT PL phenomenology are ultimately the 
computations performed by methods of standard 
mathematics given additional boundary conditions specified 

by a binary text that occupies completely an infinite semi-
axis. The BSDT PL as a semantic mathematics is a 
generalization of standard mathematics for the case of 
operations with one-way infinite binary strings having 
common one-way infinite beginnings and, simultaneously, a 
kind of standard mathematics conditioned by infinitely 
large amounts of additional assumptions written as an 
infinite on a semi-axis binary string. Once these additional 
boundary conditions (assumptions) are discarded, the 
mathematics of meaningful computations disappears and 
becomes the standard ZFC mathematics that by definition 
ignores meanings of its theorems/computations.  

Since meaningful (semantic) computations are dealing 
with infinitely long strings/messages (i.e., taken as a whole 
genuine real numbers), they cannot be performed by regular 
Turing machines. To cope with semantic computations, a 
super-Turing computational technique and its 
implementation in the form of a physically constructible 
super-Turing computer [38] are obviously required (see 
Section X B and D). Like Turing machines implement the 
computations in standard ZFC or ZFC-like mathematics, 
super-Turing machines should implement the computations 
in semantic mathematics 

V. ELEMENTS OF THE BSDT PL FORMALISM 

The acceptance of the hypothesis of concurrent infinity 
transforms ZFC mathematics into the BSDT PL whose 
formalism differs to an extent from what we customary use.   

A. Alphabet of Meaningful Words 

As the BSDT PL is a kind of standard mathematics, the 
alphabet of the latter may be accepted as the alphabet of the 
former, with reservations concerning the specificity of 
semantic mathematics. The most important  of them is that 
basic BSDT PL objects are infinite on a semi-axis symbolic 
(binary for certainty) meaningful strings that have common 
coinciding bit-by-bit infinite on a semi-axis meaningful 
beginnings. The other is that all these strings are written in 
the BSDT format as spin-like ±1-sequences and their finite-
in-length end-fractions are processed by respective BSDT 
ASMs. In other words, it is assumed, all BSDT PL finite 
binary strings are coded using replacing binary noise [27] 
and decoded by BSDT ASMs [30] that give in this case the 
best decoding rules. The type of coding of infinite-in-length 
but explicitly unspecified common beginnings of 
meaningful strings does not matter. Meaningfulness of 
BSDT PL one-way infinite strings (and their equivalence to 
real-brain physical devices) is actually postulated by the 
hypothesis of concurrent infinity (Sections I and III, Figure 
1) and respective BSDT PL phenomenology (Sections III 
and IV, Figure 2).  

B. Vocabulary of Meaningful Words 

The distinctive feature of the BSDT PL is that its basic 
elements (words) are meaningful. Their meanings are 
introduced as follows.  

1) Meaningful simple words: Let us arbitrary choose 
one of BSDT PL one-way infinite binary strings, e.g., the cx0 
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as a “master string”. The length of it in bits, l(cx0), equals by 
definition 0א: l(cx0) = 0א where 0א is the Georg Cantor’s 
aleph-nought. If to divide the cx0 in the ith randomly chosen 
place into two parts then its finite and infinite fractions 
could respectively be thought of as an i-bits-in-length simple 
meaningful word xj

i naming the ijth thing of the world and 
the context cxi in which this word appears. Taken separately, 
xj

i is meaningless. Resulting string cx0 = cxixj
i may be treated 

as the jth value of the string function/form C(xi) = cxix
i 

where string variable xi is a string template of i empty cells 
needed to produce the strings xj

i by filling this cell template 
in different i-length arrangements of +1s and −1s (cxix

i is a 
concatenation of infinite binary string cxi and cell template 
xi). At a given value of i, with the help of the C(xi), 2i of 
different strings cxixj

i can be generated with the same context 
cxi and different affixes xj

i. An affix xj
i may simultaneously 

be treated as the ijth i-bits-in-length binary string, message, 
computer code/algorithm, vector or point in the space Sxi 
(xj

i Sxi; j = 1, 2, … 2i), element of the set Sxi of the 
cardinality |Sxi| = 2i, BSDT PL word or name (indices i and j 
point to a particular thing of the world, see Section V B3). 
Depending on the current context, these terms will further 
be used interchangeably. 



By changing the values of i from zero to infinity, the 
function C(xi) allows to generate (construct) any finite 
binary string xj

i of any length i = l(xj
i) given its infinitely 

long context cxi. All resulting strings cxixj
i constitute together 

an ultimate or proper class Scx0 – the set that is not a 
member of any other set [39], cxixj

iScx0. The term “proper 
class” may intuitively be interpreted “as an accumulation of 
objects which must always remain in a state of 
development” [40, p. 325]. The items of the Scx0, cxixj

i, are 
uniquely specified by their i-bits-in-length affixes (right-
most end-fractions) xj

i. The cxi is common infinite context 
for all the xj

i of the length i that have different arrangements 
of their ±1 components; i = 0, 1, 2, … and j = 1, 2, …, 2i. 
The principal property of elements of an Scx0 is that, in the 
sense of Cantor, they are all of the same infinite length 0א 
(are countable) but, in spite of that, they and their infinite 
fractions are explicitly comparable and may be a number of 
bits longer or shorter with respect to each other. Of the 
vantage of standard mathematics, the latter conclusion is 
fundamentally impossible though it is the norm for the 
BSDT PL due to the common infinite beginning of all its 
one-way infinite strings. For example, if meaningful simple 
words xj

i and xj
k obtained with the help of forms C(xi) and 

C(xk) given the same master string cx0Scx0 are of different 
lengths (e.g., k > i) then l(cx0) = l(cxixj

i) = l(cxkxj
k) = l(cxi) = 

l(cxk) = 0א but l(cxixj
i) − l(cxi) = i, l(cxkxj

k) − l(cxk) = k, l(cxixj
i) 

− l(cxkxj
k) = 0, and l(cxi) − l(cxk) = k − i > 0 (for cxixj

i and 
cxkxj

k, their the largest common infinite beginning is cxk; see 
Figure 3).  

Note, infinite words [41] of automata theory have no 
common infinite beginnings and remain within the 
framework of traditional mathematics 

2) Meaningful composite words/sentences and their 
focal and fringe constituents: If string variable xi consists of 
variables up and vq then xi = upvq with i = p + q; upvq is a 
concatenation of cell templates up and vq. The values of 

variables xi, up, and vq are respectively the strings xj
i, ur

p, and 
vs

q that are the members of sets Sxi, Sup, and Svq whose 
cardinalities are respectively |Sxi| = 2i, |Sup| = 2p, and |Svq| = 
2q; Sup Sxi and Svq Sxi. The values of composite variable 
xi = upvq are the composite words xj

i = ur
pvs

q, the order of the 
composite word’s constituents is essential for them (see an 
example in Figure 4). Composite variables consisting of any 
number of their constituents may similar be constructed. 
Composite space Sxi may also be interpreted as either the Sup 
whose vectors are colored in 2q colors or the Svq whose 
vectors are colored in 2p colors. If so, then p and q are the 
measures of discrete “colored” non-localities of vectors in 
spaces Svq and Sup, respectively [17], [27]. Similar colored 
(blue-and-red) binary spaces (three-dimensional “colored 
Boolean cubes”) have earlier been used for representing the 
Boolean functions of one-dimensional cell automata, e.g., 
[42, ch. 6]. The rainbow of colors in finite-dimensional 
binary spaces discussed here is a direct generalization of 
two-color spaces of any dimensionality we previously 
introduced [27] to describe the coding of signals in nerve 
tissues of animals/humans. 
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Figure 3. Meaningful simple words xj

i and xj
k (red line segments), their 

infinite on a semi-axis contexts cxi and cxk (blue line segments), and their 
meanings cxixj

i and cxkxj
k (red and blue line segments taken together). The 

lengths of red line segment in bits, i = l(xj
i) and k = l(xj

k), are ensemble 
complexities of xj

i and xj
k (k > i), the lengths of blue line segments, 0א = 

l(cxi) = l(cxk), are their context complexities (l(cxi) – l(cxk) = k – i > 0); the 
lengths of red and blue line segments taken together, 0א = l(cxixj

i) = l(cxkxj
k), 

are their meaning complexities (l(cxixj
i) – l(cxkxj

k) = 0, Section V C). 
Colored line segments denote the strings themselves, arrows designate their 
lengths. Dashed ending of lines on the left designate their infinity “in the 
past”. 

 
Isolated composite words are meaningless. Like simple 

words, they take their meanings from their infinite contexts 
and from themselves. For this reason, definite meanings 
have either whole composite words or their right-most 
fractions only. The right-most fraction of a composite 
meaningful word occupies an animal’s dynamically created 
“focus of attention” and is called the “focal” word. The 
composite word’s non-focal component is the focal word’s 
“fringe” (by analogy with fringes of memory and 
consciousness [31], [32]) or the focal word’s short-range or 
immediate or local context. If internal structure of a 
composite word is ignored then it is interpreted as a focal 
word that has zero-length fringe.  

Meaningful composite words xj
i = ur

pvs
q are thought of 

as BSDT PL meaningful sentences. The focal word vs
q 

corresponds to a sentence’s feature/attribute that is currently 
in the focus of an animal’s attention; its fringe ur

p is the 
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fringe of the animal’s memory or consciousness. A 
composite word’s “holophrasical” presentation (without 
noticing its internal structure), e.g., xj

i corresponds to the 
perception/understanding of a sentence as a whole whereas 
its “analytical” presentation as, e.g.,  a set of possible focal 
words vs

q with 1 ≤ q ≤ i gives the sentence’s meaning as a 
series of meanings of its simple focal words. Composite 
word’s holophrasical presentation describes the perception 
of a thing as a whole (diffuse focus of attention) whereas its 
analytical presentation describes its perception as a series of 
its attributes (acute focus of attention). Any paraphrase of 
BSDT PL sentences (any other choice of their constituents) 
cannot change their whole meanings and in that sense the 
BSDT PL lacks “compositional semantics” [43]. Owing to 
our infinity hypothesis (Figure 1) and its phenomenology 
(Figure 2), meaningful BSDT PL sentences (meaningful 
composite words) are simultaneously real-brain devices 
processing these sentences. For this reason, the number of a 
composite word’s constituents may be treated as an animal’s 
logical or reasoning deepness. Since logical or reasoning 
deepness measured in humans is 3 to 5 [44], the biologically 
most plausible number of components constituting BSDT 
PL composite words is expected to be of the same value, 3 
to 5. 
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Figure 4.  Meaningful composite word/sentence xj

i = ur
pvs

q; vs
q is a focal 

word of the sentence xj
i, ur

p is the focal word’s fringe. Designations as in 
Figure 3. 
 

As composite words are treated as BSDT PL sentences, 
the set of rules for the construction of meaningful composite 
words from a set of its possible constituents produces the 
BSDT PL syntax. Since any operations on simple and 
composite meaningful words should always be performed 
given their meanings (taking into account their common 
infinite beginnings), BSDT PL semantics (interpretations of 
words) is primary with respect to its syntax (rules for the 
construction of words) though they are of course closely 
related. If internal structure of meaningful composite 
words/sentences is ignored and they are perceived as a 
whole then communication with their help does not appeal 
to BSDT PL syntax and, consequently, it is performed 
without syntax, which is typical for animals and human 
infants [34]. 

3) Naming the things by meaningful words: All the 
meaningful words xj

i constitute the BSDT PL vocabulary – a 
set of words that name, given their infinite context, all the 
things of the world, known as well as unknown but only 
conceivable. The number of things of the world is supposed 

to be infinite but countable, like the number of different 
meaningful strings cxixj

i related to a given proper class 
(Section VI A). BSDT PL vocabulary is always limited 
though, by request, may arbitrary be enlarged to the extent 
constrained mainly by particular animal’s morphology only 
(new meaningful names may always be constructed and 
added to the vocabulary). Meanings of BSDT PL words are 
the ones that animals keep actually in their minds because, 
for an animal’s survival, it is needed, its nervous system 
does not lie to itself. That is the reason why the BSDT PL 
should be successful as a truly primary language.  

BSDT PL word xj
i (i-bits-in-length sequence of +1s and 

–1s) is the jth pattern of spikes in the ith brain area equipped 
by the ijth BSDT ASM devoted to recognize the xj

i, the 
name of the ijth thing of the world. This area may contain 
up to 2i of such ASMs (cf. Figure 8). The reservation 
concerning brain areas (perceptual submodalities) is needed 
to connect the xj

i to its context cxi that specifies together with 
the xj

i itself particular real-brain physical device recognizing 
the xj

i and giving a meaning to it. Hence, BSDT PL 
meaningful words (patterns of +1s and –1s) are 
simultaneously the patterns of nerve impulses (spikes) in 
specific brain areas but certainly not the words of any of 
natural languages. With respect to our primary language 
natural languages are the secondary ones [26]. Invoking the 
notions of neuroscience (e.g., spikes or brain areas) for 
underpinning the theory’s formal mathematical issues seems 
rather strange but does not reduce the theory’s rigor. A 
reference to neuroscience is inevitably needed to give an 
explicit specification of one of the theory’s principal 
paradigm shifts [36] shown by arrows in Figure 2, namely 
the shift from the domain of mathematical symbolism (box 
4) to the domain of physically constructible brain devices 
(box 1) devoted to the recognition and processing of 
symbolically presented messages originated from things of 
the world (cf. Section X B and D).  

C. Meaning Complexity and Levels of Meaning 
Uncertainty of Meaningful Words 

The first thing that is needed to operate with meaningful 
words is a way of comparing them. Available methods do 
not hold in the case of concurrently infinite words. 

1) The quest for a new infinity measure: All BSDT PL 
meaningful strings are one-way infinite, have an infinite 
length 0א, and share their infinite beginning the length of 
which is again 0א. Since their beginnings (distributed but 
precisely arranged and fixed “points of origin”) are always 
the same (completely coincide), their end-points may take 
different locations and respective one-way infinite strings 
may in general be a number of bits longer or shorter with 
respect to each other. Figure 3 shows meaningful words 
whose complete string representations have the same end-
points but whose string contexts have different end-points. 
Figure 5 illustrates another case: meaningful words whose 
complete string representations have different end-points 
but whose string contexts have the same end-points. We see 
the strings of the same infinite length in the sense of Cantor 
(that are countable) may be of different infinite length in the 
sense of the BSDT PL and, consequently, it is needed to 
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introduce a measure of lengths of such infinite strings (i.e., a 
measure of infinity) that should quantify their total lengths 
and the distinctions in positions of their end-points. 
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Figure 5. Meaningful words yr

p and xj
i of different in q bits meaning 

complexities, l(cxixj
i) – l(cupyr

p) = q. Taken separately, strings 1 and 2 are of 
the same infinite length, l(cxixj

i) = l(cypyr
p) = 0א. xj

i and yr
p are focal fractions 

of strings 1 and 2 and, consequently, are meaningful. If xj
i is a composite 

word, xj
i = ur

pvs
q, then ur

p is a fringe of meaningful focal name vs
q (in line 1 

and 2, yr
p and ur

p may bit-by-bit coincide). Designations as in Figure 3.  
 
2) Meaning complexity: We refer to the lengths l(cxixj

i) 
of infinite-on-a-semi-axis binary strings cxixj

i with their 
common infinite beginning (the context, cxi) and their 
different explicitly specified affixes/meaningful simple 
words xj

i as meaning complexities of these words (see 
Figures 3 to 5). If such strings have the same end-points 
then their affixes are understood as meaningful simple 
words of the same meaning complexity (Figure 3). If the 
end-points of such strings do not coincide then meaning 
complexities of respective meaningful words do not 
coincide too and the largest meaning complexity has the 
word whose meaningful string description has the end-point 
that is located to the right of end-points of other meaningful 
strings (in Figure 5, cxixj

i has larger meaning complexity 
than the cypyr

p because the difference l(cxixj
i) – l(cypyr

p) 
equals q > 0). The length l(cxi) of one-way infinite context 
string cxi we call the context complexity of meaningful word 
xj

i. For different meaningful simple words, their context 
complexities may be different (Figure 3) as well as the same 
(Figure 5). The length of the word xj

i (it equals i bits) we 
call ensemble or statistical or Boltzmann or Shannon 
complexity of this word. To explain the latter, let us note 
that according to Claude Shannon [45], information or 
entropy of a set of 2i of statistically independent binary 
messages xj

i (the values of string variable xi) is defined as 
H(xi) = −∑j log2(P(xj

i))/|Sxi| = −2ilog2(1/2i)/2i = i where P(xj
i) 

= 1/|Sxi| and |Sxi| = 2i are respectively the probability of 
occurring of any of the xj

i (they are here meaningless) and 
the total amount of different xj

i, j = 1, 2, …, |Sxi|.  
Hence, meaning complexity of a meaningful simple 

word xj
i equals the sum of its context complexity, l(cxi), and 

its ensemble complexity, l(xj
i) = i: l(cxixj

i) = l(cxi) + i where 
the first item gives the length of complete description of the 
common part of the story of designing the devices devoted 
to the recognition of different meaningful words xj

i and the 
second item gives the properties of any of the xj

i averaged 
over the set of them, Sxi. String description cxixj

i of the story 
of designing the device devoted to recognize the xj

i is 

actually the shortest evolutionary algorithm/instruction for 
such design and, consequently, the length of this 
algorithm/story is its Kolmogorov or algorithmic 
complexity, e.g., [46]. Of this follows, the notion of meaning 
complexity embraces the notions of Kolmogorov 
complexity/information and Shannon complexity/ 
information/entropy. Meaning complexity specifies the 
algorithm of designing a recognition device and reflects the 
complexity of this device dedicated to processing a 
particular meaningful word (an animal’s respective 
internal/psychological state) and not the complexity of the 
thing named by this word.   

3) Levels of meaning uncertainty: Let us now consider 
the case of meaningful composite words, e.g., cxixj

i with xj
i = 

ur
pvs

q. If to dynamically fix p left-most components of an xj
i 

as a particular ur
p then cxixj

i = cxi(ur
pvs

q) = (cupur
p)vs

q = cvqvs
q 

where cxi = cup, cvq = cupur
p, xj

iSxi, ur
pSup, and vs

qSvq 
(see line 1 in Figure 5). Infinite strings cupur

p Scu0 and 
cvqvs

qScv0 are the members of ultimate classes Scu0 and Scv0 
that are different because they are generated by master 
strings cu0 and cv0 = cx0 that share their beginning but differ 
in length in q bits. Owing to our infinity hypothesis the 
lengths of strings cupur

p and cxixj
i = cvqvs

q are comparable and 
the former is l(cxixj

i) − l(cupur
p) = i − p = q > 0 bits shorter 

(has smaller meaning complexity) than the latter (note, 
proper classes Scv0 and Scx0 coincide and, consequently, 
l(cxixj

i) = l(cvqvs
q)). Since they both have infinite contexts, 

infinite strings cxixj
i and cupur

p are meaningful (in Figure 5, 
cxi = cup). But xj

i (a simple focal word) and vs
q (a focal 

fraction of xj
i = ur

pvs
q) have the definite meanings while ur

p 
(a fringe of the vs

q in xj
i = ur

pvs
q) a conditional meaning (see 

also Section IX). The latter may be compared with definite 
meanings of meaningful focal words with 2q-state 
uncertainty defined by colored 2q-non-locality of fringe 
words ur

p. We refer to words whose meanings may only 
conditionally be defined as words of certain levels of 
meaning uncertainty. For this reason, the level of words of 
definite meanings is postulated to be zero (e.g., xj

i, yr
p, and 

vs
q in Figure 5) while the level of uncertainty of words 

having conditional meanings (e.g., ur
p in Figure 5) is a 

positive integer q = i – p > 0. The level of meaning 
uncertainty specifies the fringe’s position in the body of its 
composite word (q bits to the left of the end-point of the 
whole meaningful string) and simultaneously, the degree, 
2q, of its colored non-locality. If there are words of definite 
meanings of different meaning complexity, e.g., xj

i and yr
p in 

Figure 5 then the one that has larger meaning complexity, 
xj

i, may have a fringe, ur
p, that coincides bit-by-bit with the 

word of definite meaning of smaller meaning complexity, 
yr

p. In spite of that the meanings of yr
p and ur

p are essentially 
different. Attempts of comparing definite meanings of 
words of different meaning complexities (e.g., yr

p and vs
q or 

xj
i) also lead to meaning uncertainties we quantify by the 

level of uncertainty of the ur
p coinciding bit-by-bit with the 

yr
p, i.e., the q for the example in Figure 5 (see Section IX).  

4) Relative measurements of infinity using meaning 
complexity and levels of meaning uncertainty: Meaning 
complexity and levels of meaning uncertainty of BSDT PL 
meaningful words are the parameters needed to ensure a 
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relative comparison of lengths of one-way infinite strings 
sharing their infinite beginning and, as a result, the 
comparison of word meanings, definite as well as 
conditional. Traditional (in the sense of Cantor) comparison 
of lengths of such strings by counting the total amount of 
their bits has no sense here because resulting lengths are 
always the same and equal to 0א bits.  Consequently, 
meaning complexity and levels of meaning uncertainty (as 
parameters specifying the infinity) exist in the framework of 
the BSDT PL only and have their roots in the hypothesis of 
concurrent infinity and the technique of proper classes. 
Meaning complexity embraces, given the context cxi, 
Shannon-type ensemble complexity (the length of a word xj

i 
in bits) specifying the word’s ensemble properties (averaged 
over the ensemble of 2i of xj

i) and Kolmogorov-type 
algorithmic complexity (the length in bits of complete 
irreducible infinite evolutionary algorithm/instruction cxixj

i 
for designing the ASM that selects the meaningful xj

i) 
specifying the sameness or individual properties of the 
device selecting the xj

i and, through it only, the sameness or 
individual properties of the thing named by the xj

i.  
In this article, our meaning complexity is not compared 

with numerous other complexity definitions (the notion of 
the level of meaning uncertainty is new at all). We note only 
that most of them, to take into account the current actual 
context, attempt to estimate it, in one or another way, in a 
finite manner. For example, using a finite estimation of what 
is called an “effective complexity” (that is a loose 
counterpart to or a finite estimation of our context 
complexity), Murray Gell-Mann and Seth Lloyd [47] 
combine Kolmogorov complexity/information and Shannon 
complexity/information into a finite “total information.” 
Hence, the meaning complexity’s crucial distinction is the 
genuine explicit infinity of its descriptions of meaningful 
words/sentences – the faculty that is fundamentally 
impossible within the framework of standard ZFC or ZFC-
like mathematics.  

D. Categories and Subcategories (Ontologies, 
Hierarchies) of Meaningful Words, Semantic Rule of 
Identity, Randomness and Irreducibility of Synonyms  

Meaningful words could be organized in structures that 
are themselves meaningful and have rich properties. 

1) Categories and subcategories: The values cxixj
i of the 

form C(xi) = cxix
i define a category (notion, concept) of 2i of 

meaningful words xj
i that are here called synonyms. 

Meanings of these synonyms are given by the strings cxixj
i, 

xj
i Sxi and |Sxi| = 2i. Considering the xi as a composite 

variable, xi = upvq, allows (given the context cxi) a sub-
categorization of items of the category C(xi) = C(upvq). If to 
fix the context cxi = cup and a value of up, e.g., ur

p (ur
p



Sup 
and |Sup| = 2p) then we obtain the category’s the prth 
subcategory Cpr(v

q) = (cupur
p)vq = cvqv

q of synonyms vs
q of 

definite meanings (cupur
p)vs

q = cvqvs
q where vs

qSvq and |Svq| 
= 2q. If to fix the context cxi = cup only then we obtain the 
category’s the qth subcategory Cq(u

p) of 2p of synonyms ur
p 

of conditional meanings of q-level meaning uncertainty 
(strings ur

p occupy fringe positions in composite words xj
i = 

ur
pvs

q, q = i – p). The number of subcategories Cpr(v
q) whose 

synonyms have definite meanings equals the number of 
synonyms ur

p of the subcategory Cq(u
p) whose items have 

conditional meanings, i.e., 2p; for the considered case of two-
component composite words, the number of sub-categories 
whose synonyms have conditional meanings equals 1. If p = 
0, the category C(xi) = C(upvq) may be thought of as its own 
subcategory whose focal words vs

q = xj
i (q = i) have common 

zero-length fringe u0
0, C(xi) = C(upvq) = C00(v

q); meanings of 
synonyms of the C00(v

q) are given by the strings cxixj
i = 

cu0u0
0vs

q = cvqvs
q where cxi = cvq = cu0u0

0. For the case i = 3, 
Figure 6 demonstrates all possible sub-categorizations of the 
category C(xi) = C(upvq): line 1 (p = 0, q = 3) and its fan of 
segments display 2p = 1 of subcategories C00(v

3) of 2q = 8 of 
items (cu0u0

0)vs
3 = cx3xj

3 of definite meanings; line 2 (p = 1, q 
= 2) and its fan of segments show 2p = 2 of subcategories 
C1r(v

2) of 2q = 4 of items (cu1u0
1)vs

2 of definite meanings and 
the only subcategory C2(u

1) of 2p = 2 of synonyms cu1ur
1 of 

conditional meanings of 2-level meaning uncertainty; line 3 
(p = 2, q = 1) and its fan of segments depict 2p = 4 of 
subcategories C2r(v

1) of 2q = 2 of items (cu2u0
2)vs

1 of definite 
meanings and the only subcategory C1(u

2) of 2p = 4 of 
synonyms cu2ur

2 of conditional meanings of 1-level meaning 
uncertainty. For the category C(xi) = C00(v

i) and for all its 
subcategories Cq(u

p) and Cpr(v
q), the number of their zero-

level words having definite meanings, regardless of the sort 
of their particular sub-categorization, always remains the 
same because 2i = 2p + q (in Figure 6, 2i = 8). 
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Figure 6. A category C(xi) = C(upvq) of meaningful words and 
subcategories of them Cq(u

p) and Cpr(v
q), the case of i = 3. The largest 

common context, fringe and focal words are respectively shown as blue, 
olive and red line segments; thick line segments coincide completely bit-
by-bit; definite meanings of circled words are directly incomparable, the 
distance between neighbor vertical dashed lines equals 1 bit. Other 
designations are as in Figure 3. See text for details.  
 

Since synonyms are always defined given an infinite 
context, they should also be compared given the context. For 
example, in Figure 6, for subcategories C00(v

3), C1r(v
2) and 

C2r(v
1), their items shown as thick lines are bit-by-bit 

equivalent and the meanings of focal words vs
3 = xj

3, vs
2, and 

vs
1 of these strings may directly be compared. Since these 

focal words have different fringes or immediate contexts u0
0, 
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ur
2, ur

1 and, consequently, different resulting total contexts 
cu0u0

0, cu1ur
1, cu2ur

2, they have different definite meanings 
and name the same thing’s features (parts, attributes, 
properties, traits) under condition that “visual area” is 
gradually shrinking and covers gradually smaller number of 
“visible” features (from 8 for vs

3 to 2 for vs
1). Words that are 

circled in Figure 6 have different contexts and as a result 
directly incomparable meanings. Such a comparing should 
conditionally be performed.  

2) Ontologies/conceptual spaces of meaningful words 
and hierarchies of brain devices for processing these words: 
We refer to particular arrangement of synonyms of definite 
and conditional meanings that are the members of all focal, 
Cpr(v

q), and fringe, Cq(u
p), subcategories of particular 

category, C(xi) = C(upvq), as particular BSDT PL partial or 
sub-ontology of meaningful words that name the features of 
particular multi-feature thing of the world (in Figure 6 lines 
1, 2, and 3 with their fans show three possible for this 
example sub-ontologies). Taken together sub-ontologies or 
conceptual subspaces devoted to meaningful naming the 
features of a particular multi-feature thing produce the 
whole ontology or conceptual space of words specifying 
this thing (all fans taken together in Figure 6). As has been 
mentioned earlier, in humans, the biologically plausible 
number of components of composite words is expected to be 
3 to 5 [44] and, consequently, biologically plausible BSDT 
PL ontology is expected to contain 3 to 5 levels of 
subcategories. Zero-level subcategories represent the 
synonyms of definite meanings, all other the ontology’s 
subcategories consist of items of conditional meanings with 
the level of meaning uncertainty q that has 3 to 5 grades of 
values. The case of more than two constituents of composite 
words as well the case of multiple multi-feature things will 
not be discussed. 

Each synonym related to a given sub-ontology or 
ontology is processed in an animal’s brain by a synonym-
specific network/ASM device devoted to processing this 
synonym only. We refer to the arrangement of such real-
brain recognition devices serving the sub-ontology or 
ontology as a real-brain network/ASM sub-hierarchy or the 
whole hierarchy (neural subspace or the whole neural space 
[28]) devoted to recognize and process the patterns of 
signals originated from different features of a multi-feature 
thing whose sub-ontology or ontology of names implements 
this network/ASM sub-hierarchy or hierarchy. Regardless of 
whether they are in focal or fringe positions, between the 
ontology’s separate words (patterns of +1s and –1s), the 
hierarchy’s separate recognition devices, and the separate 
features of a multi-feature thing of the world a one-to-one 
correspondence exists. It is assumed the hierarchy’s 
recognition devices are real-brain implementations of BSDT 
ASMs (cf. Figure 8). The BSDT even makes a distinction 
between the ASMs dedicated to the recognition of fringe 
and focal constituents of composite words; they are passive 
ASMs and active ASMs, respectively [30]. As usually, the 
ontology’s zero-level (focal) constituents have definite 
meanings (they are processed by active ASMs), all the other 
its constituents have conditional meanings and are processed 
by passive ASMs. This explains why we effortlessly 

recognize and name the whole multi-feature things (e.g., 
human faces) or their separate salient features (e.g., eyes or 
lips) and why we experience difficulties when recognizing 
and naming the relationships between these features or 
between these features and the whole thing. The same 
concerns the arguments for their allocation.  

Multi-feature-thing-specific ontologies and network/ 
ASM hierarchies may dynamically be constructed for 
temporal purposes in the process of an animal’s adaptation 
to permanently changing environment (e.g., a short-term 
memory for the traffic on a street cross) and may almost 
“for ever” be embedded (“hardwired”) into an animal’s 
anatomy in the process of animal evolution, development 
and, finally, learning from experience (e.g., long-term 
memory for faces). 

3) Semantic rule of identity: Given the context, the 
category/subcategory’s synonyms name different sub-
devices of the same multi-purpose real-brain recognition 
device and simultaneously respective features of the multi-
feature thing of the world generated the signals this device 
is devoted to process. For this reason, direct 
interchangeability of synonyms is only possible among the 
members of the same category/subcategory (Figure 6): the 
change of a synonym changes the choice of an animal’s 
focus of attention (Sections V B2 and VI B2) and changes 
the feature of current interest of the given multi-feature 
thing of the world – that is the BSDT PL’s semantic rule of 
identity. In the BSDT PL, there is in principle no possibility 
of ascribing different names to the same thing or to the same 
feature of this thing because by definition each meaningful 
word is unique and its meaning is actually keeping in the 
mind of behaving organism. If it is not the case a 
malfunctioning of the organism appears. 

4) Randomness and irreducibility of synonyms: To name 
a feature of a thing by one of 2i of the category’s synonyms 
xj

i from the set Sxi (to teach one of 2i of the hierarchy’s sub-
hierarchies to recognize the xj

i), particular xj
i (particular 

network/ASM sub-hierarchy devoted to store and recognize 
an i-bit message) is chosen in random because none of the 
category’s features to be named, none of binary patterns xj

i 
that may be used for their naming, and none of the network/ 
ASM sub-hierarchies that may be chosen and taught to 
recognize the xj

i have any priority over the others. Hence, 
for naming the features of a multi-feature thing, BSDT PL 
category’s synonyms can only be chosen from their given 
range of values in random. But, on the other hand, once 
random choice of a name for naming a thing has been done 
(particular network/ASM sub-hierarchy has been taught to 
store and recognize a name), this name (respective sub-
hierarchy) is then rigidly associated with one particular 
thing of the world or the thing’s attribute. Thanks to this 
BSDT PL’s peculiarity, it reconciles the notions of rigidity 
and contingency of names usually treated in semantics as 
different, e.g., [48].  

The category’s synonyms xj
i can also be understood as 

natural numbers ranged from zero to |Sxi| – 1 = 2i – 1 or 
from 2i – 1 to 2(2i – 1) and written in binary string notations 
(see (1) in Section VII A). Since the synonyms constituting 
a category/subcategory are randomly chosen natural 
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numbers, they cannot be reduced to simpler mathematical 
expressions and are consequently irreducible (cf. Figure 8). 

VI. BSDT PL REAL NUMBERS, CONTINUUM, AND 

CONTINUITY-DISCRETENESS UNITY AND UNCERTAINTY 

BSDT PL meaningful words could further be interpreted 
as traditional mathematical structures but written in a non-
traditional way. This entails essential consequences. 

A. Real Numbers and the Cantor’s Continuum Hypothesis 

BSDT PL meaningful words are traditional real numbers 
but have a common infinite beginning. 

1) Real numbers and their countable continuum: All the 
strings cxixj

i, generated by the same master string cx0, have a 
common infinite beginning of the same infinite length 0א 
and taken together they produce the proper class Scx0, 
cxixj

iScx0. The number of elements of the ith fraction of the 
Scx0 (it comprises all the cxixj

i with affixes xj
i that are not 

longer than i bits) is given by the sum |Scx0
i| = ∑2k = 2i + 1 – 1 

where |Scx0
i| is the cardinality of the fraction Scx0

i and k = 0, 
1, …, i. Consequently, between natural numbers in their 
usual order and all the members of the Scx0 a one-to-one 
correspondence can be established (see also (1) and Section 
VII A). That means the cardinality of the Scx0, |Scx0|, and the 
cardinality of the totality of natural numbers, 0א, are equal to 
each other, i.e.,  |Scx0| = 0א. On the other hand, if to posit i = 
and neglect the 1s in above expression for the |Scx0 0א

i| (they 
are in this case inessential) then it gives the cardinality of 
the Scx0 as 20א, i.e., |Scx0| = 20א where 20א is the size of the 
Cantor’s continuum. 

The members of the proper class Scx0 do not exhaust the 
totality of all the BSDT PL’s possible meaningful strings. 
Along with the master string cx0, any of its infinite fractions 
cxI that shares with the cx0 its infinite beginning but is 
shorter in I bits also generates its own proper class ScxI of the 
size 0א2 = 0א (I = 1, 2, 3 and so on without an upper limit). 
Each proper class ScxI with I > 0 has the same number of 
items as the Scx0 (ScxI with I = 0) but comprises meaningful 
words that have I-bits-smaller meaning complexity with 
respect to meaningful strings of the Scx0. Hence, the totality 
of BSDT PL meaningful strings consists of all the members 
of all proper classes ScxI that produce together BSDT PL 
continuum – the totality of all its real numbers (to remind, 
BSDT PL meaningful binary strings cxixj

i of the length of 0א 
bits can be understood as real numbers written as one-way 
infinite strings with common infinite beginnings and i-bits-
in-length explicitly specified right-most fractions). As the 
number of elements of each of the classes ScxI with I = 0, 1, 
2, … is 0א2 = 0א and the number of such classes is 0א, the size 
of the totality of BSDT PL real numbers is also 0א2 = 0א. In 
other words, BSDT PL continuum is countable.   

2) Refutation of Cantor’s continuum hypothesis: The 
countability of the BSDT PL continuum radically 
contradicts to Cantor’s continuum theory stated the 
existence of two kinds of infinities: the countable infinity of 
natural numbers (the cardinality of their totality is 0א) and 
the uncountable infinity of real numbers (the cardinality of 
their totality is 20א). With the help of its diagonal argument 
Cantor found that 0א2 > 0א. Additionally he conjectured his 

continuum hypothesis, CH, stating that there is no infinite 
set whose cardinality would be in between 0א and 20א. But 
thanks to Kurt Gödel [49] and Paul Cohen [50], [51], it is 
known the CH is independent on the ZF or ZFC and can be 
neither proved nor disproved assuming the ZF/ZFC holds. It 
means simultaneously such extensions of ZF/ZFC are 
possible for which the CH either holds or fails. BSDT PL 
extension of the ZF/ZFC by the hypothesis of concurrent 
infinity is in this respect special because it leads to the 
countable continuum. This property of the continuum 
contradicts to Cantor’s diagonal argument but is highly 
desirable of the view of such mathematicians as, e.g., 
Leopold Kronecker, Henri Poincaré, L. E. J. Brouwer or 
Hermann Weyl who were the opponents of Cantor’s 
continuity/infinity theory. Thus, BSDT PL rather refutes 
than solves the CH or the first David Hilbert’s problem [52].  

Why in the case of the BSDT PL Cantor’s diagonal 
argument does not work can be explained in the following 
way. We assume, as Cantor did, all the real numbers 
preexist and may be presented as infinite symbolic strings of 
the length 0א. Cantor also postulated that each symbol in 
these strings is known and at any moment its identity, if one 
desires, may immediately be disclosed at least in principle. 
But contrary to Cantor, for each real number, we assume 
that the amount of its string symbols whose identities are 
known and at any moment may immediately be disclosed is 
always finite, whereas the amount of symbols of unknown 
identity is infinite. The reason for this fundamental 
distinction is that, in string descriptions of BSDT PL real 
numbers, the amount of their explicitly known symbols is 
always finite because they are defined by an always finite 
process of their construction. 

B. Continuity-discreteness and other Related Unities and 
Uncertainties, Elusiveness of the Focus of Attention, the 
Symbolism’s Insufficiency 

Meaningful words in the form of real numbers sharing 
their infinite beginning provide a new view of possible 
symbolic representations of knowledge and computations.  

1) Continuity-discreteness, quality-quantity, and reality-
symbolism unities and uncertainties: The constructability of 
BSDT PL real numbers and the countability of the totality 
of them do not exert any influence on practical 
computations because they are in fact always performed 
with infinite real numbers presented by finite binary strings 
only. But the very fact of knowing the real numbers’ 
constructability is of great practical importance because it 
shows that though the amount of symbolic information 
about a thing is always infinite its finite part may only be 
known at any moment.  

A particular meaningful pattern of i signals originated 
from a thing of the world is processed by an animal’s 
recognition device (an implementation of the BSDT ASM 
[30]) deliberately designed for this aim. The complete 
description of this device and the meaning of the pattern of 
signals it recognizes are given by an infinite binary string 
cxixj

i whose finite i-bits-in-length fraction xj
i represents the 

pattern to be recognized. Consequently, the finite fraction of 
the cxixj

i, xj
i, does represent currently relevant symbolic, 
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explicitly formalized, quantitative, discrete-valued 
information about the thing. The remaining infinite fraction 
of the cxixj

i and infinite amount of symbolic information it 
contains, cxi, are presented in a non-symbolic, informal, 
qualitative, implicit, real-valued, continuous way as the 
mentioned real-world recognition device. Hence, complete 
representation of any finite symbolic meaningful message 
should always consist of this message itself and of the real-
world device devoted to recognizing it (cf. Section X B and 
D). The reason why we invoke such unity or 
complementation of symbols and things (in other cases the 
items of incommensurable domains) is our infinity 
hypothesis and our phenomenology equating infinite strings 
of symbols and real-world things (boxes 1 and 4, Figure 2).  

Due to inherent unity of BSDT PL domains of symbols 
and of real-world things/real-brain devices, any meaningful 
discrete-valued description of any thing should inevitably 
contain some traces of continuity caused by intrinsic 
connections between meaningful patterns of symbols (finite 
vectors xj

i) and real-brain things/devices (infinite strings 
cxixj

i) devoted to process them. Purely discrete-valued 
symbolic messages are always meaningless, as in the case of 
Shannon [45]. BSDT PL messages or natural numbers or 
finite symbolic strings are meaningful because they are 
always conditioned by real numbers or one-way infinite 
strings of symbols. Of this follows a continuity-discreteness 
or quality-quantity or reality-symbolism unity and 
uncertainty of BSDT PL meaningful finite-in-length 
symbolic messages (cf. Section X E). That is why the 
world’s BSDT PL discrete (quantitative, symbolic) and 
continuous (qualitative, real-world) representations must 
compete and coexist at anytime and anywhere. It is indeed 
the fact in real brains where cooperative and simultaneously 
competitive discrete-continuity effects are ubiquitous (it is 
sufficed to recall, e.g., close relationships between spike and 
wave neuron activities [53], [54]). Research concerning 
brain mechanisms and brain organization of uncertainty are 
reviewed, e.g., in [55]. An example is in Section X  E. 

2) Elusiveness of the focus of attention: In the domain of 
symbols, information exchange is performed by finite 
symbolic meaningless messages to be processed by Turing 
methods. In the domain of real-world devices, 
communication is performed by unspecified (e.g., chemical 
[21]) non-symbolic messages that can not be processed by 
Turing methods. Isolated symbolic messages take their 
meanings from their interactions with the domain of real-
world devices. Such interactions define for an animal/ 
human the sort and the amount of currently relevant 
meaningful symbolic information to be communicated. 
Simultaneously, they define the sort and amount of non-
symbolic but potentially symbolic contextual information 
that is not communicated together with symbols but is 
crucial for giving them meanings. The mechanism of 
selecting the relevant symbolic information (e.g., right-most 
line segments designated the whole words xj

i or their “focal” 
fractions vs

q in Figures 3 to 6) resides in the domain of 
things and defines for a perceiving agent/living organism 
the choice of its current focus of attention. Recent studies 
indeed demonstrate the importance of non-symbolic, e.g., 

wave-like interactions observed by EEG 
(electroencephalogram) or/and fMRI (functional magnetic 
resonance imaging) methods that are essentially continuous 
and implement large-scale network interactions supporting 
attention mechanisms in humans, e.g., [56], [57]. Moreover, 
a current empirical finding seems to directly indicate [58] 
that the purely symbolic approach, restricted to considering 
the spike brain activity only, is insufficient to explain the 
effects of attention and, consequently, “other processes must 
have a key role” [58], [59]. The reason is that an “SC 
inactivation caused major deficits in visual attention tasks” 
while simultaneous “attention-related effects in MT and 
MST remain intact,” despite the usual view of selective 
spike activity of neurons in MT and MST as the main 
correlate and distinctive feature of visual attention [58]. SC, 
MT, and MST are respectively the superior collicus, middle 
temporal, and medial superior temporal monkey brain areas 
involved in motion-detection tasks.  

3) Incompleteness of the BSDT PL formalism: BSDT PL 
discrete-valued formalism informs nothing of mechanisms 
of the arrangement of its composite words or sentences 
(Section V B2) and of selecting their fragments that are to 
be placed into the current focus of an animal’s attention 
(Figure 4). Thus, in spite of its perfection and efficacy 
(Sections X and XI), discrete part of BSDT PL formalism is 
incomplete and, consequently, insufficient to ensure its own 
running in full. Its incompleteness is a manifestation of the 
continuity-discreteness or symbolism-reality uncertainty 
predicted by the BSDT PL. It is this uncertainty that is the 
reason why complete symbolic theory of anything, including 
the BSDT PL itself, is fundamentally impossible. 

VII. BSDT PL ARITHMETIZATION BY NATURAL NUMBERS 

AND ITS ESSENTIAL RANDOMNESS 

Considering the right-most finite fraction of meaningful 
words as natural numbers provides unexpected solutions to 
some mathematical problems of great generality. 

A. Arithmetization by Natural Numbers of Mathematical 
Expressions of Different Meaning Complexity 

Every cxixj
i  Scx0 generated by master string cx0 is 

uniquely labeled by its affix xj
i or by its indices i and j. The 

xj
i encodes i and j as its own length and its own content 

understood as an arrangement of this vector’s positive and 
negative components. As it is usually done in computer 
sciences (see item two in (1)), strings xj

i may also be treated 
as natural numbers written in binary notations and ranged 
from zero to 2i – 1. In such a form, the xj

i with different i but 
same j correspond to same natural numbers. To ensure the 
unique bijection from strings to numbers, let us introduce 
decimal equivalents to strings xj

i, the numbers Gij
x0, as   

 
            





 

1

0

1

1

1 2)1)((2
i

k

ki
j

i

k

k kx0x
ijG      (1)          

 
here x i(k) is the kth component of the x i (it equals either +1 

without an upper limit.  

w j j

or –1); the second item of the sum (1) is, for this xj
i, the value 

of j given the value of i. At i ≥ 1, Gij
x0 = 1, 2, 3 and so on 
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The affixes xj
i of all the conceivable strings cxixj

iScx0 
may be treated as all the conceivable written in binary 
not

t the totality of such classes generated by 
dif

ntial Randomness of  their Use as Names 

nd 
i that, 

giv ue

ations meaningful (given the cxi) or meaningless (if the cxi 
is ignored) mathematical expressions/assertions not longer 
than i bits. It means, strings xj

i provide the labeling of 
themselves and of the mentioned expressions and 
consequently may be considered as Gödel vectors/strings 
that, because of (1), are one-to-one related to BSDT PL 
Gödel numbers Gij

x0. Gödel numbers (1) are natural numbers 
and enumerate themselves and all the conceivable 
mathematical meaningful expressions cxixj

i or meaningless 
expressions xj

i. Consequently, the numbers Gij
x0 provide for 

these expressions their complete arithmetization by natural 
numbers.  

The Gij
x0 enumerate all the members of a given proper 

class, Scx0. Bu
ferent master strings cxI is infinite (Section VI A) and for 

each of them, ScxI, its own system of Gödel numbers Gij
xI can 

by analogy be defined (I = 0, 1, 2, ... ; if I = 0, Gij
xI = Gij

x0). 
At different values of I, the totalities of strings xj

i and natural 
numbers Gij

xI are the same but they enumerate meaningful 
mathematical expressions of different meaning complexities 
(Section V C). The arithmetization just introduced is a non-
Gödelian one though already in 1946 Kurt Gödel seemed to 
have envisaged something similar when he said about the 
possibility “to take the ordinals themselves as primitive 
terms” [60]. 

B. Natural Numbers, Gödel Numbers, Omega Numbers 
and Esse

Every cxixj
iScx0 contains an infinite-on-a-semi-axis a

always unspecified initial part cxi and a finite fraction xj

en the val  of i, has random (incompressible and 
incomputable, Section V D4) arrangement of its binary 
components. This property of BSDT PL meaningful strings 
or real numbers (Section VI A) reflects their constructability 
(“random computable enumerability” [61]) and, given the 
value of i, the randomness of the xj

i (its “algorithmic 
randomness” [62]). The xj

i is to be processed by a special-
purpose self-delimiting computer existing, we suppose, as a 
BSDT ASM [30] and dealing with random binary computer 
algorithms not longer than i bits. This property of BSDT PL 
words reflects their inherent connections with the devices 
that process them in the best way, of course, if their previous 
learning was perfect [31]. The mentioned properties of 
strings cxixj

i demonstrate that they are in fact binary string 
representations of computably enumerable random real 
numbers that, according to [61], are simultaneously Omega-
like and Omega numbers. Gregory Chaitin’s Omega number 
Ω gives the halting probability of randomly chosen binary 
algorithms running on a computer given its hardware and 
software [62]. The affix of the cxixj

i, xj
i, is an i-length fraction 

of Ω or a “partial” Ω, Ωij
x0, providing the halting probability 

of random binary algorithms running on the ijth self-
delimiting in i bits computer. Omega-like numbers were 
introduced as a generalization of Ω but it later turned out, 
they and another generalization of Ω known as enumerable 
random real numbers are equivalent to Ω numbers [61].  

The ijth numerically written partial halting probability 
can be presented [62] as 

 
                 


k

ki
j kx

0

12/)1)((
ix

ij
0                        (2) 

whe e same probability written
not ions, x i(k) is the kth component of the x i (it equals 

ms, and partial Ω written in 
bin

of which 
“ev

e truth value T(cxixj ) of its 
rue” or, in other words, if strings 

c  

 
re xj

i is th  in binary string 
at j j

either +1 or –1), k is the length of a random binary algorithm 
running on the ijth computer (we suppose, BSDT ASM 
[30]), 1/2k is the probability that this algorithm halts on this 
computer (if it halts, (xj

i(k) + 1)/2 = 1 otherwise (xj
i(k) + 1)/2 

= 0). Halting probabilities Ωij
x0 correspond to cxixj

i generated 
by the master string cx0. Master strings cxI whose meaning 
complexities are I bits smaller than the meaning complexity 
of the cx0 generate proper classes ScxI and partial halting 
probabilities Ωij

xI with I = 0, 1, 2, … (if I = 0, ScxI = Scx0 and 
Ωij

xI = Ωij
x0; cf. Section VI A). At different values of I the 

totalities of strings xj
i and halting probabilities Ωij

xI are the 
same but concern randomly chosen meaningful algorithms of 
different meaning complexity.  

BSDT PL words xj
i are simultaneously natural numbers, 

Gödel numbers, random algorith
ary notations. That is, BSDT PL Gödel numbers Gij

xI are 
essentially random-valued. This “strange” property can be 
explained if one notices that given the i the values of their 
indices j are randomly chosen from the range of zero to 2i – 1 
or (see (1) and Section V C4) from 2i – 1 to 2(2i – 1) where 
2i – 1 = Gij

x0 at j = 0 and 2(2i – 1) = Gij
x0 at j = 2i – 1. In other 

words, from 2i of equal in rights ways of the enumeration of 
indices j, the second item in (1) gives only the one that was 
randomly chosen here for the reason of its analytical 
convenience only. As the size of the totality of different xj

i is 
equal to the size of the totality of natural numbers 0א (Section 
VI A), the totalities of BSDT PL Gödel numbers (1), Chaitin 
numbers (2), random binary algorithms and self-delimiting 
computers devoted to process them are also of the size 0א. As 
it was first demonstrated by Alan Turing [7], halting 
probabilities are incomputable. According to [62], they may 
be treated as true, unprovable assertions or irreducible 
mathematical facts (axioms) that in our case represent/name 
the things of the world or their particular features.  

The totality of meaningful strings cxixj
i may be interpreted 

“as an alphabet of human thought” with the help 
erything could be described and distinguished by means 

of the combination of the letters of this alphabet,” to use 
words of Gottfried Leibniz (quotations from [63, p. 56]). 

VIII. BSDT PL THRUTH AND UNDERSTANDING THE TRUTH 

Defining and confirming the truths of meaningful words 
is inevitably needed for their successful practical use.  

A. Convention on  Truth 
i iThe name xj  is true if th

meaning M(xj
i) = cxixj

i is “t
xi and xj

i are correctly joined to each other. If there is no 
such correct correspondence, the truth value T(cxixj

i) of 
meaningful name is “false”.  
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B. Completeness of Truths and Gödel’s Incompleteness 

Since the cardinality of the Scx0, |Scx0| = 0א, is infinite, the 
d, 

ere introduced as a 
correspondence between names (finite strings xj

i) and things 

me

number of BSDT PL truths is also potentially infinite an
for u a i any meaningful string, its tr th v lue T(cxixj ) certainly 
exists and equals either “true” or “false”. Each true 
meaningful name (infinite symbolic representation of a 
primary thought), e.g., cxixj

i names by definition the ijth real-
world thing given to an animal through its ijth psychological 
state (physical implementation of the primary thought) or, in 
other words, through the activity of physically implemented 
real-world BSDT ASM devoted to process  the xj

i, ASM(xj
i) 

[28], [30]. Thus, for meaningful words, the truth is the norm 
and the falsity is an anomaly caused, e.g., by an animal’s 
dysfunction or disease. In any case, there is no lie and no 
liar paradox – a source of Kurt Gödel’s incompleteness [6] 
which does not hold for BSDT PL meaningful [30], [32] 
names cxixj

i (Section VII). Axioms, theorems, and 
metamathematical expressions/assertions of a formal 
axiomatic system for which the Gödel’s incompleteness 
holds are in our terms an infinite fraction of infinite in 
number meaningless strings xj

i [17], [32]. These inferences 
are caused by the fact that BSDT PL name meanings are 
always the ones that animals/humans keep actually in their 
mind, like meanings of hypothesized by W. V. Quine 
“eternal” sentences [64]. It means, to survive, an animal 
does not lie to itself and it is the reason why the BSDT PL 
works so well as a primary language or a language of 
primary thoughts [28], [65], [66]. At the same time, a zero-
level name’s fringe words, due to their colored non-locality, 
have no definite but conditional meanings (Section IX and 
Figure 7). Fringe words are fuzzy/vague in meaning or “in 
limbo” in words of Quine [64], but their truths are not 
conditioned and always remain of certain values. The 
vagueness of meanings of fringe names is a BSDT PL 
manifestation, for the case of infinite sequences, of the 
famous Burali-Forti paradox (Section IX C) but it does not 
concern the truths.  

BSDT PL convention on truth essentially differs from 
Alfred Tarski’s convention T [67]. Tarski’s definition is in 
fact syntactical and holds for an axiomatically defined pair 
object-language/meta-language only, whereas BSDT PL 
definition is semantical and uses the real world for checking 
the truths. Truth values of BSDT PL names are unique and 
conclusive. Any hierarchy of these truths is neither possible 
nor required, contrary to Tarski’s syntactical approach 
implying that for any meta-language its meta-meta-language 
can in turn be conceived and so up. For this reason, for each 
of Tarski’s meta-languages its higher-level meta-meta-
language and respective higher-level truth (the truth of 
sentences of respective higher-level meta-language) could in 
general always be defined. Here, in words of Quine, “there 
is interlocking of class hierarchy with truth hierarchy” [64, 
p. 90], which may be traced back to early Bertrand Russell’s 
theory of types [68]. Hence, Tarski’s truths are relative 
while BSDT PL truths are absolute. 

C. Discovering, Understanding and Confirming the Truths 

The BSDT PL truths are h

of the world (infinite strings cxi or cxixj
i). Indeed, each true 

ianingful name cxixj Scx0 names by definition the ijth 
real-world thing given to an animal through its ijth 
psychological state or the activity in the ijth BSDT ASM, 
ASM(xj

i), designed, im lemented in a physical form, and 
learned beforehand to recognize/select exactly the ijth thing 
by its symbolic name xj

i [1], [17], [32]. As truth value 
T(cxixj

i) is never communicated together with the xj
i, it 

should always be discovered in the process of decoding or 
understanding the meaning of the received name xj

i and 
confirmed by checking the correspondence of this name to 
that reality or, more accurately, to an animal’s psychological 
state (an activity of respective recognition device) 
represented this reality. In living organisms, it is most 
probably done by physical/anatomical segregation and 
specification of communication channels (input/output 
sensory submodalities) or/and by the choice of different 
physical carriers for different types of symbolic signals to be 
communicated. By means of such segregation and 
specification, the required ijth neural subspace/ASM 
hierarchy (the ijth computer for particular mental 
computations, Section VII B) is eventually allocated. By the 
following convergence of relevant channel-specific 
symbolic information from different communication 
channels an integral or holistic and, consequently, most 
reliable estimation of the current state of the animal’s 
internal or/and external environment has to be achieved. 

It is supposed the hierarchies (ontologies) of meaningful 
names/strings but not their truth values are implemented in 
the brain by means of BSDT neural subspaces/ASM 
hier

p

lways the members of a proper 
class and this exerts essential influence on the possibility of 
com cases, 

xi j escribe respectively the 
static part or a “hardware” of the ASM(xj

i) already fixed in 
the course of evolution and its dynamic part or “software” 
designed in the course of the hardware’s adaptive learning 

archies for signal processing, memory, decision-making 
and consciousness [28], [31], [32]. The truth value of each 
meaningful word of such hierarchy is not a property of the 
organism’s device serving this word but a result of 
evaluating the state of this device. For this reason, of the 
third person perspective, it exists as a psychological state of 
an external observer who should intentionally define/ 
discover this value of truth (“true” or “false”) by comparing 
the result of running the device serving the word of interest 
and respective thing of the world. Of the first person 
perspective, each meaningful word’s truth value is postulated 
to be “true” because in terms of truths this fact reflects 
simply a distinctive feature of the definition of such words, 
namely that the word’s meaning is the one that an animal 
actually stores in its mind.   

IX. BSDT PL MEANING AMBIGUITY 

Meaningful words are a

paring their meanings. In particular, in many 
meanings are directly incomparable and, consequently, 
meaning ambiguities are inevitable. 

A. Definite Meanings of Simple Words 

It is assumed that, in a meaningful string cxixj
i, its context 

c  and its simple focal name x i d
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and development. The length of xj
i in bits, i, defines the 

num

: 
mposite one, xj  = ur vs , then strings 

cupu

xi j

r s

r

of x  is l(c x ) 
− l

ber of now essential (explicitly considered) features of 
the ijth thing named by the xj

i; the jth arrangement of ±1 
components of xj

i is the jth BSDT PL description of this ijth 
thing (e.g., the value +1 or –1 of a component of the xj

i may 
mean that the respective feature is included to, +1, or 
excluded from, –1, the consideration). The complexity of 
meaning of the name xj

i reflects the meaning complexity of 
the physically implemented real-world ASM(xj

i) and an 
organism of which the ASM(xj

i) is a part but not the 
complexity of the thing named by xj

i. 

B. Definite and Conditional Meanings of Constituents of 
Composite Words 

Different constituents of composite words are the 
members of different proper classes or of different meaning 
complexity. For this reason, relations between their 
meanings may be rather intricate. 

1) “Virtual” devices for processing the “virtual” things
If the string xj

i is a co i p q

r
p and (cupur

p)vs
q = cvqvs

q describe, given the context cxi = 
cup, an ASM(ur

p) and ASM(vs
q) that may for a time period 

dynamically be created from the ASM(xj
i) that in turn is the 

product of a similar process described by the string c x i. 
ASM(ur

p) and ASM(vs
q) are “virtual” ASMs (i.e., temporally 

designed for) selecting the names ur
p and vs

q of the prth and 
the qsth “virtual” things (i.e., of temporally highlighted/ 
allocated fractions of the ijth composite thing named by its 
ijth composite name xj

i). In other words, virtual ASMs 
highlight the prth and qsth “partial” meaningful fractions of 
the ijth description of the ijth thing (cf. Figure 6). Composite 
names essentially enrich the BSDT PL semantics but raise 
the problem of comparing the meanings of names selected by 
ASM(ur

p), ASM(vs
q), and ASM(xj

i). 
2) Comparing the meanings of whole composite words 

and their focal fractions: Zero-level names xj
i and vs

q (vs
q is 

a part of the xj
i = ur

pvs
q) name given the context the same 

thing in the same way but from different points of view 
defined by their contexts (static for xj

i, cxi, and in part 
dynamically created for vs

q, cvq = cupu
p; Figure 7(a)). The v q 

is selected under condition cxi = cup (for xj
i and vs

q their 
common context is cxi) by the ASM(vs

q) that is “virtual” 
with respect to the ASM(xj

i). Thus, the ASM(xj
i) can 

temporally serve as the ASM(vs
q) but in any case the same 

thing is under the consideration and the meaning of xj
i, 

M(xj
i) = cxixj

i, and the meaning of vs
q, M(vs

q) = (cupur
p)vs

q = 
cvqvs

q, may unambiguously be related. As thick line 
segments in Figure 6 demonstrate, a cvqvs

q is simply another 
realization of the cxixj

i. 
3) Comparing the meanings of whole composite words 

and their fringe fractions: If ur
p is a q-level fringe of zero-

level focal string vs
q and they are the fractions of the xj

i = 
ur

pvs
q  (Figure 7(a)) then ur

p has no definite meaning 
(Section V B and C). But it could get a conditional meaning 
if one supposes that u p is conditioned by the color of a 
colored zero-level name ur

p(color) selected by a respective 
q-stages-back-in-evolution ASM. If it is, uncolored zero-
level names xj

i in Figure 7(a) are unambiguously related to 
colored zero-level names ur

p(color) in Figure 7(b). Vectors 

ur
p(color) and ur

p conditioned by one of the q colors color 
have conditional but certain meanings. But once colors are 
deleted (only uncolored strings are used in computations) 
the one-to-one correspondence between xj

i and ur
p(color) 

disappears and, instead of it, we obtain 2q-state uncertainty 
between the xj

i and ur
p and between the definite meaning of 

xj
i and conditional meaning of ur

p (Figure 7). 
4) Comparing the meanings of words naming 

evolutionary predecessors and successors: If, given the 
context cxi = cup, names xj

i and ur
p (or yr

p in Figure 5) are 
both of the level of zero, then their meanings are to be of 
different proper classes and should have different meaning 
complexities (to remind, meaning complexity i i

j xi j

(cupur
p) = i − p = q bits larger than that of ur

p; see Figures 
4 and 5, Figure 7(a) and (c)). This means they describe 
different things from the same point of view or the same 
thing at different stages of its evolution. The names xj

i 
(Figure 7(a)) and ur

p (Figure 7(c)) are respectively selected 
by present-stage-of-evolution ASM(xj

i) and q-stages-back-
in-evolution ASM(ur

p) and refer to animals of evolutionary 
different species. Meaningful string cupur

p and respective 
part of cxixj

i = (cupur
p)vs

q may coincide bit by bit but even in 
this case meanings of xj

i and ur
p may only conditionally be 

related to each other and 2q additional conditions (strings vs
q 

in Figure 7(a)) are required to uniquely establish their 
correspondence. 

5) Graphical illustration of meaning ambiguities:  
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Figure 7. Comparing given the context different-level BSDT PL meaningful 
names of different proper classes: (a) zero-level names, (b) colored zero-
level names corresponding to names in (a), (c) zero-level names that are 
predecessors to names in (a) and counterparts to names in (b). 

 
In Figure 7, panel (a) demonstrates zero-level names xj

i

nd v q of meaningful strings c x i and (c u p)v q (x i = u pv q; i

j

Gödel 
num

 
 a s xi j xi r s j r s

= 5, p = 3, and q = i – p = 2); the rectangle has the height i 
bits and the width |Sxi| = 2i = 32 bits, the ijth bar of the height 
i in the jth horizontal position designates the name x i that in 
a numerical form (see (1) and (2)) corresponds to 

ber Gij
x0 and partial Chaitin number Ωij

x0; bars x4
5 = 

u6
3v1

2, x12
5 = u6

3v2
2, x20

5 = u6
3v3

2 and x28
5 = u6

3v4
2 that 

correspond to four colored highlighted bars in (b) are also 
highlighted (u6

3 is q-level fringe of zero-level names vs
q that 

is a focal fraction of the xj
i); substrings v1

2, v2
2, v3

2, and v4
2 

may encode the colors of colored strings ur
p(color) in (b). 

Panel (b) shows conditioned zero-level names ur
p(color) that 

in a numerical form  (see (1) and (2)) correspond to colored 
Gödel numbers Gpr

u0(color) and colored partial Chaitin 
numbers Ωpr

u0(color); under condition that the word color is 
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a parameter, names ur
p(color) are uniquely related to names 

xj
i in (a) and selected by conditional q-stages-back-in-

evolution ASMs; colored words ur
p(color) conditionally 

name the things unconditionally named by the xj
i; equal-in-

size rectangles colored in |Svq| = 2q = 4 colors consist of |Sup| 
= 2p = 8 bars of the height p; uncolored bars in (a) and 
respective colored bars in (b) (e.g., u6

3(green) and x4
5) denote 

different descriptions of the same thing. Panel (c) displays 
uncolored zero-level or focal names ur

p (yr
p in Figure 5) of 

meaningful strings cupur
p that name evolutionary 

predecessors of things named by the words xj
i; the prth bar of 

the height p in the rth horizontal position (it is shaded) 
designates ur

p for the case ur
p = u6

3 (in a numerical form it 
corresponds to Gödel number G3,6

u0 and Chaitin number 
Ω3,6

u0).  
In (a), (b), and (c), strings that are bit-by-bit equivalent to 

the u6
3 are shaded in the same way. Contexts are shown as 

thick arrows and equal to each other bit by bit, cxi = cup. 
Uncolored and colored names name real-world unconditional 
and real-world conditional (“virtual”) things, respectively. 
Between i p names in (a) and in (b) a bijection x ↔ u (color) 
exi

mate/proper classes caused in turn by BSDT PL 
is of 
 were 

., [39]. Of this follows the 
fam

 by the Furali-Forti paradox but in terms 
of 

ly long context or 

is the 
n 
e 

e 
BSDT PL simple 

j  r

sts that may be for example x28
5 ↔ u6

3(magenta) or x4
5 ↔ 

u6
3(green). A bijection also exists from names ur

p in (c) to 
given-color names ur

p(color) in (b). For example, it may be 
ur

p ↔ ur
p(green). But if such a bijection was already 

established then other conceivable bijections, e.g.,  ur
p ↔ 

ur
p(magenta) become impossible. Once colors are deleted, 

these bijections (they are indicated as curved bidirectional 
arrows) disappear producing, instead of 2q-state (4-state in 
(b)) discrete colored non-locality of vectors ur

p, 2q-state (4-
state in (b)) uncertainty (degeneracy) of meaning relations 
between names in (a) and (b), in (b) and (c), and in (a) and 
(c).  

 
C. Relationships between Meaning Ambiguities and 

Burali-Forti Paradox  

The origin of conditional relationships between meanings 
of names of different meaning complexities is the properties 
of ltiu

ninfi ity hypothesis or vice versa, as the hypothes
concurrent infinity was introduced when proper classes
already known in literature, e.g

ous Burali-Forti paradox according to which “there can 
be two transfinite (ordinal) numbers, a and b, such that a 
neither equal to, greater than, nor smaller than b” [8, p. 157] 
means in our terms that meanings of BSDT PL names whose 
meaning complexities differ in q bits can only be compared 
with 2q-state uncertainty. In Figure 7 infinite strings cxixj

i and 
cupur

p are like Burali-Forti’s transfinite ordinals a and b 
mentioned above. 

The Burali-Forti paradox reflects the meaning-ambiguity 
properties of BSDT PL infinite symbolic statements/strings 
of different meaning complexities but in terms of transfinite 
ordinals. On the other hand, BSDT PL provides specific 
quantification of the ambiguities stated for different 
transfinite ordinals

BSDT PL strings of different meaning complexities. The 
reason is in end our infinity hypothesis.  

X. NUMERICAL AND EMPIRICAL BSDT PL VALIDATION 

Now it is time to consider the BSDT PL validation.  

A. Disappearing the Bounds between Mathematics and 
Reality 

On the one hand, given the infinite
“boundary conditions”, the BSDT PL performs traditional 
mathematical computations with finite binary messages and 

certainly a kind of mathematics that we call 
mathematics of meaningful computations (Section IV). O
the other hand, the BSDT PL is a kind of natural scienc
because infinite-in-length boundary conditions used in its 
computations are implemented as real-world physical 
devices and, consequently, the computations themselves 
contain inevitably indispensable, inseparable from the 
symbolism elements of reality. Resulting symbolism-reality 
unity and uncertainty/dichotomy (cf. Section VI B) is not a 
failure or misunderstanding, it is the inherent property and 
distinctive feature of the BSDT PL caused directly by the 
hypothesis of concurrent infinity and its phenomenology 
formalization. Owing to this feature, within the BSDT PL 
framework, the distinctions between mathematics and 
reality, between mathematics and natural sciences become 
rather vague and sometimes disappear. That is also the 
reason why the BSDT PL can not be validated by the 
traditional in pure mathematics method of formal proofs, 
i.e., by deriving theorems from axioms. BSDT PL 
computations are conditioned by infinite-in-length context 
and for this reason contain some elements of mind/ 
psychology (i.e., meanings of words) whereas standard 
mathematics ignores meanings by definition. That is why 
the only way to confirm the validity of the BSDT PL 
remains to compare its predictions with real-world 
meaningful computations that are abounds in living 
organisms. In sum, to validate the BSDT PL, it is needed to 
appeal to neuroscience, cognitive sciences, and psychology 
and compare their results with the BSDT PL predictions.  

B. Solving the Communication Paradox 

The first principal point needed to be understood is how 
in practice to communicate the meaningful words if they are 
by definition fundamentally infinite and how animals/ 
humans solve this problem, routinely and immediately.  

1) Serving the subconscious, basic behaviors and th
simplest sociality: In Section V we saw 
words are those BSDT PL sentences that are perceived 
“holophrasically” and do have definite meanings. Internal 
structure of such sentences (the manifold of their possible 
focal and fringe constituents) is ignored and, consequently, 
they are presented without BSDT PL syntax. This fact and 
the fact that meanings of BSDT PL names are the ones that 
animals/humans keep actually in mind [1], [17], [30], [32] 
make the BSDT PL an appropriate tool for the description 
of communication without syntax or without any language 
at all – the style of communication that is typical for animals 
and human infants, e.g., [34] and references therein.  

Meanings of BSDT PL words are simultaneously 
animal/human primary thoughts [32], i.e., the simplest or 
primitive or elementary patterns of involuntary, automatic 
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or sub- or unconscious activity of their brains. This activity 
is in fact the activity in a particular BSDT neural 
subspace/ASM subhierarchy (Sections V D and X E) that 
may most naturally be observed by an external observer as 
inv

ciality that is typical in 
ani

 cope with infinite 
sym

pecial-purpose Turing 
com

– 

sele

and, 
in 

mory. This paradigm is 
sire of designers and 

eng

ry trace 
sho

ection X B). These mirror ASMs implement 
ansmitter 

eeded to perform the 
pre

oluntary, automatic or unconscious behaviors of an 
animal that is under examination. We refer to these 
behaviors or body movements as basic or inherent ones 
because they truly reflect respective animal/human internal 
states. Among basic behaviors or invariant elements of a 
“paralanguage” [18] there are the ones (e.g., breathing or 
heart beating) that are truly innate and the ones (e.g., 
walking or directing the gaze) that originate from innate/ 
primitive behavioral reflexes, e.g., [69], [70], [71] but 
demand, after an animal’s birth, for their further tuning and 
maturation in the course of “prepared” animal leaning and 
development (cf. Section XI E). 

 As the BSDT PL is well suited to describe not only 
meanings and primary thoughts but also basic behaviors, it 
is also capable of describing the behavioristic part [72] of an 
animal’s cognition and based on basic animal behaviors 
communication without syntax or without any language at 
all. We hypothesize, this simplest type of communication 
suffices to support the simplest so

mals and human infants, e.g., [34].  
2) Communication paradox: Since complete symbolic 

descriptions of BSDT PL meaningful names, cxixj
i, are 

fundamentally infinite, during any finite time period none of 
them can ever be communicated in full even in principle 
while in fact many times a day everybody observes in others 
and experiences himself/herself numerous successful 
meaningful information exchanges. To

bolic messages for a finite time period, super-Turing 
devices with super-Turing computational capabilities are 
certainly required. Hence, this communication paradox [1], 
[17], [32] demonstrates that, in spite of the fact that real-
world super-Turing computers are unknown and many 
experts believe even impossible [38], an everyday, routine, 
ubiquitous use of super-Turing computations is a norm in 
human meaningful communication.  

3) Mirror transmitter and receiver devices for solving 
the communication paradox: In practice, communication 
paradox can be solved by appealing to BSDT infinity 
hypothesis (Section III and [1], [17], [32]) and the technique 
of BSDT ASMs [30]. On the one hand, these ASMs are 
devoted to process infinite-in-length meaningful messages 
but, on the other hand, they are s

puters running in the specific to each of them real-world 
environment. As in ASMs their programmatic and 
computational processes are in time completely separated, 
they do not waste their computational resources on serving 
themselves and, as any other special-purpose Turing 
computer, are faster than universal Turing computers [7].  

But, dividing in time the programming and program 
running is insufficient to overcome the communication 
paradox. To cope with it, let us additionally suppose that in a 
communication process the ASM-transmitter and the ASM-
receiver share in full their evolutionary history, i.e., they 
were designed, implemented in a physical form, and learned 
beforehand to perform the same meaningful function 

cting the same finite binary message xj
i given the same 

infinite context or the same boundary conditions cxi. If it is, 
and not in any other case, the meaning of xj

i, cxixj
i, is equally 

encoded, decoded, interpreted and understood by both 
parties and for both parties the value of its truth, T(cxixj

i), is 
the same. For this reason, and because the name’s meaning is 
simultaneously a psychological state an animal experiences 
producing as well as perceiving this name, in the process of 
meaningful symbolic information exchange, the transmitter 
and the receiver are to be physically, structurally, and 
functionally equivalent in full or to be the “mirror” replicas 
or “clones” of each other (cf. Section X D). The fact that any 
two animal/human individuals, even identical twins or 
clones, always have different life-long individual 
experiences and, consequently, are never completely 
equivalent, is compensated by the tolerance of ASMs to their 
partial internal distortions and external noise [30], [73].  

 Several important BSDT PL predictions that are 
amenable for their empirical examination come out.  

C. Coding by Synaptic Assemblies 

Where meanings are essential (e.g., in living organisms) 
BSDT network learning paradigm “one-memory-trace-per-
one-network” [28], [73] must be widespread in practice 

particular, any memory for meaningful records  must be 
built of the number of networks that coincides with the 
number of records to be stored in me
not consistent with the usual de

ineers to store in a network as many traces as possible 
but it is the mandatory BSDT PL requirement ensuring the 
meaningfulness of memory records (Section V B).  

A recent empirical neuroscience finding of coding by 
synaptic assemblies [74], [75] demonstrates this BSDT PL 
requirement is fulfilled in practice. In laboratory, mice were 
trained to perform new motor tasks. In behaving animals, 
changes in the number of synaptic contacts associated with 
learning new skills were measured. In complete accordance 
with the BSDT PL assumption that each new memo

uld be written down in an always new separate network 
or synaptic assembly, it turned out “that leaning new motor 
tasks (and acquiring new sensory experiences) is associated 
with the formation of new sets of persistent synaptic 
connections in motor (and sensory)” brain areas [76, p. 
859].   

D. Real-brain Mirror Neurons for Super-Turing 
Computations by Mirror ASMs 

To ensure correct understanding of the meanings of 
finite symbolic messages, the ASM-transmitter and ASM-
receiver that are the mirror replicas of each other are to be 
used (S
meaningful super-Turing computations: for the tr
and the receiver, they ensure the use of the same infinitely 
long “boundary conditions” cxi n

viously programmed Turing computations with finite-in-
length strings xj

i, e.g., as in [28], [65], [66]. Mirror ASMs 
physically divide the infinite meaningful message to be 
processed into infinite, cxi, and finite, xj

i, parts and take the 
former into account as common for both parties “hardware”, 



510

International Journal on Advances in Intelligent Systems, vol 5 no 3 & 4, year 2012, http://www.iariajournals.org/intelligent_systems/

2012, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

designed and physically implemented beforehand in the 
course of animal evolution and development. Thanks to this 
“trick”, to correctly understand the meaning of the cxixj

i, it is 
enough to correctly transmit, receive, and decode the xj

i 
only. The origin and theoretical substantiation of this trick is 
the BSDT PL phenomenology formalization (Sections III 
and IV) that equates infinite symbolic strings (e.g., cxi or 
cxixj

i) with real-world physical things. 
Mirror ASMs also explain why meaningful 

communication without syntax is successful only between 
animals of the same or relative species: such animals are a 
priori equipped with the same “hardware” and “software” 
needed to finish meaningful super-Turing computations for 
a finite time period (small ASM changes or distortions do 
not matter because of ASM tolerance to damages and noi
[30

ly. In the brain, conventional free-of-
me

 from their finite range of values (Section V 
er and 

 
tha

se 
D4), particular random choice of a name does not matt
the following effect was predicted [17]. By empirical 
examination of an ASM hierarchy/neural subspace [28], [73]], [73]). The picture described is well supported by the 

empirical finding and studying of mirror neurons – the ones 
that are active when an animal behaves or only observes 
respective behaviors of others; see, e.g., [77], [78], [79] and 
numerous references therein. The mirror-ASM 
computational system just described and the mirror-neuron 
circuitries already observed in animals and humans [77], 
[78], [79] may respectively be treated as theoretical and 
real-brain implementations of until now hypothetical super-
Turing machines with infinite inputs [38] that are capable of 
computing with infinite strings, which is the same as real-
valued numbers. 

One would object that the scheme proposed is nothing 
more than a regular Turing computer because nobody saw in 
animals anything else than regular Turing computations. But 
these Turing computations are “the tip-of-the-iceberg” of 
genuine super-Turing computations, the overwhelming part 
of which remains invisible if one looks for symbolic 
computations on

aning Turing computations are immediately transformed 
into meaningful super-Turing computations once a finite 
symbolic message to be processed becomes rigidly 
connected (as it is actually the fact, Section X C) to its 
infinitely long context, non-symbolically presented as a real-
world physical recall/recognition device or brain circuitry. 
In other words, any super-Turing computer processing a 
meaningful symbolic message might indeed be considered 
as a special-purpose regular Turing computer but running in 
the unique, specific to it real-world environment that is also 
a part of computational process and computational device. 
A Turing-type computer is inevitably a part of a super-
Turing computer that is a qualitatively distinct 
computational machine because it combines symbolism and 
physical reality to process particular infinite-in-length 
symbolic strings or real-valued or continuous numbers for a 
finite time period. Another essential innovation is the use of 
mirror super-Turing machines, in order that communicators 
would be able to understand (correctly decode) a finite 
meaningful symbolic message addressed from one of them 
to another (see also Section X B3). BSDT PL super-Turing 
computations are not purely symbolic “tautological” 
transformations and super-Turing computers are not a set of 
connected elementary discrete-logic devices for doing these 
transformations – both of them are “an inseparable mix” of 

symbolism and reality. It is worth noting, that is also the 
reason why referring to this combined symbolism-reality 
computational method, we prefer the terms “primary 
language” and “language of primary thoughts” over 
“semantic mathematics” and “mathematics of meaningful 
computations.” 

E. Memory Performance without Knowing Memory 
Records, Continuity-discreteness Unity and Uncertainty 

Since the BSDT PL employs for naming the things to be 
named a non-Gödelian arithmetization by natural numbers xk

i 
(Section VII A) and since these natural numbers are 
randomly chosen

t generates the meaning of a trace xk
i (Figure 8), all the 

parameters describing the ASM(xk
i) may successfully be 

found but the content of the xk
i – specific given the i 

randomly-established arrangement of its ±1 components – 
will always remain unknown. If it is, then, for example, the 
content of a particular given-length memory record does not 
affect memory performance and can not empirically be 
found. This rather surprising prediction [17] has well been 
corroborated by numerical BSDT PL analysis [66] of 
empirical receiver operating characteristics, ROCs (functions 
providing memory performance).  

 

...k = 0 k = 1 k = 2 k = 2i - 1

                              The kth
                       given the i 
         neural subspace/
ASM subhierarchy

Sensors of the ith submodality

 
 
Figure 8. Neural subspaces/ASM subhierarchies generated the meanings of 
2i of given the i words xk

i. All the subhierarchies (trapeziums) of the ith 
submodality are fed by impulses generated by the same set of sensors (lower 
rectangle) and the kth subhierarchy produces the kth pattern (arrow) of 
impulses to the kth apex ASM (ASM(xk

i), the kth upper rectangle) learned to 
store and recognize the xk

i. The correspondence between the kth given the i 
name (the arrangement of components of the xk

i stored in the kth uppe
 and the thing it names is fixed but randomly established and

ace specific to it [30]; for example, the ASM(x i) serves the 
x i.

r 
 rectangle)

empirically can not be found [66]. 
 

In [66] discrete-valued memory-for-meaningful-words 
ROCs measured in healthy humans and patients with brain 
disorders [80] were fitted by the BSDT. For this purpose, 
words and networks storing these words were presented as 
binary vectors xk

i and respective BSDT ASMs. These ASMs 
are devoted to recall/remember/recognize the only memory 
tr k

k  In Figure 8, the ASM(xk
i) is an apex ASM of the kth 

ASM subhierarchy/neuron subspace generating the inputs to 
this ASM and giving the xk

i its meaning (this scheme is 
called a semi-representational memory model [28], [73]). 
The size N of the network storing the xk

i (in Figure 8, N = i), 
the intensity q of the cue used in the process of a memory 
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trace retrieval, the preferred rate j of the expected in 
experiment decision confidence, and the arrangements of 
components of vectors xk

i (in Figure 8, they are enumerated 
by the index k) were used as fitting parameters. As a result of 
fitting, empirical discrete-valued ROCs for healthy subjects 
and patients with brain disorders were numerically 
reproduced by BSDT calculations (Figure 3 in [66]) and 
values of parameters N, q, and j were successfully found 
(Table 1 in [66]) without any reference to arrangements of 
components of vectors xk

i. Thus, in full accordance with the 
BSDT PL prediction, complete BSDT description of 
performance of the memory-for-meaningful-words can 
indeed be achieved without knowing the memory records. 
Consequently, the ideas of non-Gödelian BSDT PL 
arithmetization by natural numbers (Section VII A) and, 
simultaneously, BSDT semi-representational memory model 
[28], [73] have indeed numerically and empirically been 
substantiated. 

In spite of the BSDT’s essential discreteness, it contains 
one continuous physical/physiological parameter, namely the 
neuron triggering threshold θ [66], [81]. In the course of 
ROC fitting [66], all the values of the θ from their jth finite-
in-width range ∆θj, θ∆θj, are transformed into the only 
integer value of the decision confidence j from its range 0 ≤ j 
≤ N + 2. Reverse tr ation of this value of j into a 
cer

omput i e C nual 

s 
surprisingly sim mmends, before the 
beg

nning of 
e 
 

of 

T PL, an FAS (e.g., ZFC) is 
nite 
ngs 

ansform
tain θ∆θj that just generated the j is impossible and this 

fact is the BSDT implementation [66] of the predicted by the 
BSDT PL continuity-discreteness unity and uncertainty 
(Section VI B). This prediction and its BSDT 
implementation are well supported by the empirical 
discovery of irremovable spike onset potential (neuron 
triggering threshold) variability up to 10 mV [82]. In terms 
of neuroscience this variability is explained by fluctuating 
synaptic currents and by inherent statistics of the opening 
cell channels while in BSDT terms it is the width of the ∆θj 
in voltage units.  

XI. EXAMPLES AND PERSPECTIVE BSDT PL 

APPLICATIONS 

Practical examples of BSDT PL meaningful 
computations could help to better understand their features 
and the perspectives of their further applications.  

A. BSDT PL C at ons, th oncept and the Ma

The BSDT PL’s concept of semantic computations i
ple because it reco

inning of calculations, to know complete formal 
description of reality. At the same time, it is surprisingly 
complex because it recommends, before the begi
calculations, to find complete formal description of th
reality. As such a description (the context) is by definition

an infinite length, these recommendations can of course 
never be fulfilled completely. That is, the main problem of 
meaningful computations is the incompleteness of 
knowledge of their context or, in other words, the 
incompleteness of available formal or “mathematical” 
descriptions of reality. As soon as such a description has 
been found and fixed, BSDT PL semantic computations are 

reduced to usual Turing computations and could easily be 
performed, e.g., [28], [65], [66].  

In addition to these general recommendations, the BSDT 
PL gives also a manual for meaningful computations. It is 
based on the BSDT (a theory providing the best encoding-
decoding rules [31, 73] for binary finite-dimensional vectors 
xj

i damaged by replacing binary noise [27]) and the 
technique of BSDT ASMs (abstract selectional machines 
[30] implementing the BSDT encoding-decoding rules or 
BSDT PL inference rules). Given the context, the BSDT 
implements the main distinct features of meaningful BSDT 
PL computations: 1) the discreteness of all the computations 
with finite binary vectors xj

i [65], [81], 2) the uniqueness of 
the vector xj

i a particular ASM is devoted to process in the 
best way [30], and 3) the ability of each ASM to generalize 
even from a single example [73]. The first of these features 
leads to a fundamental discreteness of all BSDT PL 
computational predictions found at precisely fixed context. 
The second feature generates one-memory-trace-per-one-
network network learning paradigm. The third feature 
ensures the BSDT PL’s tolerance to damages and noise and 
its capability of coping with “effective stochasticity” of an 
agent’s permanently changing environment.  

For the study of meaningful information exchanges, 
their actual context should empirically be estimated with 
maximal possible accuracy. This is not a trivial problem and 
it is a subject of intensive research, e.g., [83], [84], [85]. 
Results available in this field are so far insufficiently rich 
because the required measurement methods remain till now 
in the state of development.  

B. Meanings of Traditional Solutions of Mathematical 
Problems of Science and Practice 

Besides the axioms, any formal axiomatic system, FAS, 
comprises symbolic descriptions of all its theorems and 
inference rules. In the BSD
represented as an infinite fraction of meaningless fi
binary strings, xj

i, that are the affixes of meaningful stri
cxixj

i  Scx0 (Section V B). For this reason, any FAS 
com

hysical sense. For professionals (P) and 
lay

putations are also BSDT PL computations and 
numerous already available computational results, e.g., in 
physics or biology may be treated as examples of BSDT PL 
computations performed given a context defined formally 
and informally.  

A separate infinite BSDT PL string cxixj
i that gives a 

meaning M(xj
i) = cxixj

i to a finite symbolic message xj
i (it 

may be, e.g., a physical formula written in binary notations) 
includes an infinite description cxi of the FAS needed to 
derive this formula and of the physical problem that gives 
this formula a p

persons (L), this formula has different meanings we 
denote as MP(xj

i) and ML(xj
i), respectively: MP(xj

i) = cxi(P)xj
i 

= cxi(IP)cxi(FP)xj
i and ML(xj

i) = cxi(L)xj
i = cxi(IL)cxi(FL)xj

i 
where finite-in-length strings cxi(FP) and cxi(FL) represent 
the formal knowledge (F) and infinite-in-length strings 
cxi(IP) and cxi(IL) represent informal knowledge (I) about 
the formula and the problem of interest. Formal knowledge 
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can be found in books or any other relevant texts, informal 
knowledge can only be acquired from individual 
experiences of professionals and laypersons, respectively. 

Since professionals and laypersons have essentially 
different backgrounds in a particular knowledge domain, 
cxi(IP)cxi(FP) ≠ cxi(IL)cxi(FL), they understand the meaning 
of the xj

i in a different way. Since cxi(FP) and cxi(FL) are 
finite and may explicitly be specified, they may be 
compared explicitly (e.g., by the grading of school exams). 
Sin

– we acquire from our personal 
exp

C. 

y reservations. For particular 
, cxixj

i, of 
 

xj , 

ce cxi(IP) and cxi(IL) are one-way infinite and essentially 
unspecified, it is impossible to compare them explicitly. We 
may only know that they are of different meaning 
complexities (Section V C) and have somewhere “in the 
past” a common infinite initial part. If to remember our 
phenomenology formalization (Figure 2) then it becomes 
clear that informal or “implicit” knowledge is presented in 
the brain as non-symbolical properties of real-brain devices 
serving this knowledge. Informal character of implicit 
knowledge also indicates the crucial role of the teacher and 
educational environment (the supervisor and research 
environment) for acquiring knowledge. Consequently, as an 
important source of informal knowledge, the teacher/ 
supervisor can never be excluded from the process of 
teaching/research training. 

Formal or “explicit” knowledge – strings cxi(FP) and 
cxi(FL) – is not the content of books we have read in a 
school or university but their individual internal symbolic 
representation that, in terms of the BSDT PL, may be 
different in different minds. Informal or implicit knowledge 
– strings cxi(IP) and cxi(IL) 

eriences under different teachers/supervisors in different 
educational/research environments and, consequently, it is 
also different for each of us. For these reasons, different 
professionals and different laypersons read the same books 
but understand them differently. In particular, for different 
professionals which we call P1 and P2, the formula xj

i 
always has to an extent different meanings, MP1(xj

i) ≠ 
MP2(xj

i), and, consequently, even in so-called “exact” 
sciences a vagueness of meanings of their formal results is 
unavoidable and can not completely be excluded. In other 
words, for traditional FAS computations their context and, 
consequently, their meanings for different peoples can never 
precisely be fixed. Hence, in this case, the BSDT PL may 
only approximately be applied: its inherent discreteness is 
masked by the vagueness of knowledge each of us have 
about the context of ZFC computations. At the same time, 
as all humans (professionals and laypersons) are of the same 
species, their knowledge is internally represented by infinite 
strings of the same meaning complexity and, consequently, 
all of us can understand anything that understands anyone 
else on the condition of course that beforehand we were 
equally prepared/trained (see also Section X D).  

Relationships, which were just described, between 
formal/informal knowledge and traditional computations, 
draw our attention to the fact that any manipulations with 
numbers will be meaningless until their giving-the-meaning 
context is added and fixed.  

Processing Meaningful Memory Records and 
Meaningful Images Given their Precisely Fixed Contex 

A situation may of course be conceived when the 
context of different symbolic messages is completely, bit-
by-bit the same without an
animal/human, it may be, e.g., the case of members
the same category of names, C(xj

i). If the context of names
i cxi, is precisely fixed then the inherent discreteness of the 

BSDT PL should be visible as inherent discreteness of 
respective empirical data and these inherently discrete data 
should successfully be described by the inherently discrete 
BSDT PL computations. The main obstacle is the need of 
discovering such inherently discrete natural phenomena and 
developing a methodology of research that will not hide 
their discreteness.  

As has been demonstrated in [28], [65], [66] all the 
mentioned conditions can be satisfied. As a result, we have 
already three particular examples of complete successful 
application of given the context discrete-valued BSDT PL 
computations to account for practically important cognitive 
(where the role of mind is essential) phenomena in humans. 
They are in particular 1) judgment errors in cluttered 
environments [65], 2) remembering/retrieving the words 
from a memory for meaningful words [66], and 3) 
recognition of meaningful images (human faces) by healthy 
humans [28]. In the first of these cases, with the help of the 
BSDT, the data measured in rating experiments when 
healthy subjects identify target stimuli in a cluttered visual 
environment, confound them with competing stimuli, and 
demonstrate high confidence of their erroneous decisions 
were quantitatively explained (Figure 4 in [65]); in the 
second case, memory-for-meaningful-words ROCs 
measured in healthy humans and patients with brain 
disorders were quantitatively described by the BSDT and 
memory-for-meaningful-words parameters were found 
(Figure 3 and Table 1 in [66]); in the third case, 
psychometric functions measured in human face recognition 
experiments were reproduced by the BSDT keeping the 
Neyman-Pearson objective (Figure 5 in [28]).  

In each of these examples, BSDT discrete-valued 
numerical analysis has been applied to fitting empirical data 
measured by traditional techniques and analyzed by the 
authors of original publications [80], [86], [87] using 
traditional continuous computations. The authors of these 
publications did not recognize the discreteness of their 
results, in particular, because of the essential continuity of 
mathematical models they employed for empirical data 
analysis. We take the opposite view of these models 
motivated by the BSDT PL and its hypothesis of concurrent 
infinity. Namely, results of cognitive experiments found at 
the precisely defined context are to be discrete because in 
such a case the continuous/real-valued component of 
meaningful messages (infinite-in-length context or the set of 
real-brain circuits/devices involved in serving the cognitive 
tasks) is strictly the same, fixed, excluded from explicit 
consideration and “invisible” in practice as a result. Indeed, 
if a given person recalls different meaningful words or 
recognizes different meaningful images then he/she is 
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dealing with different finite symbolic messages xj
i given bit-

by-bit the same context cxi defined by this person’s unique 
previous experience that shapes his/her unique mind, 
relevant to a particular problem. This mind or particular set 
of real-brain learned circuits or particular neuron subspace 
or particular context cxi is surely the same in all the tasks of 
the same type this mind (person) currently performs (cf. 
Figure 8). On the other hand, it is the discreteness of 
empirical data that is a manifestation of certainly definite 
meanings of symbolic messages, involved in context 
specific cognitive tasks. In other words, meaningfulness of 
messages to be processed and their precisely known context 
are simultaneously the source of this type of data. The 
continuity of observed cognitive performance indicates the 
vagueness of the context’s estimation (inability of keeping 
the fixed context) that may be caused by irrelevant choice or 
inaccurate use of measurement protocols. It is supposed, if 
meanings are fixed and exactly communicated then the 
context is completely the same and communication 
(encoding/ decoding) performance should surely be discrete. 
As the fitting of empirical data measured in these three 
different types of cognitive experiments demonstrates [28], 
[65], [66], some popular study protocols seems to produce 
discrete-valued data in cognitive sciences though, to be 
convinced, new BSDT fitting results and some control 
experiments are surely required [66]. 

The need to keep the same context to ensure accurate 
meaningful communication/computation is rather well 
known, e.g., [83], [84], [85]. In cases where this demand is 
accurately satisfied, methods developed by other authors 
coincide with the BSDT PL sometimes almost literally. For 
exa

/her students 
formula of 
erstand its 

me

mple, what is called in [88] “meaning-generating 
capacity” of a complex dynamic system, namely “the 
proportion between the size m of the set of final attractor 
states and the size n of the set of all initial states of a system, 
i.e., MC = m/n” is in BSDT terms the ASM(xk

i) probability 
of correct decoding given the size of the network N = i, 
intensity of cue q, and decision confidence rate j. This 
probability is denoted as P(N, q, j) or P(N, q, Fj) (Fj is false 
alarm probability given the j) and was already successfully 
used to analyze the results of real cognitive experiments 
[28], [65], [66]. The main distinction between the MC and 
the P(N, q, j) is that the former is defined given the finitely 
estimated context whereas the latter is fixed given an 
infinitely defined context. The fact that the P(N, q, j) is 
perfect [31], [89] and may even analytically be found [89] is 
secondary with respect to the context infinity.  

D. A Lecturer and Students in a Lecture Room 

Let us consider a lecturer who intends to deliver students 
the meaning of a physical formula as he/she understands it. 
At the beginning of a lecture, he/she and his
have different background knowledge of the 
interest and students can not correctly und

aning. The lecturer’s aim is to give them a piece of 
additional knowledge and, in this way, to equalize, for all of 
them, the context needed to equally understand the 
formula’s meaning. At the end of the lecture, for the lecturer 
and for his/her students, infinite BSDT PL strings 

describing this specific knowledge should become bit-by-bit 
equivalent not only “in the past” but also “in the present”, 
and the formula’s meaning should be understood by all the 
parties in the same way. If it is not for any reason, a 
misunderstanding arises. 
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Figure 9. BSDT PL model of information exchange between the lecturer 
(line 3) and students before (line 1) and after (line 2) the lecture. The 
amount of information of interest is q bits, the “gap” (it is circled) between 
the knowledge of the lecturer and the knowledge of students equals p bits 
(examples for q = 2, p = 1; i = q + p). The fan of line segments attached to

ne 1 represents given the context cup the set of possible meanings of the

terested in mechanisms of translation of a natural 
lan

 
 li

formula of interest in students before the lecture. The fan attached to line 2 
gives the set of possible meanings after the lecture (after bridging the 
knowledge gap), thick line segments coincide bit-by-bit with the BSDT PL 
representation of the lecturer’s knowledge (the thick fraction of the line 3). 
Other designations as in Figure 6. 
 

In Figure 9 some aspects of the process of teaching and 
learning are presented in BSDT PL terms. It means, we 
ignore so far the fact that the lecturer and students use a 
natural language for their communication and we are not 
in

guage into the BSDT primary language and vice versa. 
As the lecturer and students are of the same species, they all 
use the same primary language (we suppose, BSDT PL) and 
their meaningful words are of the same meaning 
complexity. Such a representation is person-dependent and 
natural-language-independent. Line 1 in Figure 9 represents 
the ith submodality (a particular set of brain circuits that are 
ready to be changed or a plasticity area, cf. Figure 8) 
allocated in the brain of a student before the lecture to write, 
store and then retrieve particular information this student 
intends to acquire from the lecture. Line 2 gives the same 
for a successful student after the lecture; line 3 represents 
the lecturer’s same brain area. One-way infinite fractions of 
these lines, cxi = cup (from the left to the first vertical dashed 
line), designate a description of everything that is in 
common in the lecturer and his/her students, from genetic 
code to textbooks they have read. Composite vector xj

i = 
ur

pvs
q describes new knowledge the lecturer intends to 

deliver. This vector can be divided into two constituents one 
of which (vs

q) describes the physical formula of interest and 
the other (ur

p) describes the additional information (“local 
context”) needed to connect the vs

q to already available 
background knowledge, cxi = cup. A vector ur

p or, more 
accurately, the form up (Section V B) may be treated as p-
bits-in-width “gap” between the knowledge of the lecturer 
and the knowledge of students that should be bridged before 
the students would be able to understand the formula. As a 
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result of teaching, a student’s area of plasticity responsible 
for acquiring this specific knowledge changes and reduces 2i 
of different ways of understanding the message the lecturer 
communicates to the only one, the same as of the lecturer. It 
means, all the parties have now the same BSDT PL internal 
representation of the knowledge of current interest (thick 
line segments in lines 2 and 3) and equally understand it.  

E. Non-syntactic and Non-language Communication by 
Basic Bihaviors 

In the previous example (Section XI D), non-syntactic 
messages represent a very small fraction of the general flow 

at 
is 

even non-language message (bodily 
sig

eling, e.g., 
[95

to as a primary language 
 

me

incommen sm and reality, to 

of information. Among them it may be, e.g., the facts th
the lecturer is walking when he/she gives his/her talk. Th
non-syntactic and 

nal) is effortlessly understood by everyone who is in the 
room because all people are members of the same species, 
have the same innate bodily infrastructure and the same 
basic behaviors (Section X B1) developed from their same 
innate behavioral reflexes, e.g., [69], [70], [71] in the course 
of human learning and natural ageing (maturation) in a 
mostly common environment. As a result, adults or infants 
of relevant ages have common mirror neuron systems 
(Section X B3 and D) to produce and perceive/understand 
their basic behaviors included, for example, walking. For 
this reason, humans/animals produce and perceive such non-
syntactic non-language messages originated from their basic 
behaviors automatically, with practically no chance of 
misunderstanding. For all given the species animals (or 
humans), meanings of their basic behaviors are given by 
practically equivalent brain circuits or infinite BSDT PL 
strings of the same length (to remind, possible the strings’ 
distinctions are inessential because of BSDT ASM tolerance 
to damages and noise [30], [73], Section X B3). 

The role of mirror neuron systems for understanding the 
actions and possibly the intentions of others, e.g., [90], [91], 
[92] and their role in evolutionary language development 
are rather well recognized [93], [94] and even to a degree 
studied by the method of computational mod

], [96]. In these publications, the importance of training 
the innate brain structures for a design, on their ground, of 
mirror neuron systems and the importance of mirror systems 
for mimicking actions and language production are in 
particular emphasized. At the same time, contrary to the 
BSDT PL assumption, Michael Arbib and his colleagues 
suppose [93] - [96] that super-Turing computability is not 
relevant to brain computations. Such an attitude seems 
indeed rather natural while we are dealing, as it is usually 
the case, with meaningless computations only and do not 
pay attention to their meanings. But as soon as meanings 
become essential super-Turing computability escapes from 
the shadow of conventional Turing computations and 
becomes crucially important. It is what is the case for the 
BSDT PL because it does imply that super-Turing 
computability, as an indispensable part of animal/human 
communication process, maintains mechanisms of doing all 
the meaningful actions the brain serves (Section X B3 and 
D), including all kinds of non-language and language 
meaningful information exchange. 

F. Natural Languages and Consciousness, Intuition, Free 
Will and Creativity 

One of distinctive features of the BSDT PL is that truth 
values of its names are always in the norm true (Section 
VIII). That is why it serves so well 
for maintaining an animal’s ongoing internal activity. For
the same reason, it can serve as a “source language” whose 

aningful words (an animal’s psychological states) may 
next be translated into vocal, gesture, etc tokens of a more 
elaborate symbolic communication system needed to 
support information exchange between animals of a group. 
The more complicated the group’s sociality, the more 
complicated communication system is required to support it, 
and vice versa. Since among other animals humans do have 
most complicated sociality, human natural languages are to 
be most complicate and elaborate. The BSDT PL may be 
used as a basis for the construction of such “secondary” [26] 
languages whose capacities may be up to the level of human 
natural language capacity. If so, semantics and syntax of 
natural languages should be based on semantics and syntax 
of the BSDT PL and should be implemented by mechanisms 
of (and innate brain structures for) the translation of 
words/sentences of the primary language into words/ 
sentences of a secondary language. In that sense the BSDT 
PL is a counterpart or a precursor to what is known as Noam 
Chomsky’s “universal grammars,” e.g., [97], [98].  

The BSDT PL phenomenology formalization literary 
equates one-way infinite binary strings and animal 
psychological states or subjective experiences/qualia. It also 
represents given the context computations with finite binary 
meaningful strings as operations with animal subjective 
experiences. In other words, the BSDT PL solves the “hard” 
problem of consciousness [33] (the quest for a description of 
subjective experiences) as a whole and at once, simply by 
postulating the logically strict BSDT PL definition of qualia 
(Sections III and V B). For this reason, the BSDT PL is 
actually a theory of subjectivity (meaning, feeling, 
perception) or a theory of the subconscious. The problem 
remains to apply this theory to solving particular practical 
consciousness problems, as it has, e.g., been done in the 
case of BSDT atom of consciousness model, BSDT AOCM 
[32]. In particular, the mentioned above problem of 
translating the primary language into a secondary one may 
also be treated as the problem of translating the 
subconscious served by super-Turing computations into the 
conscious served by Turing computations. In both cases, the 
process of translation should inevitably be based on so far 
unspecified mechanisms of intuition, free will and creativity.  

XII. CONCLUSIONS 

The BSDT PL is based on the hypothesis of concurrent 
infinity and its phenomenology formalization (Sections I to 
IV). It provides what is called a “paradigm shift” [36]: a 
possibility to equate the items of such usually 

surable domains as the symboli
define strictly indefinable in traditional mathematics notions 
of meaning and subjectivity, and to perform explicitly given 
the context meaningful computations. Such computations 
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are an inherent mix of symbolism and specific to it reality 
implemented by a qualitatively novel computational device 
– a super-Turing computer with infinite inputs implemented 
in an animal’s brain as a system of mirror neurons (Section 
X D). The range of perspective BSDT PL applications 
covers everything where meanings are important or, in other 
words, everything we, humans, may be interested in. In this 
sense it may be “a theory of everything”. As soon as 
meanings become inessential, the BSDT PL is reduced to 
traditional ZFC mathematics. Available empirical and 
computational results support this view (Sections X and XI).  

BSDT PL provides a framework that is sufficient to 
perform principal semantic computations and based on them 
communication without syntax. BSDT PL seems also to be 
sufficient to explain the computational part of intelligence 
of animals of poor sociality and, consequently, to design the 
com

the

any cases, of 
rela

ly beg the reader not to make up 
his

el Arbib for his comments to its published version. I 
am grateful to my to my 
son Dr. Mykhaylo G nd support. 

rance, 
2012, pp. 47-53. 

, pp. 173-198.  

putational part of intelligence of artificial devices (e.g., 
robots) or computer codes mimicking the behavior of such 
animals. At the same time, the BSDT PL is unable to 
symbolically explain the mechanism of splitting its 
composite words (sentences) into focal and fringe 
constituents (Section VI B2) and, consequently, of directing 
an animal’s attention to a particular thing – we hope it may 
be done by methods beyond the discrete BSDT formalism. 
To explain/reproduce the “attentive” part of animal 
intelligence in a biologically-plausible way and to design 
the “attentive” part of the intelligence of intelligent robots, 
analog (e.g., wave-like) computational methods similar to 
those that are used in real brains are most probably required. 

Contrary to traditional formal languages, e.g., [98], [99] 
that are in end the products of traditional ZFC mathematics, 
the BSDT PL is a consistent and complete (Sections VI to 
VIII) calculus of finite binary strings (spike patterns or 
“symbols”) with infinitely defined contexts. It is based on 1) 

 new infinity hypothesis and its phenomenology 
formalization (Sections I to IV) providing the technique of 
super-Turing (semantic) computations with infinite binary 
strings that share their infinite initial part and 2) the BSDT 
[25] and its ASMs [30] providing a technique for the best 
encoding/decoding in binary finite-dimensional spaces [27] 
and implementing BSDT PL inference rules. BSDT PL is the 
simplest language of its kind and has great potential for 
designing the adequate models of higher-level languages, 
including in perspective the natural languages of humans. At 
the same time, meaning ambiguity of BSDT PL names of 
different meaning complexity that has been established as 
their fundamental property (Section IX) raises many 
intriguing problems to be solved in the future. 

The BSDT PL describes a way for the communication of 
meanings of symbolic messages by means of basic animal 
behaviors (Sections X B1 and XI E) that could represent the 
behavioristic part [72] of more complex adaptive animal 
behaviors. For animals of the same and, in m

tive species, thanks to their mirror neurons, e.g., [77] - 
[79] and common “bodily infrastructure” [34], it is 
intelligible without any efforts. For animals with most 
primitive sociality (including human infants) or for their 
artificial counterparts, a version of the discrete BSDT PL 
formalism may serve as an exhaustive but incomplete 

(Section VI B3) set of tools needed for their routine 
communication. How the primary language generates 
secondary (natural) languages and consciousness [32] is the 
problem of future research. 

Following Rudolf Carnap [100, p. 204] let us finish this 
article by a quotation from Bertrand Russell (his term 
“denotation” may here be understood as “meaning”): “Of 
many other consequences of the view I have been advocated, 
I will say nothing. I will on

 mind against the view—as he might be tempted to do, on 
account of its apparently excessive complication—until he 
has attempted to construct a theory of his own on the subject 
of denotation. This attempt, I believe, will convince him that, 
whatever the true theory may be, it cannot have such a 
simplicity as one might have expected beforehand” [101, p. 
518]. 
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Abstract— An efficient wireless design and development is 

essential to ensure a good performance of the WLANs. It 

supposes a good estimation of the number of APs, their 

locations according to the structure of the building, a good 

channel distribution and an adequate level of transmission 

power in order to avoid overlapping but providing the largest 

coverage. Otherwise, a WLAN may be composed by more 

access points, so it may be more expensive, but with a worse 

function due to the radio overlapping among APs in the same 

channel. In this paper, we show how a WLAN can be 

redesigned in order to improve its wireless coverage and 

function. It is based on studying the distribution and features 

of a public building in a Spanish University in order to 

determine the optimum access point location and to assign the 

appropriated channel. In this case, this WLAN allows users to 

connect to one of the available SSIDs in the target building. 

Results obtained from the proposed redesign have been very 

successful from the point of view of performance and coverage. 

Keywords- WLAN redesign; radio coverage; indoor study, 

WLAN; IEEE 802.11g; channel assignment. 

I. INTRODUCTION 

One of the most important aspects in the development 
and implementation of wireless networks is to ensure the 
optimal access to all network resources. Nowadays, 
ubiquitous connection to the network services is essential to 
let the workers and students perform their tasks. Wireless 
networks are widespread in both the enterprise and academia 
environments, providing support for wired networks and 
mobility to users. Wireless networks allow them to access all 
the services offered by the institution even when they are 
moving. Users can access to all resources in the 
infrastructure. 

It is very important to know the behavior of signals 
within a building. An analytical analysis of the signals 
generated by the access points (APs) can help us to improve 
network coverage within the building [1]. In this new paper, 
we enhance our analytical study in order to propose a 
redesign of the wireless network of the Centre of resources 
for the research and learning (CRAI) of the Higher 
Polytechnic School of Gandia, a campus of the ”Universitat 
Politecnica de Valencia” (UPV) in Spain. We propose a new 
distribution of the locations of APs with a new channel 
scheme. Moreover, we have included a study of wireless 
coverage in order to compare both values. In this 
comparison, we show that wireless signals in indoor 
environments have a different behavior, which could be used 
for other purposes. 

One of the most important things which must be 
considered when a wireless network is being designed is the 
wireless signal losses. They depends on the number of walls 

and obstacles crossed in its propagation path, the materials 
used in the building construction, the type of obstacles, the 
multipath effect, and others electromagnetic  waves from 
others systems which interference with the wireless signal.  
But, generally, only the fixed obstacles and walls are taken 
into account in the design process. There are several 
materials such as metal or wood very used in buildings or 
simply through normal walls and floors, which affect to 
wireless signals reducing significantly their signal level [1, 
2]. In contrast, interferences caused by electromagnetic 
waves from other systems can be reduced selecting the most 
appropriate frequency band for the wireless network and a 
good channel assignment 

When a wireless network is designed in a specific 
environment, it is necessary to study the distribution of the 
place in order to determine the better location for each AP 
and the channel distribution. The goal is to provide the 
greatest possible coverage but avoiding overlapping among 
channels according to the building distribution. Obviously, it 
is impossible to define only one model for all places and, 
sometimes, it is very difficult and tedious to analyze each 
place in detail before installing, because each one has a 
different distribution and with different sources of 
interferences. So, although it is quite easy to estimate the 
area of the radio coverage in a free space, it is very difficult 
to calculate it in indoors since the building distributions are 
not uniform [3]. Moreover, the irregular disposal of the 
objects makes the ray tracing, which mainly affects to the 
multipath loses, very difficult to be controlled. However, 
there are several features of the indoor environments which 
should be taken into account in order to reach a well-
designed WLAN.  

Moreover, an accurate design means a good sized 
network, that is, only APs/routers needed to cover the service 
area and to obtain high efficiency must be bought.  

Moreover, performing a correct and optimal design of an 
indoor wireless networks would subsequently let the network 
administrators include multiple services such as positioning 
and tracking of people and objects [4]. So, the coverage 
study showed in this paper is applicable to other research 
fields such as wireless sensor networks [5] where the 
designing process presents similar inconvenient. 

In addition to all the design parameters discussed above, 
it is essential to analyze and study which type of traffic and 
users the target WLAN goes to support, and how much and 
how many respectively. Depending on that, it will require 
more or less resources, bandwidth and performance. Finally, 
the physical distribution must be considered in order to select 
the APs locations since each AP needs a power supply and a 
point of connection to the wired network.  
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In short, the key issues to design and install a WLAN are 
to study the physical aspects of the area where the WLAN 
goes to be installed, to select the type of APs which fulfill 
the necessary requirements according to the users and traffic 
estimated, to perform a coverage study to assign the most 
appropriated location for each AP taking into account the 
physical features of the building (where obstacles, power 
supplies and points of connection to the wired network are 
located), and to do a good channel distribution to minimize 
interferences among APs. 

In this paper, we use the analytical study of the building 
in order to know the wireless signal behavior in the CRAI 
building. These measures will allow us to develop new 
techniques for indoor network designs. In order to validate 
our measures, we will perform a new analysis within another 
scenario and compare the results between them. We will 
show the wireless network redesigned and how the new APs 
placement provides better wireless coverage. 

The rest of this paper is structured as follows. Section 2 
shows some related works with radio coverage and redesign 
of wireless networks. Section 3 presents the scenario and the 
tools used to perform our measurements. Section 4 explains 
the results of our study drawn in coverage maps. Section 5 
makes a comparative study of the three analyzed radio 
signals in each floor. The analytical study is included in 
Section 6. Section 7 shows the redesign of the CRAI wireless 
network from the obtained measurements. This consists on 
relocating the wireless devices and reassigning channels 
according to the new distribution of devices. In order to 
check our proposal, we perform another analytical study in 
another building and show the comparison between the 
results in Section 8. Finally, Section 9 summarizes the 
conclusion and future works. 

II. RELATED WORKS 

Different aspects of the WLANs’ coverage have been 
studied in several papers. There are both empirical [7] and 
analytical [8] studies. On the one hand, A.R. Sandeep et al. 
[7] suggest an indoor empirical propagation model (IEPM) 
in order to predict the signal strength of an indoor Wi-Fi 
network. It is a predictive model based on the Wall Effect 
Factor (Wef) and the Wall Attenuation Factor (Waf). From 
this model, authors can calculate the RF coverage area before 
installing a WLAN and so that calculating the number of 
access points needed. Therefore, this model means low cost 
and development time. On the other hand, Eisenbl et al. [8] 
perform an analytical study about the best location for APs 
and channel assignment in order to improve the performance 
of a WLAN. Up to now, these features have been analyzed 
independently, but according to this paper the greatest 
optimization is achieved from studying these two features 
simultaneously by mathematical programming. Authors 
propose an integrated model in order to reach a balance 
between both features and to optimize the indoor design of 
WLANs. 

Expanding analyzing studies, M. Kamenetskyt et al. [9] 
analyze different methods for obtaining the most optimum 
location for the WLAN’s access points. In order to evaluate 
the performance of these methods, they use an objective 

function which maximizes the coverage area and signal 
quality. Then different approaches to coverage planning for 
WLAN systems are reviewed and the most suitable for 
numerical evaluation are selected. From this evaluation, 
authors propose a new optimization scheme based on the 
combination of two approaches: using pruning in order to set 
initial locations for access points and refining these by using 
either neighborhood search or simulated annealing.  

Then, E. Amaldi et al. [10] present a new modeling 
approach taking into account the effect of the IEEE802.11 
access mechanism. It influences on radio coverage due to the 
coverage overlap between APs and its impact on the system 
capacity. So, they explain and discuss novel mathematical 
programming models based on quadratic and hyperbolic 
objective functions considering this. Finally, some initial 
results on synthetic instances are shown.  

Some abovementioned authors improve its initial 
approach (published in [10]) because it is difficult to tackle 
even for small instances. So, they propose and analyze 
effective heuristics in [11] to tackle hyperbolic and quadratic 
formulations in order to maximize the overall network 
capacity. It is based on a combined greedy and local search 
algorithms turn out to provide near-optimal solutions in a 
reasonable amount of time.  

Following with empirical papers, Kaemarungsi and 
Krishnamurthy [4] study the performance of the received 
signal strength (RSS) from IEEE 802.11b wireless network 
interface cards in order to improve the indoor location 
systems based on location fingerprints. Moreover, they point 
out the influence of the users’ presence on the RSS, both the 
proximity of the human body to antenna and its orientation. 
These features affect the mean value and the spread of the 
average RSS values. So, if the position system is deployed in 
an environment with people, it is essential to take it into 
consideration while collecting RSS values for the fingerprint. 
In contrast, for applications that make use of sensors without 
human presence, this influence shouldn’t be considered.  

J. Lloret et al. [12, 13] show studies about an empirical 
coverage radio model for indoor wireless LAN design. This 
model has been tested on a vast number of buildings of a 
great extension area with over 400 wireless APs in order to 
get quick successful results. The objective of the model is to 
facilitate the design of a wireless local area network WLAN 
using simple calculations, because the use of statistical 
methods takes too much time and it is difficult to implement 
in most situations. The proposed analytical model is based 
on a derivation of the field equation of free propagation, and 
takes into account the structure of the building and its 
materials. 

Sendra et al. [14] present a comparison of the IEEE 
802.11a/b/g/n variants in indoor environments in order to 
know which the best technology is. This comparison is made 
in terms of the RSS indicator, the coverage area and the 
measurements of interferences between channels. This study 
only provides data from a building. So, it is difficult to 
extract a generalization in the wireless signals behavior. 

In [15], authors propose a new WLAN design strategy 
called capacity based WLAN design. The method guarantee 
radio coverage to the target service area and provide a 
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specified data rate capacity to carry the traffic demand from 
each user in the service area. The methodology proposed 
determines the number of APs, frequency channels, power 
level and the placement of the APs that ensure the constraints 
as data rate density requirements, radio propagation 
conditions and physical limitations, related with receiver 
sensitivity. Authors performed several design experiments, 
which show the benefits of their method over the traditional 
coverage – based design. 

Moreover, I. Broustis et al [16], suggest that when we 
perform large wireless sensor network deployments, it is 
possible to detect large amount of interference, because their 
small capacities. They tell us that to improve the overall 
capacity of the network; we can base our proposals in the 
intelligent frequency allocation across APs, in the load 
balancing of user affiliations across APs and in an adaptive 
power control for each AP. In their work, they search 
interdependencies between the three functions in order to 
understand when and how to apply them to the network 
design. The authors performed the measures following a 
study based on the quantification of the effects of three 
optimization schemes proposed in many different scenarios. 
From the results, we can see that applying simultaneously 
the three optimization schemes is not always preferable, 
because it can sometimes degrade the performance by up to 
24% compared to using only two of the schemes.  

III. SCENARIO DESCRIPTION AND USED TOOLS  

The CRAI building was built in 2007. It belongs to the 
Higher Polytechnic School of Gandia. It is composed of 3 
floors where different services for the students are offered. It 
contains the library, computer labs and open access 
classrooms. Figure 1 shows the map of this space. It is the H 
building of this university campus. 

Now we are going to describe the scenario where the 
measurements have been taken from the wireless networks 
and the type of hardware and software used to perform our 
research. 

A. The building  

The ground floor (see Fig. 2) contains an information 
desk, several staff offices, a library and a large study room 
with a consultation area and several group study rooms. 

Finally, there is a multipurpose room where events and 
exhibitions are sometimes held. 

On the first floor (see Fig. 3) we can find several 
computer labs, some classrooms to perform Final Degree 
Projects, and others group and individual study rooms. 

On second floor (see Fig. 4), there are a large library with 
magazines, journals, books and audiovisual resources, and 
some computer labs and professor offices. 

B. Description of UPV Wireless Network 

Higher Polytechnic School of Gandia is a campus of the 
UPV and shares four wireless networks with the main 
campus, their SSIDs are EDUROAM, UPVNET2G, 
UPVNET and UPV-INFO. Each one of these allows 
university users to access to the Internet and the university 
resources. Their main features are: 

 UPVNET: a wireless network with direct connection to 
all the resources of the UPV. It requires a wireless card 
with configured with WPA/WPA2 security. 

 UPVNET2G: a direct network connection to all 
resources of the UPV and the Internet. It requires a 
wireless card configured with WPA/WPA2 security. 

 EDUROAM: this wireless network is widely deployed 
in universities and research centers in Europe. It 
provides Internet access for all their members. Users 
only need a username and a password from their home 
institution. It requires a wireless card configured with 
WPA/WPA2 security. This network only provides 
Internet access. 

 UPV-INFO: this wireless network works as a 
consultation area. It only provides all information about 
how the wireless network cards must be configured in 
the users’ devices in order to connect them to some of 
the abovementioned networks. It uses private IP 
addressing and it does not allow users to access to the 
Internet. A second connection is needed to access to the 
Internet and the UPV resources. This second connection 
can be a Virtual Private Networking (VPN). It should 
only be used by very old computers that do not support 
WPA encryption. 

In this paper we are going to analyze three of these 
networks (UPVNET, UPVNET2G, EDUROAM), because 
these are the only ones that allow users to access to the 
Internet.  

 
Figure 1.  Map of Polytechnic high school of Gandia. 

 
Figure 2.  Ground floor of the CRAI bulilding. 
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Figure 3.   First floor of the CRAI building 

 
Figure 4.  Second floor of the CRAI building 

C. Software and hardware used 

In order to carry out this work, several measurements 
have been done along the three floors of the CRAI. We have 
used different network devices to perform these 
measurements: 

 Linksys WUSB600N [17]: it is a USB wireless device 
used to gather measurements. It can capture signals from 
the IEEE 802.11 a/b/g/n standards. Its power 
transmission is 16 dBm for all standards and the receiver 
sensitivity is about -91dBm in both internal antennas. 
Transmission power consumption is less than 480mA 
and it consumes 300mA in the reception mode.  

 Laptop: it was used to take coverage measurements. It 
has a dual core processor with 2 GHz per core and 2 
Gbyte of RAM Memory. Its operating system is 
Windows Vista. 

 Cisco Aironet 1130AG (AIR-AP1131AG-E-K9) [18]: 
this AP is the model used in all floors of the building. Its 
data rate can reach up to 54 Mbps. It can work at 2.4 
GHz or 5 GHz, with a maximum distance from 100m to 
122m in indoors (as a function of the IEEE 802.11a or 
IEEE 802.11g variant). The maximum distance for 
outdoor environments is about 198 m and 274 m. It can 
be powered by PoE (Power over Ethernet). 

In order to capture the received signal from each selected 
point of the building, we used the following program: 

 InSSIDer [19]: it is a free software tool which detects 
and controls the wireless networks and the signal 
strength by a graphical way. This program lists all 
detected wireless networks and provides several details 
about them such as their SSIDs, MAC addresses, 
channels, the radio signal strength indicator (RSSI), 
network type, security, speed and signal intensities 
which allow to control  the signal qualities. 

IV. COVERAGE RESULTS 

We only have considered the walking area from which 
users typically connect to the wireless network. So, 
bathrooms, exterior stairways, storage rooms, etc. have been 
excluded. In order to perform this coverage analysis, a grid 
of 4 meters x 4 meters has been drawn in each floor. This 
allows us to take measurements for the different networks 

from the same places. The laptop in charge of taking 
measurements was located at a height of 100 cm above the 
ground. 

A. Ground floor 

This subsection shows the coverage study on the ground 
floor.  

There are 5 APs to cover the entire plant. There are four 
places with the highest coverage level (the values are higher 
than -50 dBm). We highlight 2 rooms, Room A, the 
multipurpose room, and Room B, the computer room (see 
fig. 5, 6 and 7). The AP located outside the wall of the 
computer room provides coverage levels below -70 dBm 
inside the classroom for all three cases. 

Fig. 5 shows the coverage area and levels of UPVNET 
wireless network on the ground floor. Room A presents 
signal strength of -90 dBm due to the signal attenuation 
suffered by the wireless signals when they cross some walls.  

Fig. 6 shows the coverage area for the UPVNET2G 
wireless network on the ground floor. We find three places 
where signal strengths are higher than -50 dBm. These 
places are just those ones where the APs are located 
currently. The multipurpose room has a very low coverage 
on the left side because the signal is greatly attenuated by 
several walls. 

Fig. 7 shows the value of signal strength for EDUROAM 
wireless network on the ground floor. Again, there are three 
places with signal strengths higher than -50 dBm, which 
correspond to the current location of the APs. In this case, 
more than half of the room B has signal strength levels 
below -70dBm. 

B. First floor 

This subsection shows the signal strengths measured on 
the first floor. In this case there are 4 APs to cover the entire 
plant. There are 4 places with the highest signal strengths 
(higher than -50dBm).  

Fig. 8 shows the signal strength for UPVNET wireless 
network on the first floor. The rooms at the left side have 
low radio coverage because the AP is not located in the 
correct place. The offices at the right side have also very 
poor signal strength because they are very close to the stairs 
and they suffer important signal attenuation. 
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Figure 5.  Radio coverage map of the ground floor for UPVNET 

 

Figure 6.  Radio coverage map of the ground floor for UPVNET2G 

 
Figure 7.  Radio coverage map of the ground floor for EDUROAM 

 
Figure 8.  Radio coverage map of the first floor for UPVNET.  

Fig. 9 shows the UPVNET2G wireless network signal 

strengths on the first floor. We can see that the classroom on 

the left side is not well covered because of the position of the 

AP. It is located on the right side of the wall. The offices 

from the bottom right also have very poor coverage, because 

they are very close to the stairs, which generate significant 

signal attenuation. 

Fig. 10 shows the EDUROAM signal strengths on the 

first floor. In this case, we can see the same effect as in the 

other cases, but moreover there are tables in the study area 

(center of the picture) with low signal strength (lower than -

90 dBm). 

C. Second floor. 

This subsection shows the signal strengths measured on 

the second floor. The floor is covered by 4 APs.  

Fig. 11 shows the signal strengths for UPVNET wireless 

network on the second floor.  The highest signal level is 

provided by the AP located at the professors offices zone 

(central zone of the image),which provides signal levels 

lower than -60 dBm. Moreover, the AP located in the hall of 

the two computer rooms (top right of the Fig. 11), covers 

virtually the entire rooms, registering levels of -70dBm in the 

teacher's desk. The APs located at the central-left and the 

bottom-left areas of the library, have signal levels around -

60dBm, except at the areas near to the outer walls where 

values of-70dBm have been registered. 

Fig. 12 shows the signal strengths from the UPVNET2G 

network on the second floor. In this case, the signal is 

propagated with levels above -60dBm, practically in both 

computer rooms (top right of the image). In contrast, the 

professor offices (central zone of the image) register levels 

close to -50dBm. Finally, the area of journals and 

audiovisual resources of the library (bottom - left of the 

image) presents levels around -60dBm, showing levels 

around to -50dBm in the area near to the AP. 

Fig. 13 shows the signal strengths from EDUROAM 

wireless network on the second floor. The signal strength 

offered by the EDUROAM network is slightly lower than 

those ones shown for UPVNET and UPVNET2G networks. 

We can see that there are more areas with signal levels close 

to -70dBm. This happens in the computer rooms (top right of 

the image) and in the library (bottom - left of the image). 

Most of these areas are zones near to walls or walkways, 

which are not usually used as workplaces. 

We can conclude that the signal is correctly broadcasted 

through the entire floor and their signal strength levels are 

enough acceptable to cover the working places. 

After analyzing all the radio coverage images, it is easy 

to see that the behavior of the wireless signal in each floor is 

quite similar, only small variations have been registered. In 

addition to this, we have checked that the received signal 

strength is very low from bathrooms and toilets. This is 

because the amount of water pipes and copper tubes in the 

walls affects to the propagation path of the wireless signals 

attenuating them. We have also found low signal strength 

levels in the stairwells. The stairs usually are made of metal 

framework and a foundation which avoids a correct 

propagation of the signal. 
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Figure 9.  Radio coverage map of the first floor for UPVNET2G 

 
Figure 10.  Radio coverage map of the first floor for EDUROAM 

 
Figure 11.  Radio coverage map of the second floor for UPVNET 

 
Figure 12.  Radio coverage map of the second floor for UPVNET2G 

 
Figure 13.  Signal strength on the ground floor. 

V. COMPARATIVE STUDY 

In this section we compare the three received wireless 

signals from each available wireless network on the same 

plant. Fig. 14 shows the three signals at the ground floor. 

UPVNET2G provides better signal strength levels than 

UPVNET and EDUROAM. Signal strengths from the first 

floor are shown in Fig. 15. UPVNET2G is the network 

which reaches the highest signal strength. UPVNET and 

EDUROAM show similar behaviors although there are 

some locations where the received signal from EDUROAM 

network is better. 
Fig. 16 shows the behavior of signal strength on the 

second floor. UPVNET2G and EDUROAM show the same 
behavior from 3 meters to around 10 meters, but from 0 to 3 
meters and from 10 meters to 12 meters, the signal strength 
from EDUROAM network is better. The lowest signal 
strength is always performed by UPVNET network. Keeping 

in mind all graphs, it is easy to conclude that according to 
signal strength, the best wireless network is UPVNET2G. 
Furthermore, we observe that the ground floor presents 
generally better signal strengths than in the other two floors. 

VI. ANALYTICAL STUDY 

After analyzing the above figures, we can estimate the 
behavior of the wireless signals in indoor environments.  

Therefore, this section shows how the signal strength 
varies depending on the distance from the AP. In the 
previous section, we have shown the signal strength per floor 
and per SSID (Figs. 14, 15 and 16). In this section, we are 
going to work with the average value of all APs (per floor) 
and the mean value recorded for the three signals in order to 
analyze and generalize the overall network behavior since all 
APs used in the network are equal and the three signals are 
provided by the same AP. The mathematical equation is 
calculated from the tendency line of each graph.  

 

Figure 14.  Signal strength on the first floor. 
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Figure 15.  Signal strength on the second floor.  

 
 

Figure 16.  Radio coverage map of the second floor for EDUROAM 
 

 
The analytical study is performed for three networks 

(UPVNET, UPVNET2G and EDUROAM) again. In order to 
draw each one of these graphs, we have estimated the 
average value of the three signals provided by each wireless 
network. 

Fig. 17 shows the average value of the signal strength 
depending on the distance from the AP on the ground floor. 
Expression 1 shows the equation for the trend line (black line 
in Fig. 17) from our measurements. As we can see, it is a 
fifth-order polynomial equation, with a correlation 
coefficient (R

2
) equal to 1. However, we can appreciate a 

slight difference between them in positions close to 3-4 
meters, and further away than 17 meters from the APs. 

  -                 -                 -       -      

Where Y represents the average value of the received 
signal strength in dBm and X is the distance in meters from 
the AP. 

Fig. 18 shows the average signal strength provided by the 
APs located on the first floor as a function of the distance 
from the APs. In positions further than 8 meters from the 
APs, both graphs vary very few between them, although the 

rest of the graph is identical. Equation 2 shows the 
expression for the trend line (black line in fig. 18) from our 
measurements.  

 
The behavior of wireless signals based on the distance is 

described by a cubic polynomial with a correlation 
coefficient (R

2
) equal to 1.  

   -                 -       -       

Where Y is the signal level in dBm and X is the distance 
in meters from the AP. 

Fig. 19 provides the behavior of the signal strength on the 
second floor. Equation 3 shows the trend line (black line in 
fig. 19) from our measurements. In this case equation 3 is a 
third-order polynomial equation with a correlation coefficient 
(R

2
) equal to 1. As its correlation coefficient shows, both 

graphs have a nearly perfect match,. 

                                 

Where Y is the average signal value in dBm and X is the 
distance in meters from the AP. 

 

 

Figure 17.  Average signal strength on the ground floor 

 

Figure 18.  Average signal strength on the first floor 
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Figure 19.  Average signal strength on the second floor 

VII. WLAN REDESIGN 

Designing WLANs which main focus is to provide the 

best service using the available resources efficiently requires 

careful planning. WLANs can be as small as a home 

network or as large as a network of a company with 

complex distributions and several buildings. Before 

installing a WLAN, it is essential to have the technical 

information about network devices and a well-defined plan 

for the development process. The usual sequence of steps in 

the APs location process is as follows: 

1) Firstly, an AP is placed in each corner of each floor 

of the building, and it is measured the maximum coverage 

area for each one of them.  

2) From these measurements, it is easy to determine the 

most suitable place for the APs taking into account that it is 

only needed 15% of overlapping area. 

This is the most reliable process in order to find out the 

best location for the APs. However, it is very tedious, 

impractical and it implies too much time for the networks 

designers. Moreover, sometimes it is unfeasible for example 

in big buildings due to the number of measurements needed 

to make an accurate decision about the best potential 

locations or in buildings where it is not possible to gain 

access to take measurements [20]. 

We are going to relocate APs and redesign a WLAN 

already installed, because as we have seen in Section 4, 

there are some areas where wireless coverage is very poor 

with wireless signal strength lower than -70dbm. So, in this 

section we propose several changes to improve the network 

infrastructure and to guarantee the greatest coverage in such 

areas. Moreover, wireless channels used by APs are also 

redefined in order to reduce the interference between them. 

A. WLAN Planification 

In order to relocate the APs, we have taken into account 

the structure and distribution of the building. This is so, 

because there are some manufacturing materials which 

attenuate wireless signals significantly, for instance metal or 

wood. So, there are environments such as bathrooms or 

large fitted wardrobes where APs must not be close to. 

According to the results and coverage maps shown in 

section 4, we decided to resign our network in order to 

improve its performance. The new APs placement is shown 

in fig. 20. Thus, several APs have been relocated on the 

ground floor. Firstly, the AP placed in the study room (point 

1) is moved to the window and a new AP is added just in the 

opposite wall (point 2). This relocation has involved a better 

service for students who connect to the Internet in the study 

room because wireless coverage has been increased. 

Secondly, the AP located at the hall of the free access 

computer room is moved to beside wall in the same room. 

Its current position provided very low signal strength to this 

room. The estimated signal strengths in the ground floor are 

shown in fig. 21. 

Moreover, on the first floor an AP (point 1) has been 

also relocated and two new APs have been added. The AP 

located in the hall on the left side (point 1) is moved to the 

door of the bookable study rooms. In this way, wireless 

signals pass through fewer walls and consequently they 

suffer less attenuation. The AP in point 2 is added in the 

center of the study room. This is a room where many 

students often go to work with their computers. As we have 

seen in the coverage maps on the first floor (section 4), 

some areas of the computer rooms do not have enough 

signal level, so we decided to add another AP in point 3 in 

order to improve the coverage. Fig. 22 shows the new APs 

location. The estimated signal strengths in the first floor are 

shown in Fig. 23. In both cases where APs have been 

relocated, we can observe that the signal strengths have 

been improved. 

In contrast, we have not changed anything on the second 

place since we have checked that the signal strengths are 

good enough. Fig. 24 shows the position of the APs on the 

second floor. 
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Figure 20.  Relocation of APs on the ground floor 

 

Figure 21.  Estimated signal strength on the ground floor for the proposed AP relocation.  

 
Figure 22.  Relocation of APs on the first floor 
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Figure 23.  Estimated signal strength on the first floor for the proposed AP relocation.  

 

 
Figure 24.  Relocation of APs on the second floor 

B. Channel assignment 

IEEE 802.11b and IEEE 802.11g standards define up to 
14 channels available for wireless devices. But each country 
or geographic area applies their own restrictions regarding to 
the number of available channels. The channels are not 
completely independent because each channel overlaps and 
causes interference to the nearest four channels. Signal 
bandwidth (22MHz) is greater than the distance between 
consecutive channels (5MHz). For this reason, a gap of at 

least 5 channels is needed to avoid interference between 
adjacent cells. Using a gap of 5 channels means reaching a 
difference of 25MHz. Channels 1, 6 and 11 are usually the 
most used but the use of channels 1, 5, 9 and 13 in European 
domains is not bad for the performance of networks [2]. 

Fig. 25 shows the channel distribution from 2.412 to 
2.484 GHz for the 5 main regulatory domains. In our case we 
use the regulatory domain of Europe, Middle East and Africa 
(EMEA) [13]. 
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Figure 25.  Channels in the frequency band of 2.4 GHz 

 
 

TABLE I.  CHANNEL DISTRIBUTION FOR THE GROUND FLOOR 

Access Point 
Channel distribution for ground floor 

Proposed Channel Current Channel 

1 1 11 

2 5 AP nonexistent 

3 13 11 

4 9 1 

5 13 1 

6 1 5 

 

TABLE II.  CHANNEL DISTRIBUTION FOR THE FIRST FLOOR 

Access Point 
Channel distribution for the ground floor 

Proposed Channel Current Channel 

1 5 5 

2 1 AP nonexistent 

3 5 AP nonexistent 

4 9 5 

5 1 8 

6 13 5 
 

TABLE III.  CHANNEL DISTRIBUTION FOR THE SECOND FLOOR 

Access Point 
Channel distribution for the ground floor 

Proposed Channel Current Channel 

1 1 5 

2 5 1 

3 6 7 

4 13 1 
 

 
 

When new APs have been added to the network, we 
should define a new channel assignment for the network in 
order to avoid interference between the already installed APs 
and the new ones. 

Thus, our proposal of channel assignment according to 
our relocation and considering one more AP for the ground 
floor is shown in table 1. Moreover, it can be compared with 
the current distribution channel in which the APs 1 and 3 

share the same channel (channel 11) and the same happens 
with APs 4 and 5 in channel 1. This can make that these 
devices are interfering to each other. In our proposed channel 
assignment, these interferences will not occur. 

In the same way, table 2 shows the channel assignment 
for the first floor before and after relocating the APs and 
adding two more. We can see that the APs 1, 4 and 6, was 
initially working on channel 5, while in our proposed 

2.412 2.417 2.422 2.427 2.432 2.437 2.442 2.447 2.452 2.457 2.462 2.467 2.472 2.484

Regulatory Domain 
of America

Regulatory Domain 
of Israel

Regulatory Domain 
of China

Regulatory Domain 
of EMEA

Regulatory Domain 
of Japan

Frequency 
(GHz)

1 2 3 4 5 6 7 8 9 10 11 12 13 14 Channel
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channel assignment the interferences between devices are 
insignificant.  

Finally, table 3 shows the channel assignment for the 
second floor where no change was needed. In this case, we 
change the channel allocation, only to not interfere with the 
devices of the lower floor. 

As three tables show, the current channel assignment is 
made so that the devices do not interfere with the devices of 
the same floor. However, with the proposed channel scheme 
in this paper, interferences between floors are also avoided. 

VIII. CURRENT PERFORMANCE OF THE WIRELESS 

NETWORK. 

In order to measure the performance of the redesigned 

wireless networks in this study, we monitor the performance 

of them during the month of November 2012, both the 2.4 

GHz band and the 5GHz band. As we can see in the graphs 

shown in Figures 26-35, the amount of traffic carried on 

each band is vastly different, nearly all traffic is managed in 

the 2.4 GHz band, although the traffic in the 5GHz band is 

significant too. Moreover, we can also see how the traffic is 

greatly reduced during weekends.  

In figure 26, we can see the evolution of the amount of 

input bytes in both bands and the output bytes in figure 27. 

Figure 28 shows the total amount of transmitted fragments 

by the wireless networks. Then, the figures 29 and 30 show 

the evolution of the amount of frames CTS (clear to send) 

which are received and which are not received respectively 

in response to an RTS (Request to Send). It should be 

pointed that this evolution in the 5 GHz band is nearly null. 

Moreover, figure 31 shows the amount of transmission’s 

retries and figure 32 presents the amount of transmission’s 

multiple retries. Then, figure 33 show the evolution of the 

number of frames with some error in the FCS (frame check 

sequence) and figure 34 the evolution of failed frames in 

general. Finally, the last one (fig. 35) show the evolution of 

the number of ACK which are not received when expected. 

We represent the evolution of these frames to show the 

performance of the wireless networks for each available 

frequency band. 

 
Figure 26. Input Bytes during November 2012 

 
 

Figure 27. Output Bytes during November 2012 

 
Figure 28. Transmitted Fragment during November 2012 

 

 
Figure 29. RTS Success during November 2012 
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Figure 30. RTS Failures during November 2012 

 

 
Figure 31. Retries during November 2012 

 
Figure 32. Multiple Retries during November 2012 

 

 
Figure 33. FCS Error during November 2012 

 
Figure 34. Failed during November 2012  

Figure 35. ACK Failures during November 2012 

IX. COMPARISON WITH OTHER INDOOR COVERAGE 

STUDY  

In order to check our study, the same process was 
performed in another building. In this case, only one AP 
was located within the building and signal strengths were 
measured from it. In this section, we see a comparison 
between both studies. 

For these tests, we have considered a wide indoor 
environment of 91 m

2
, with a length of 12.5 m., a width of 

6.68 m. and a height of 2.30 m. This building is made of 
walls with different thickness and materials, as we can find 
in common houses. The plant has a rectangular base 
divided into two parts by a wall of 9 cm: the garage on the 
left side and the kitchen on the right side. The enclosure of 

the staircase is made of bricks with high consistency. All 
walls have a layer of plaster and paint on both sides. The 
bathroom is made of hollow bricks of 9 cm. These walls 
are covered by ceramic tiles. All external walls are double 
with a thermic and acoustic insulation of polystyrene of 
5cm. 

Fig. 36 shows the level of coverage obtained in IEEE 
802.11g. In this case, we can see that the stairwell acts as a 
waveguide and signals are propagated easier in this 
direction than through the walls of the sides [21]. In this 
study, we conducted a study similar to that presented 
above. From that initial study, several conclusions were 
drawn regarding the signal behavior. However, we did not 
have other studies and it was difficult to generalize this 
behavior. 
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Figure 36.  Coverage for the IEEE 802.11g 

 
For our comparison, we should observe the signal 

propagation through the walls, as it can be found in any 
building. 

In this case, we can approximate the behavior of the 
signal by a sixth-order polynomial equation (see Eq. 4) 
with a correlation coefficient R

2
 higher than 0.9999. 

                                                

                          (4) 

where Y represents the average of received signal strength 
in dBm and X is the distance in meters from the AP. 

The coverage maps shown in section 4 allowed us to 
analyze and characterize the behavior of the signals within 
this building. We performed an estimation of the average 
signal strength provided by the access points depending on 
the distance (considering the three floors). Equation 5 
shows the behavior of signals when they pass through 
walls:  

                                              

                             (5) 

where Y represents the signal strength in dBm and X, the 
distance from the AP in meters. 

Fig. 37 shows the behavior of the wireless signal 
working in IEEE 802.11g as a function of the distance. 
The red line shows the average of the signal strength in the 
new scenario and the blue line shows the average of the 
signal strength in the CRAI building. The most important 
conclusion is that the behavior of the signal is similar in 
both cases. However the signal strength values are 
different in both cases. This fact might suggest that the 
building area can influence in the coverage that an AP 
might offer. It is also shown that there are two flat zones 
that maintain the signal level in both signals and they 
could be used for future applications. We think that this 
difference is given by the multipath effect. In the CRAI 
building the signal levels (through walls) are acceptable in 
ranges up to 18 meters (having around -70dBm). If we 
extend the graph of the results obtained for the new 
scenario presented in this section, we estimate that we can 
achieve signal strengths higher than -70dBm up to 13-14 
m. 

 

Figure 37. Signal strength for the IEEE 802.11g 

X. CONCLUSION 

The process to design a WLAN indoors could be a 
complicated and long process. It could happen that once 
the entire process has been performed, the result is not as 
successful as expected. Most probably some areas of low 
signal level may be created, where users do not have 
access to the network and to its resources.  

In this work, we have performed an analytical analysis 
based on the signal strengths in order to enhance the 
performance of the WLAN of the CRAI building. We have 
analyzed the 3 floors inside the building and, as we have 
seen in section 4, some areas had low signal strength. So, 
from the coverage maps and using an analytical study, we 
redesigned the wireless network, establishing new 
locations for the APs and a reassignment of channels. 
Thus, we have improved considerably the wireless 
coverage for accessing to the network. 

Therefore, this study can help to redesign wireless 
networks in similar buildings avoiding long and laborious 
processes. Moreover, the most suitable location for APs 
reduces the number of devices required to cover the whole 
building. 

Nowadays, we are working with these measurements 
to propose a new indoor positioning system for wireless 
sensors which will allow us to monitor an environment 
more efficiently. Moreover we will add algorithms that 
mix the received signal strength indicator (RSSI) and the 
link quality indicator (LQI) in order to estimate the 
position inside the buildings [22]. We also want to expand 
this study for the IEEE 802.11n standard in order to reach 
higher data rates and greater distances. 
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Abstract—Trust decisions on inter-enterprise collaborations
involve a trustor’s subjective evaluation of its willingness to
participate in a specific collaboration, given the risks and in-
centives involved. We have built support for automating routine
trust decisions based on a combination of risk, reputation
and incentive information. To handle non-routine decisions, we
must provide human users with a way to interface with this
system and gain access to supporting information. Current
collaboration management systems are missing the concepts,
processes and interfaces for enabling user involvement. In
this paper, we present two key contributions towards enabling
user involvement in trust decision making for inter-enterprise
collaborations: i) We have studied existing literature on human
trust decision making perspectives, and produced a set of
criteria for trust decisions. We analyze how three collaboration
management systems support these criteria. ii) We provide a
more detailed case study of enabling these features in our Pilar-
cos collaboration management system through implementing a
trust decision expert tool prototype, and report the results of
our user experiments on it.

Keywords-trust decisions; inter-enterprise collaborations; col-
laboration management middleware; user interfaces

I. INTRODUCTION

Networked business is moving from closed strategic net-
works into open business ecosystems where inter-enterprise
collaborations, i.e., business networks, are facilitated. In
an inter-enterprise collaboration, services from independent
organizations are brought together by interrelated business
processes to achieve a shared goal for end users as a
composed service. An online travel agency, for example, can
compose travel packages for its customers by utilizing a set
of services provided by its partners for payment handling,
booking flights, hotel itinerary, car rental and other location-
specific arrangements, where each partial service is provided
by a separate autonomous enterprise [1].

We define a service as a network-accessible object with
a published interface. It can consist entirely of software,
or be a software interface to a physical system, such as a
logistics service that can be reserved online. Inter-enterprise
collaborations composed of these services involve multiple
interdependent parties, extending beyond isolated provider
and consumer interactions.

Inter-enterprise collaborations are particularly useful for
small and medium-sized enterprises, which hold expertise
in their own domain but have limited resources. By collab-
orating with other enterprises, they can attain a competitive
edge in fields outside their individual scope, and also join
forces to expand their business into fields dominated by large
enterprises [2], [3]. Large enterprises can apply the same
methods to organize their production life-cycles in-house, or
to experiment on new service concepts together with external
collaborators.

As the demand for easily set up collaborations between
interoperable services grows in both the number and the
scale of the collaborations themselves, ad hoc collaboration
establishment and decision-making solutions are no longer
cost effective.

The success of inter-enterprise collaborations relies on
dynamically evolving open service ecosystems, supported
by a flexible infrastructure that reduces the cost of setting
up and managing the collaborations. This infrastructure
ensures that individual enterprises do not need to solve issues
of interoperability management, collaboration coordination,
breach recovery and trust management using costly manual
administration solutions.

The emergence of technology support, ranging from
service-oriented architecture and Web Services to cloud
infrastructures, are paving the way for semi-automated and
low-cost setup and management of inter-enterprise collabo-
rations. The Pilarcos open service ecosystem that we have
proposed in earlier work [3] provides infrastructure services
for finding potential partners and ensuring service interoper-
ability, collaboration management and semi-automated trust
decisions [2], for example; in this paper, we focus on the
trust management support specifically.

The service provider enterprises operating in open service
ecosystems are autonomous, and new service providers
can join the ecosystem to offer new types of services by
publishing service offers. The continuously evolving group
of service providers and their independence makes trust
management both important and challenging. Fine-grained
routine decision-making and the monitoring to support the
decisions should be automated to not form a bottleneck
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in otherwise highly automated collaboration management,
but the organizational and individual users’ decision-making
process and the conceptual basis required by them are not
sufficiently supported by automation tools yet.

Automated trust decisions can only be relied on in rou-
tine cases: human intervention is required for making trust
decisions in situations where the risk or incentives are par-
ticularly high, or the information available for supporting the
decisions is insufficient. Current collaboration management
systems are missing the concepts, processes and interfaces
for enabling user involvement.

In earlier work, we have set the basis for how to iden-
tify points where human intervention is needed through
metapolicy, including support for measuring the amount
and quality of the input information [2], [4]. We have also
analyzed different existing models for the trust building of
individual [5] and organizational users.

In this paper, we present two key contributions towards
enabling user involvement in trust decision making for
inter-enterprise collaborations: i) We have studied existing
literature on human trust decision making perspectives, and
produced a set of criteria for trust decisions. We analyze
how three collaboration management systems support these
criteria. ii) We provide a more detailed case study of
enabling these features in our Pilarcos collaboration manage-
ment system through implementing a prototype of an expert
tool for trust decisions, and report the results of our user
experiments on it.

The rest of the paper is organized as follows: Section II
provides an overview of the problem environment of making
trust decisions on inter-enterprise collaborations. Section III
presents our model of human decision-making criteria, based
on existing literature on human perspectives on trust, and
compares it to existing collaboration management systems
to analyze how well the concepts are supported there.
Section IV provides a detailed case study of enabling these
features in Pilarcos: we have implemented an expert tool
user interface prototype and present the results of user
evaluations. Section V concludes the paper.

II. TRUST IN INTER-ENTERPRISE COLLABORATIONS

Inter-enterprise collaboration depends on trust, as the au-
tonomy of partners causes uncertainty and risk, which must
be found acceptable for the collaboration to be established
and for it to proceed. In this section, we discuss the basis of
trust decisions on inter-enterprise collaborations and present
three example trust management systems, which we will
compare against our human trust decision-making criteria
in Section III.

A. Trust Decisions on Inter-Enterprise Collaborations

For our context of inter-enterprise collaborations, we
define trust as “the extent to which one party is willing to
participate in a given action with a given partner in a given

situation, considering the risks and incentives involved” [2].
Trust is crucial for the sustainability, existence and stabil-
ity of any inter-enterprise collaboration, particularly when
possibilities of direct interaction are limited [6], [7]. The
stronger the willingness to depend on and cooperate with
the other party is, the less need there is for explicit risk
reduction, monitoring and other protective structures. In this
sense, a strong trust relationship improves the performance
and overall efficiency of the established inter-enterprise
collaboration. On the other hand, the open service ecosystem
will inevitably have untrustworthy actors as well, and each
service provider must protect themselves against such risks.
The goal of trust management is to identify the appropriate
level of caution for different situations.

A trust decision compares the risks and incentives in-
volved in a given decision context; at the basic level, the
outcome is either positive (yes, collaborate) or negative (no,
withdraw). A reduction in perceived risk or increase in
incentives can be introduced to change the result through
application of additional protection mechanisms or contract
negotiations, for example.

Trust decisions are made during the establishment of
inter-enterprise collaborations, and routinely during their
operation, whenever new resources are committed. In the
establishment phase, explicit trust decisions are needed
because some of the actors in the ecosystem are previously
unknown or little known: we argue that not fixing the set
of possible collaborators beforehand to a well-weathered
strategic network of enterprises provides competitive ad-
vantage [2]. The decision made in the establishment phase
does not have complete information available on how the
collaboration will span out. Instead, during the operation
of a collaboration, committing more resources or observing
significant behavioural deviations trigger the need for new
trust decisions.

Trust decisions measure the subjective willingness of a
trustor to perform a given action with a given trustee. In
the context of our work, both the trustors and trustees are
business services; this level of abstraction reflects the fact
that two services even within the same enterprise may hold
different information, have a different effect on assets, and
be governed by different policies. When a trust decision is
delegated to a human user, therefore, the interventions are
made on behalf of a specific service, not the entire enterprise.

Some of the expected risks and gains can be estimated
based on the trustee’s past behaviour, represented by their
reputation. The balancing incentives are created by the
business importance of the activity itself, such as a need
to fulfill existing contracts, or a desire to try out a new way
of making business or a new set of partners.

A large body of existing work on reputation systems
has focused on electronic markets, aiming to support either
human or automated decisions specifically. Work in this
environment involves one-on-one transactions to purchase
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goods or services, and often focuses on a relatively narrow
view of reputation information only [8].

A common approach focusing on the reputation man-
agement aspect in particular applies Bayesian modelling to
estimating the trustee’s likely future behaviour. In a nutshell,
this branch of research focuses effort on mathematically
credible calculation of the probability of different possible
outcomes for the next event based on past information. The
Beta reputation system [9] is a well-known example of this
group. As its name implies, the system fits binary positive
or negative experiences into a beta distribution [9]. Other
work building on this approach proposes ways to extend this
approach either from binary to discrete scales [10], [11] or
to collecting binary data on more than one dimension, such
as prompt delivery and overall approval of the product [12].
Aspects such as how to weigh experiences reported by other
parties by their credibility are considered as well [11], [12].

From our point of view, research on Bayesian reputation
and trust management systems focuses on a mathematically
elegant transformation of reputation information into a risk
evaluation. In other words, Bayesian trust and reputation
systems seek to find a good pair of reputation update and
trust decision policies, given a relatively simple baseline
information model. We find that Bayesian policies can
operate within our information model [13, ch. 4.3], although
they only use a part of the provided input. Within this
subfield, the search for well-performing policies has led to
a need to fix the problem field reasonably early, and the
information model assumptions warranted by this compa-
rability requirement may prove to be too rigid for more
general use [8]. On the other hand, for automation purposes
the line must always be drawn somewhere. While we have
chosen a tradeoff of increased information model complexity
in exchange for capturing more aspects of trust decisions that
we consider important, our model remains a simplification
as well.

For a broader overview on related work on trust mod-
elling, we refer to surveys on reputation systems [14], [15]
and their robustness [8], [16]. Robustness in the face of
attacks and other misbehaviour is one of the key issues that
demand a holistic and high-complexity model of the opera-
tional environment to properly address. As trust management
falls under the category of protective systems, robustness is
an essential requirement; we discuss it more extensively in
earlier work [13].

We have found that inter-enterprise collaborations, which
involve multiple partners and a wide range of interdependent
services, require a broader information model in order to
capture the variety of risks and incentives as well as their
dependence on the decision context [2]. While additional
factors make the system more complex to understand,
they vastly improve its configurability through policy and
metapolicy [13].

In addition to Pilarcos, explicit risk information and

the separation of risk calculation policy from reputation
management has been proposed by the SECURE project [17]
for ubiquitous computing either between private users or in
client-to-business settings. As SECURE aimed to produce
a personal general-purpose trust decision assistant to carry
with the user, it also had to address the requirement for
a flexible and configurable trust information model. For
Bayesian systems, on the other hand, the chosen approach
seems to reflect the target application area as well: in
eBay [18], a typical electronic market where goods are
bought and sold, a user’s most visible reputation has long
consisted of counters of the positive, neutral and negative
feedback they have received [19].

In a recent paper, Marsh et al. specify a set of require-
ments for trust models from a usability perspective [20]:
understandability by the actual users, support for monitor-
ing and user intervention, actively prompting for input in
uncertain situations, extensive configurability by the user
delegating the decisions to the system, catering for different
time frames for when the decision responses are needed,
accepting the incompleteness of available information, and
allowing the user to find out more about the decision context.
This call for usability of trust models matches our goals well;
we find that being able to understand and control the system
is a requirement for users to trust the system to handle their
trust decisions for them.

In terms of state of the art in information representation
for nontrivial trust models, Ries has proposed and conducted
user experiments on a two-dimensional graphical represen-
tation of positive outcome probability and the amount of
available information in his thesis [21]. Research shows
that the explicitly presented reputation information is not
the only element affecting a trust decision: users may be
influenced by unexpected user interface elements as well,
such as decorative images [22], [23].

B. Trust Support in Inter-Enterprise Collaboration Manage-
ment Systems

In preparation for comparison of the human and organi-
zational decision-making perspectives in various trust man-
agement systems, we briefly introduce three inter-enterprise
collaboration management systems that have suitably similar
goals: i) TrustCoM, ii) ECOLEAD and iii) Pilarcos. The last
of these will be further detailed to provide insight for the
integration of the proposed interface.

TrustCoM is a large European Union project in the do-
main of inter-enterprise collaborations. The main contribu-
tion of TrustCoM has been the architectural and conceptual
framework addressing trust, security and contractual issues
from the perspective of inter-enterprise collaborations [24],
[25]. The TrustCoM framework [24], [26] supports trust
decisions during the joining and continuation of the col-
laboration. In TrustCoM, trust decisions are made when
a new partner needs to be added or a previous partner
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needs to be replaced. The trust decisions are made based
on reputation information measuring trustee capabilities, in-
tegrity and benevolence, in addition to functional definitions
of the role, requirements of quality of service, cost and
security. The TrustCoM framework also involves an initial
user interface in the form of an eLearning portal in a scenario
demonstrator [26], helping users find the service best suited
for them. In the general case, the design of trustworthy and
secure user interfaces falls outside the scope of TrustCoM,
although their importance is acknowledged.

ECOLEAD is also a European Union Integrated Project.
It introduces a plug-and-play, pay-per-use, platform-
independent and secure ICT infrastructure for the initiation
and functioning of the inter-enterprise collaborations [6],
[27]. The project addresses interoperability, trust, security,
transparency, and affordability [27]. In ECOLEAD [6],
[27], trust decisions are made at two points: base trust is
established during the entry into the ecosystem, and specific
trust is evaluated when each inter-enterprise collaboration is
set up. For base trust, all enterprises entering the ecosystem
answer a questionnaire on, e.g., organizational competences,
prior successful collaborations, prior engagement in op-
portunistic behaviour, and adherence to technology stan-
dards and delivery dates [28]. Collaboration-specific trust
is established in a hierarchical manner, starting from the
specification of objectives in terms of measurable elements.
The ICT infrastructure of ECOLEAD also provides support
for portlets, pluggable user interface elements, for interaction
with the users [27]. The trust prototype has a web and mobile
portlet, providing a list of potential partners for collabora-
tion, where the users can select those found most suitable
for the task. Like TrustCoM, ECOLEAD does not focus on
user interfaces for trust decision making specifically.

The Pilarcos open service ecosystem we have proposed
in earlier work [3] aims to help service providers to find
and collaborate with partners from the open service market.
Collaborations are defined by a chosen business network
model, which defines roles consisting of specific service
types that the participanting services implement, and the
shared business processes. Due to some of the potential
partners being unknown or little known, trust management
requires explicit support.

Pilarcos includes infrastructure services for finding and
selecting potential partners and ensuring service interoper-
ability, eContracting and collaboration management, local
monitoring to collect evidence of trustworthiness, and semi-
automated trust decisions [2]. The distributed infrastructure
services in Pilarcos allow the enterprises to make local,
private trust decisions on whether they want to join or
continue in an inter-enterprise collaboration. Other decision
policies are also needed to ensure that the automation tools
act in accordance to the strategy and privacy requirements
of the enterprise, for example [2].

While TrustCoM makes trust decisions when partners are

added or changed in an operating collaboration, Pilarcos
trust decisions are made both at the start of a collaboration
and when new resources are committed, in which case the
decision may trigger partner changes as well. The trust
decisions in Pilarcos compare the subjective risks, calculated
on the basis of the past behaviour of the trustee as encoded in
its computational reputation, and incentives involved in the
endeavour, such as the business importance of the collabo-
ration [29]. The incentives are reflected on how much risk is
tolerated. Routine decisions are automated, following local
policies [2]; however, there are always situations that require
human intervention. To allow for this, the decision policies
define risk tolerance ranges for automatic acceptance, au-
tomatic rejection, and for requesting input from the human
user [1]. Possible reasons for requiring human intervention
include high risks combined with high incentives, or too
little reputation information available on the trustee.

III. DECISION-MAKING PERSPECTIVES

Designing a trust decision expert tool meant for humans
requires understanding the process of human trust decision
making in general. The reviewed research on human needs
for decision-making has been conducted both in the context
of electronic commerce and more general settings. The
domain of inter-enterprise collaborations specifically has
remained relatively unresearched, while the focus has been
on business-to-consumer (B2C) settings. Considering the
underlying problem, we believe that findings regarding hu-
man trust decision making in the B2C electronic commerce
domain, for example, can be applied in the case of inter-
enterprise collaborations with adaptations.

In this section, we present our model of human decision-
making criteria, which is based on existing literature on hu-
man perspectives on trust. We then compare the three inter-
enterprise collaboration management systems presented in
the previous section in order to study how well the concepts
we have extracted are supported in them.

We have studied the research literature from two perspec-
tives: First, approaches to human trust development, and
second, qualitative and quantitative criteria for trust decision
making.

A. Human Preferences on Trust Decision Making

1) Approaches to Human Trust Development: The exist-
ing literature reveals two different approaches to modelling
human trust development: cyclic and staged [30]. Table I
summarizes the reviewed approaches.

The cyclic approach to trust development was introduced
by Fung et al. [31]. It relies on the development of the
trustor’s confidence based on the satisfaction of prior be-
havioural outcome expectations. However, continuous dis-
trust at any phase has a negative effect on the existing
trust levels. Fung et al. [31] and Deelman et al. [32] have
proposed two different models for cyclic trust development.
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Table I A SUMMARY OF THE REVIEWED APPROACHES TO HUMAN TRUST DEVELOPMENT.

Author Approach Summary

Fung et al. Cyclic
• Factors affecting initial trust establishment: information quality, interface design and

reputation
• Future trust is based on the satisfaction of prior expectations

Deelman et al. Cyclic

• Factors affecting initial trust establishment: willingness to trust, estimation of trust-
worthiness of trustee, evaluation of past experiences, situation and risk inherent in
current situation

• Future trust is based on the satisfaction of prior expectations

Shapiro et al. Three-stage

• Deterrence-based trust: relies on measures preventing occurrence of misbehaviour
• Knowledge-based trust: relies on a knowledge gained as a result of direct interaction

with trustee, and satisfaction of prior expectations
• Identification-based trust: highest trust level, relies on the outcomes or experiences

gained as a result of repeated interactions with trustee

Ba Three-stage

• Calculus trust: relies on comparison of gains versus possible losses
• Information-based trust: relies on information gained as a result of direct interaction

with trustee and satisfaction of prior expectations
• Transference-based trust: highest trust level, relies on the outcomes or experiences

gained as a result of repeated interactions with trustee

Kim et al. Two-stage
• Initial stage: marked by either no or low trust
• Commitment stage: high-trust stage, where the trust relies on prior direct interactions

with trustee

McKnight et al. Two-stage
• Exploratory stage: marked by either no or low trust
• Commitment stage: high-trust stage, where the trust relies on prior direct interactions

with trustee

Fung et al. [31] present the basic model where informa-
tion quality, interface design and reputation are the factors
contributing to the initial trust development. Building on
this, Deelman et al. [32] have further elaborated the original
model by proposing additional factors: willingness to trust,
estimation of the trustworthiness of the trustee, evaluation
of past experiences, situation, and risk inherent in the
current situation. The most notable point about the model
of Deelman et al. is that it is applied to trust development
in the domain of inter-enterprise e-commerce.

When we consider inter-enterprise collaborations in par-
ticular, the needs of trust modelling are slightly different. As
regards to domain-specific needs, we would like to enhance
the cyclic models proposed by Deelman et al. [32] and Fung
et al. [31] in the following three ways: First, shared vision,
contracts and legal conditions also play a significant role,
especially during the initial stages of trust development;
they should therefore also be considered as factors affecting
trust development. Second, distrust development should be
covered by the models as well, as services may change their
behaviour and trust relationships may degrade or be broken
off as a result. Third, while Deelman et al.’s model suggests
that the given factors should be followed in sequential order,
we find that the factors collectively affect trust development
and their order completely depends on human preference.

Staged trust development models exist in different forms,
with a different number of stages proposed for trust de-
velopment. Shapiro et al. [33] and Ba [34] have both
proposed a three-stage trust development model. The stages
proposed by Shapiro et al. are deterrence-based, knowledge-

based and identification-based trust. Ba instead proposes
that the stages are calculus-based, information-based and
transference-based. Kim et al. [35] and McKnight et al. [36]
have suggested two-stage trust development models, which
both call the final stage of trust development the commitment
stage. Kim et al. refer to the first stage as initial trust
development, while McKnight et al. call it the exploratory
stage.

The staged trust development models cover different an-
gles, but problems remain for applying them to the domain
of inter-enterprise collaborations. The three-stage models
do not consider the effect of opportunistic behaviour, such
as degrading quality of service or contract violations due
to changes in the priorities of an enterprise. Similarly,
McKnight et al.’s model does not discuss the possibility
of degrading or withdrawing from the existing trust rela-
tionship. As the financial situation and motivation of an
enterprise can change at any time, its behaviour can notably
change as well, and we believe that the trust development
models should be able to capture this.

The three-stage trust development models are also limited
in the sense of assuming that trust development proceeds
in a sequential order. We noted a similar issue with the
sequential order in Deelman et al.’s cyclic model; in this
case we find that two stages of trust development could
well be in use simultaneously. For example, Shapiro et
al.’s knowledge-based and Ba’s information-based trust are
fixed as the second stage, which occurs after a series of
direct interactions. We find that information from third-party
reputation networks can be used also during the first stage,
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before first-hand interactions have taken place. Apart from
this, the model of Kim et al. does not propose a precise list
of factors affecting trust development in the initial stage, and
do not discuss the shift from initial to committed stage.

2) Criteria for Trust Decision Making: The second tar-
get of our literature research involves identifying different
factors that affect trust decision making. The term ’criteria’
refers to the various qualitative and quantitative factors that
play a significant role in the process of human trust decision
making [37], [38], [30]. Criteria for trust decision mak-
ing in business-to-consumer (B2C) e-commerce can relate
to institutional, environmental, website, trustor and trustee
metrics, for example. The different criteria are applied in
trust decision making to help analyze the situation that has
called for a decision. They should be considered because
they are necessary to complete the human trust decision
making process.

The following section presents the different criteria we
have selected for trust decision making in the domain of
inter-enterprise collaborations within four categories: trustor,
trustee, contextual and collaboration-specific criteria. The
criteria have been gathered based on the process of human
trust decision making, extended to suit the needs of inter-
enterprise collaborations in particular.

Trustor Criteria: The trustor criteria are attributes of
the trusting entity that affect the process of trust decision
making. The personality and thinking of the trustor have a
major influence on the final decision. The trustor criteria are
propensity to trust, emotions and culture.

Propensity to trust is defined as a human behavioural
trait, reflecting their inherent willingness or attitude towards
trusting humanity, independent of any information regarding
the entity to be trusted [35]. It makes the trustor risk-seeking,
risk-averse or risk-neutral. The establishment of propensity
to trust is based on prior experiences, starting from infancy.
It can also be viewed as dispositional in nature, as human
beings are taking their propensity to trust from one situation
to another [38]. Propensity to trust plays a significant role
during the initial stages of trust establishment in the case of
previously unknown or little known entities [39].

Emotions can be defined as a cognitive approach to trust
decision making [40], [41]. They are also independent of
any kind of information regarding the target entity. Emotions
bring in “temporal irrationality” in the process of trust
decision making [41]. They might instigate a positive trust
decision if the person is in a happy mood even in a
situation that does not warrant trust at all otherwise, for
example. Emotions acquire a dominant role in trust decision
making by formulating a viewpoint regarding the available
information and the current situation requiring the trust
decision.

Culture is another personality trait of the trustor. It im-
pacts the trustor’s attitude, which plays a significant role in
perceiving available information [41]. This way it also has

an influence on the other two trustor criteria. For example, a
small or medium-sized enterprise may be less willing to take
a certain measure of risk as compared to large enterprises,
owing to limited resources affecting their general tendency
to trust. Shoorman et al. [41] state that the relationship
versus task dimension of culture plays a major role in
the process of trust decision making. This means that a
task-oriented culture will be more risk-seeking, while a
relationship-oriented culture invests particularly in building
and maintaining long-lasting trust relationships.

We believe that all the aforementioned trustor criteria are
a good fit with the domain of inter-enterprise collaborations.
Their role becomes evident when we consider human trust
decision making. However, they are also reflected in the
automated trust decision making through the use of private,
local or mutually decided and negotiated policies, contracts,
rules and regulations. The mutual decision and negotiation
is being carried out through either machine agents that are
administered and configured by human users, or through the
human users themselves.

Trustee Criteria: The trustee is the entity targeted by trust.
As trust balances for risks that are inherent and not easily
eliminated from the decision-making situation, the attributes
of the trustee have a major role in the process of trust
decision making as well. We consider trustee reputation to
be the key trustee criterion.

Reputation information refers to the knowledge about the
past and present behaviour of the trustee [6], [2], [37]. When
coupled with an assumption of behavioural consistency, this
historical information is used for making predictions about
the trustee’s future behaviour, and assessing the overall
trustworthiness of the trustee. According to Mayer et al. [38],
trustworthiness can be perceived in terms of ability, benev-
olence and integrity. Here, ability refers to the skill set and
expertise of the trustee in some specific field. Benevolence
refers to the extent to which the trustee will satisfy the
behavioural expectations and avoid opportunistic behaviour.
Finally, integrity pertains to the tendency of adhering to the
agreed terms and conditions.

Reputation information can be collected from two dif-
ferent sources: direct interactions, and through third-party
reputation networks. In the case of previously unknown
entities, the third-party reputation networks are the primary
source of reputation information. First-hand experiences,
as they become available through direct interactions, are
valuable as they can be relied on to be both truthful and
apply well to the specific trustor’s context. A combination
of both sources can be used to reason about little-known
entities. The assumption of behavioural consistency that any
reputation-based predictions rely on can be broken by the
trustee at any time; a key measure of the quality of reputation
information is whether the actor is also known to behave
consistently [4], while the reputation tracking itself also
discourages misbehaviour [13].
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Contextual Criteria: Contextual criteria comprise factors
that vary from situation to situation. They might change even
in the presence of the same trustor and trustee. We categorize
the key contextual criteria as pertaining to system trust, user
interface aiding decision making, and external environmental
conditions.

The concept of system trust was introduced by
McKnight et al. [39], [42], who proposed it to consist
of two components: structural assurances and situational
normality. Another component of facilitating factors was
later added by Pavlou [43]. Structural assurances consist of
legal and governmental impersonal structures, such as legal
contracts, safety nets, legal regulations, guarantees and insur-
ances [39], [30]. Structural assurances prove to be a reliable
aid for the establishment of trustee trustworthiness during
the trust decision making. They are especially useful for
trust establishment in the initial stage of trust development,
when collaborating with previously unknown or little known
entities [30]. Situational normality reflects the trustor’s belief
that the situation requiring trust decision making is safe and
positive for attaining the desired gains [39], [30]. Structural
assurances and trustor criteria contribute to the formulation
of the trustor’s belief. Facilitating factors refer to non-
governmental structures, such as shared standards, protocols,
relationships, goals or beliefs, which lead to the formulation
of a positive perception about the integrity and adherence of
the trustee [43].

The user interface acts as an important tool for enabling
human trust decision making, as it is responsible for pre-
senting the required information to the users. Our research
aims at providing user interfaces to support a range of trust-
decision-related tasks, and towards this goal we have built
an initial version of the trust decision expert tool that will be
providing a user interface for semi-automated trust decisions
in Pilarcos (see Figure 1). A literature review reveals the
existence of interfaces for making human queries for the
existing trust management systems of ECOLEAD [27] and
TrustCoM [26] as well. During the initial stage, navigational
ease, user-friendly interface, clarity, accuracy and reduced
error rate have a positive impact on trust decision mak-
ing [44], [45]. On the other hand, interactivity, usefulness,
accurate transactions together with zero error rates are
dominant during the committed stage [44], [46].

External environmental factors refer to the set of social,
economic and technological aspects influencing trust de-
cision making. For example, recession could be a major
environmental factor affecting trust decisions. The external
environmental factors are independent of the trustor, trustee
or the contextual trust decision making criteria.

Collaboration-specific criteria: Collaboration-specific cri-
teria refer to the individual objectives and perspectives
of the collaborating enterprises that affect trust decision
making [6]. The objectives of the enterprises refer to their
pre-established intentions about what they wish to gain from

the collaboration. These objectives target the perspective
the adopts on the trust development. For example, if an
enterprise aims at earning money from the collaboration,
then it gives an economic perspective to trust development.
The perspective reflects the trustor’s viewpoint towards trust
establishment [6].

We have identified seven different perspectives on trust es-
tablishment and decision making: service [47], [6], [2], [25]
organizational [6], [2], [25], social [6], [2], economic [6],
[2], psychological [24], [25], behavioural [6], [2], [24], [25]
and technological [6], [2].

The service perspective refers to taking into consideration
the details of service offers. Service offers are made by
enterprises who are willing to collaborate [2], [24]. The
organizational perspective is made out of enterprise char-
acteristics such as its size and setup [6], [2]. The social
perspective for trust decision making targets the outcomes
of the interaction of the enterprise with its external envi-
ronment. One example could be the activities and offerings
made by the enterprise towards the surrounding society,
through the proper consideration of mutually established
contracts, security mechanisms and monitoring [24], [6]. The
economic perspective to trust decision making comprises of
the involvement of monetary risks or possibilities of making
monetary incentives in addition to the financial situation of
the enterprise [2], [6]. The psychological perspective refers
to the intentions of the enterprise [24]. The behavioural
perspective concerns the past and present behaviour of
the enterprise [2], [24], [6]. Finally, the technological per-
spective to trust decision making covers the abilities and
competencies of the enterprise [2], [6].

B. Comparison of Trust Management Systems

We will now compare the perspectives on human trust de-
cision making discovered in the literature to the three inter-
enterprise collaboration management systems presented in
Section II-B. The comparison follows the structure of Sec-
tion III-A. The key points of the comparison are summarized
in Table II.

1) Approaches to Trust Development: TrutCoM follows
a cyclic approach to trust establishment [24], [25]. The
monitoring of the collaboration is performed during the
operational phase. Any kind of misbehaviour is dealt with
by activating the appropriate clauses in General Virtual
Organisation Agreement (GVOA) and Service Level Agree-
ment (SLA). For example, monetary compensation may
be required due to service downtime. Furthermore, all the
collaborating enterprises are informed about the observed
bad behaviour. This immediate incorporation of any detected
breach by taking required actions during the operational
phase itself makes their approach to trust decision making
cyclic in nature.

In ECOLEAD, trust establishment is carried out in a
hierarchical manner [6], [28]. The establishment of specific
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Table II SUMMARY OF THE COMPARISON BETWEEN TRUSTCOM, ECOLEAD AND PILARCOS [48].
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trust begins with specifying the underlying objectives which
are further categorised into a number of perspectives. Each
perspective consists of a set of requirements which are, in
turn, divided into value measurement scales and constraints.
The measurable elements act as the basis for monitoring.
Result updating takes place during the termination phase,
so that they can be used during the establishment of future
inter-enterprise collaborations. The hierarchal nature of trust
establishment and the use of monitoring results only in
future collaborations indicate the ECOLEAD approach is
staged.

The Pilarcos approach to trust establishment, management
and decision making is hybrid, i.e., both cyclic and staged
by nature [2], [29]. The Pilarcos middleware performs mon-
itoring during the operational phase, using monitors local
to each enterprise. As in the case of TrustCoM, the detec-
tion of any significant misbehaviour leads to compensation
processes, possible partner reorganization and information
dissemination among collaboration enterprises being done
during the operational phase of the collaboration. In other
words, the information from the current collaboration is
being applied both within it and for future collaborations.
The results of the monitoring constitute local reputation
information, which is fed into third-party reputation systems
during the collaboration termination phase [13]. The two
kinds of trust decision points makes the Pilarcos approach
staged as well. On one hand, trust decisions are made on
entering into collaborations with enterprises that carry differ-
ent levels of familiarity from before. Therefore, especially in
the case of previously unknown or little known enterprises,
this point is characterized by either no or very low trust,
which is equivalent to the situation during the initial stage
of trust development. On the other hand, decisions are also
made when more resources need to be committed into the
collaboration; here the decision can be made based on the
experiences gained through the direct interaction with the
collaborating enterprises.

2) Criteria for Trust Decision Making: As mentioned
before, there is no direct involvement of trustor criteria
in the automated trust decision making process of all three
trust management systems. However, they are reflected in
the involvement of human-configured machine agents and
humans themselves during policy establishment and contract
negotiations. The risk attitudes of the trustor have an effect,
for example, as policies are configured for decision-making,
and contract templates established for automatically negoti-
ated contracts.

Propensity to trust: The mutually agreed contracts and
policies among the collaborating enterprises during the ne-
gotiation phase reflect the propensity to trust in Pilarcos
middleware [49], [50], [3]. The negotiated contract can be
understood as an active and distributed agent containing all
the meta-information that governs the working of the inter-
enterprise collaboration [47]. The General Virtual Organi-

zation Agreement (GVOA) and Service Level Agreement
(SLA) reflect the existence of propensity to trust in the case
of TrustCoM [51], [24], [25]. Similarly, both GVOA and
SLA comprise a set of policies that define the legal frame-
work for the operation of the inter-enterprise collaboration
as a whole, and specific to all the services provided by
collaborating enterprises. For ECOLEAD, mutually nego-
tiated contracts and criteria directing the trust establishment
reflect the propensity to trust in the system [52]. In general,
the trustor’s propensity to trust is reflected in contracts
particularly through any pre-established contract templates
and negotiation policies. The specific clauses selected for a
particular collaboration can be influenced by these criteria
as well, for example through requiring an additional trusted
third party to mediate transactions.

Emotions: The user interface of the trust decision expert
tool that has been designed and implemented as a result of
this research brings the direct involvement of emotions into
the workings of the Pilarcos middleware. TrustCoM includes
an eLearning portal demo, which has a user interface used
for scenario demonstration to the users for finding suitable
collaboration partners [26]. Similarly, ECOLEAD also has
web and mobile portlets for handling human queries related
to the search for potential partners [27]. The user interface
is the main channel through which the user’s emotional state
can strongly affect a trust decision.

Culture: In the case of Pilarcos, the Business Network
Model (BNM) constitutes the culture affecting the trust
decision making process [49]. The BNM contains infor-
mation regarding the organisation of the inter-enterprise
collaboration. It specifies the policies based on the legal and
regulatory systems of the strategic business domain under
consideration, roles to be played by the different collab-
orating enterprises and interaction among them. Similarly,
the Business Process Model (BPM) represents culture in
the TrustCoM framework [24], [25]. The initiator enterprise
willing to establish a collaboration defines the BPM, which
contains information about business processes, roles to be
fulfilled by the collaborating enterprises, and functional re-
quirements of the collaboration. In the case of ECOLEAD’s
ICT infrastructure, culture is defined by the administrator
through a process referred to as business opportunity char-
acterisation [53]. As in the case of other trust management
systems, the business opportunity characterisation process
outlines the roles which will be played by the different
collaborating enterprises.

The trustee criterion of reputation is to a degree supported
in all three systems. The TrustCoM framework makes use
of reputation information for trust establishment during the
collaboration establishment and SLA generation in the ne-
gotiation phase. The reputation information exists as service
quality, time, cost, integrity, consistency, capabilities, benev-
olence and past experiences. It is obtained from two different
sources: service offers made by the enterprises willing to
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collaborate, and the Enterprise Network (EN) gathering it
through monitoring the collaboration during the operational
phase of the collaboration. The ECOLEAD infrastructure
also makes use of reputation information taken from two
sources: a baseline trust questionnaire, and the Virtual
Breeding Environment (VBE) [6]. The trust questionnaire
is filled by all the enterprises willing to collaborate through
the VBE, and it gathers information such as organisational
size, setup, financial stability, reliability and experience of
similar previous collaborations. The VBE contains repu-
tation information gathered by monitoring the functioning
of the collaboration. In Pilarcos, reputation information
is gathered locally by monitors at each service provider
during the operational phase, and from external reputation
networks. The reputation information is used for making
risk calculations regarding the inter-enterprise collaboration
under establishment or in operation. Both local and external
reputation information is transformed into a uniform format
of number of experiences. Each experience is represented in
terms of four assets, reflecting what kind of impact, positive
or negative, major or minor, the collaboration in question has
had on the assets. The asset types considered are monetary,
the service’s own reputation, its autonomy and security, and
satisfaction of the contract and goals of the collaboration.
We will return to the Pilarcos information model in the next
section.

Contextual criteria are considered in various ways by
the three reviewed systems. For system trust, the existence
of monitoring, legally binding contracts and their negotia-
tion possibilities act as its most notable forms. However,
in addition to these elements all three trust management
systems have certain individual factors contributing to this.
In the case of Pilarcos, automated interoperability checking
is an additional factor constituting system trust. The presence
of communication standards and avoidance of information
transformation are extra elements reflecting system trust
in TrustCoM. Similarly, the systematic and hierarchical
approach to trust establishment support system trust in
ECOLEAD.

User Interface: The user interface and the information
it provides influences the user’s trust in the system itself,
in addition to facilitating trust establishment and evaluation
towards the trustee in a given collaboration situation. All
three trust management systems provide user interfaces for
trust management, in varied forms. For Pilarcos, we propose
a trust decision expert tool whose user interface presents
the users with information on risk, reputation, collabora-
tion context and collaboration progress. The proposed trust
decision expert tool targets non-routine cases that require
human intervention for trust decision making. TrustCoM
also supports information-providing user interfaces and re-
alizes their importance [24], [25]. However, their design
falls outside the scope of the TrustCoM project. ECOLEAD
facilitates possibilities of user interaction via computer-

supported collaborative tools such as mails, chat, calendar
and notifications, in addition to the simulated partner search
service provided by its test prototype [27].

The exact form of influence the interface has on the user
is an interesting research problem in itself. Karvonen et al.
have found cultural differences in how users experience the
trustworthiness of an online service [54]. An earlier research
collaboration in the Trustworthy Widget Sharing (WiSh)
project studied how private people interact with the user
interface when making decisions to download software for
mobile phones provided by other users [55], [23], but more
research is needed on the more complex user interfaces for
trust management in inter-enterprise collaborations.

External Environmental Factors: We find that all three
trust management systems indicate implicit or explicit sup-
port for external environmental factors. Pilarcos explicitly
supports them through using context as one of the parameters
for automated trust decision making. The sources provid-
ing the information for the context parameter reflect both
internal and external environmental factors, encompassing
the internal state of the service, the business state of the
service provider enterprise, and the state of the collabora-
tion the enterprise is involved in [29], [2]. On the other
hand, TrustCoM and ECOLEAD implicitly support external
environmental factors. TrustCoM has adopted the notion that
“trust is always set within a social context” [24]. We believe
that the social context is affected by different external social,
technological and economic factors. Similarly, ECOLEAD
also considers social factors as one of the perspectives for
assessing trustworthiness of the target entity [6].

Collaboration-specific criteria are similar in terms of
objectives, while varying in the selection of perspectives
among the three systems.

Perspectives: All three trust management systems have
their independent and overlapping perspectives to trust deci-
sion making. Pilarcos considers service, economical, techno-
logical and behavioural perspectives for trust establishment
[49], [50], [29], [2]. Similarly, TrustCoM also considers trust
decision making from four different perspectives: service,
psychological, behavioural and social [24], [25]. ECOLEAD
relies on five different perspectives: organisational, social,
economical, technological and behavioural [6].

Objectives: As mentioned previously, there are either
shared or individual objectives involved in any inter-
enterprise collaboration. Therefore, the dimension of objec-
tives applies equally to all three systems. In each of them, the
inter-enterprise collaboration have some shared objectives, in
addition to which collaborating enterprises have their own
individual objectives behind their participation.

IV. PILARCOS TRUST DECISION SUPPORT

In this section, we present the design of the user interface
for supporting human interventions on trust decisions. The
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presented user interface extends the Pilarcos trust manage-
ment system.

A. Pilarcos Trust Management System

In Pilarcos, local trust decisions are made by agents within
the enterprise, on behalf of a single service provided by it.
The decisions are based on a combination of local, private
and shared information, and both the decision policies and
policies for collecting and processing the relevant informa-
tion are specific to a service. Decisions are triggered when
a new collaboration is joined, or at points where significant
new resources are committed in an ongoing collaboration.
The goal of the decisions is to protect the enterprise’s assets
through evaluating whether the risks and benefits of the
given collaboration are in balance.

The Pilarcos trust management system makes automated
trust decisions based on seven different parameters: trustor,
trustee, action, risk, reputation, importance and context [2].
As discussed previously, the trustor and trustee are business
services operating within their respective enterprises. The
action represents a collaboration task that needs to be per-
formed, involving a commitment of the trustor’s resources.
The risk and reputation factors are closely connected: risk
estimates present probabilities of different outcomes calcu-
lated based on reputation information, which in turn is stored
as experience counters of different observed outcomes so
far. These experiences are gathered both directly through
local monitoring, and as shared information through rep-
utation networks [2]. While shared reputation information
may be erroneous and is therefore locally evaluated for
credibility, it provides a valuable extension to the first-hand
information particularly in the case of actors that are not
previously known, and actors who have recently changed
their behaviour.

The representation of the experience information deter-
mines how it can be used. The classical value imbalance
problem [8], for example, stems from experiences only
measuring the positive or negative outcome of an action: four
small-value transactions weigh four times more than a single
large-value transaction. In some cases the costs and benefits
of a collaboration cannot easily be measured in monetary
terms: a collaborator may pay an agreed-upon service fee,
but then violate the contract terms or overload the service to
make it fail for other users, causing lost business elsewhere.

In order to balance between better capturing complex
outcomes and supporting automated real-time processing of
the experience information, Pilarcos represents the effects of
the collaboration outcomes on the enterprise, or the business
service more specifically. We have applied the idea of asset-
based risk analysis to form our model, and introduce four
high-level asset classes: monetary, reputation, control and
satisfaction [2]. The outcome effects are then represented
on the scale of large negative effect, slight negative effect,
no effect, slight positive effect and large positive effect that

the action or collaboration task has been observed to have on
that asset. This condensation of possible outcomes to a set
of categories for affected assets improves the reusability and
interoperability of reputation information across different
enterprises; for example the monetary value of reputation
gains is not universal, but highly subjective and even time-
dependent.

The monetary asset denotes any resources that can be
represented in monetary terms. The reputation asset reflects
the trustor’s own public relations, appearance in the me-
dia, and attitudes of their customers and partners towards
them [2]; in contrast, the reputation information discussed
above concerns the past behaviour of the trustee. The need
for security, privacy and other aspects related to autonomy
are represented by the control asset. This amalgam category
aims to capture general threats that do not directly translate
to monetary or reputation terms, such as threats towards
the trust management system itself, service availability, or
capacity to enter into new beneficial collaborations coming
up during the given deal. Lastly, the degree of fulfillment
of the trustor’s expectations by the trustee is represented
by the satisfaction asset: it is used to measure whether the
trustee tends to respect its agreements [2]. While contract
satisfaction by itself is not generally considered an asset in
the sense of organizational risk analysis, it is such a central
part of reputation information that most systems ignore
all other dimensions of experience. An organization can
decide whether it enters into a given contract with another
organization, but it cannot control whether the counterparty
follows the contract.

The reputation counters of observed outcomes are con-
verted into a risk estimate by transforming the absolute
numbers into ratios: essentially, 5 major positive experiences
out of 10 total experiences translates into a probability of
50% of a major positive outcome for that asset. Relevant
adjustments are made to accommodate low-stake actions
that cannot have a large monetary effect, for example,
and credibility-based weighting between local and shared
reputation information.

The risk estimate is compared to risk tolerance formulae
to determine the outcome of the decision. Risk tolerance
checks may be adjusted automatically according to the
strategic importance specified for the action; this essentially
represents the known benefits of a positive decision, such
as not having to compensate other collaborators due to
withdrawal from the collaboration during its operation. In
the automated trust decision making process, the different
factors are also subject to change by the context parame-
ter, which manifests as conditional filters, or modifiers, of
the data to allow temporary situational adjustments in the
system. One example of a context modifier is insurance,
which can apply to all actions in one specific collaboration
and either reduce or altogether eliminate the monetary risk
involved. The information model and policy options are
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discussed in more detail in earlier work [2], [13].
The information and process model for trust management

forms the basis for automation as well as the information that
can be shown to the user to support a human intervention
in a situation where an automated decision cannot be made.
Factors to consider in handling human intervention for semi-
automated trust decisions include the phenomenon of human
trust decision making and information requirements of the
human users, which we have discussed in the previous
sections. Further into the design phase, additional factors
to consider include the appropriate way of presenting the
information, and reducing the frequency of calls for human
intervention in the future, to ensure that the efficiency of
collaboration management is maintained. We discuss these
factors in the next section.

B. User Interface

The user interface design of the proposed trust decision
expert tool was gained from Nielsen’s usability principles
for designing user interfaces [44] and different cognitive
strategies: Cognitive Fit Theory, Cognitive Load Theory,
Unified Theory of Acceptance and Use of Technology and
Technology Acceptance Model [56], [57], [58].

In accordance with the Pilarcos trust information model,
the user interface presents information about risk, reputation,
goals affecting the importance of the action, and con-
text [48]. Within its main information views, it presents fur-
ther details on the credibility of the information, behavioural
changes that can affect the validity of the reputation infor-
mation, assets endangered according to the risk tolerance
comparison, and the progress status of the collaboration
when trust decisions need to be made during the operational
phase of the collaboration. The information is presented as
a combination of textual and graphical formats. Figure 1
shows an example risk view of the user interface; the other
major views of reputation, context and progress information
are minimized in the screenshot.

On the top, the user interface presents the goals of
the inter-enterprise collaboration, such as earning money,
gaining experience or building reputation. The importance
of the goals that the enterprise has set for the collaboration
encourage a positive trust decision. In addition to the goals,
the deadline for making the trust decision is prominently
shown. Both these information elements and their placement
promote transparency.

The risk view presented in the figure shows the produced
risk estimate, represented in the form of probabilities of
different outcomes. These outcomes for different assets
follow the trust information model of Pilarcos, as described
in the previous section. The four asset classes correspond
to four graphs in the risk information view. The effects on
different assets are independent of each other. In the figure,
the probability of a slight negative effect on the monetary
asset is 0.35, and the probability of a slight reputation

gain is 0.4, for example, but it is entirely possible for the
collaborator to both cost money and cause negative publicity.
When forming a risk estimate, the total probability of 1 is
divided between different outcomes towards a specific asset
based on the experience information and context filters.

The risk information can be studied through two different
views: collaborative and enterprise view. The collaborative
view presents collective risk probabilities for the collabo-
ration as a whole; it reflects the fact that even though a
trust decision is generally made concerning a one-on-one
interaction within a larger collaboration, other participants in
the collaboration may have a strong influence on the eventual
outcome of the action. A manager may consider placing
an order to a generally reliable contractor, for example, yet
decide against the plan due to not being able to trust its
proposed subcontractors for this collaboration. In contrast,
the enterprise view provides information about the risk posed
by the single trustee individually. The current version of
the trust decision expert tool presents the collaborative and
enterprise view in the exact same format, as shown in
Figure 1. As an item of future work, we study ways of
visualizing an overview of multiple collaborators’ reputation
and risk information individually to avoid the information
loss of automatically merging them into one, such as by
weighted averages or selecting the worst case.

The reputation view provides background information to
the risk estimate. Reputation information is presented as
graphs, as shown in Figure 2. It consists of experiences,
which reflect the past and present behaviour of the trustee
on the same outcome scale as the risk information. The view
also shows the estimated credibility of the shared reputation
information, and presents whether the trustee’s behaviour
has been consistent or not, which may have an impact on
the validity of the available reputation information.

Behavioral consistency is expressed through the number
of times the system has detected a change in the actor’s
behaviour [4], and by showing both the overall experiences
and the experiences based on the current period of consistent
behaviour. Each period of internally consistent behaviour
is referred to as a reputation epoch, and the number of
epochs reflects the number of times an inconsistency has
been observed. In this view, the total number of experiences
observed on the trustee is 37, and they are divided into two
reputation epochs. In other words, after the first 8 experi-
ences, the trustee’s behaviour pattern changed enough that
a new reputation epoch was started. The current reputation
epoch has lasted for the 29 most recent experiences, 17 (8+9)
of which are negative, 7 (4+3) positive and 5 neutral.

The underlying system supports unknown outcomes in
experiences as well, due to an implementation convention
that each stored experience item contains an outcome value
for all four assets. We do not show any unknown outcomes
in this version of the user interface, however. Instead, the
total number of experiences for, say, the control asset could



545

International Journal on Advances in Intelligent Systems, vol 5 no 3 & 4, year 2012, http://www.iariajournals.org/intelligent_systems/

2012, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

Figure 1. Risk information view of the trust decision expert tool [1].

be lower than the number of experiences for the monetary
asset, if the outcome could not be measured in some cases
or a reputation source only provided experiences from the
monetary and satisfaction points of view, for example.

In Figure 2, the overall view credibility for reputation
from the monetary point of view (0.9) is higher than that
of the current reputation epoch (0.5), which implies that
the recent experiences have come from lower-credibility
sources, while the early experiences would be first-hand
or from equally trustworthy sources. The exact calculation
formula for derived factors such as the view credibility
depends on the specific policies in use. To support the
repeatability of the user experiments, we have manually
configured a fixed output shown to all the users, so they
do not directly reflect specific policies in the system.

Finally, the view uses colours to indicate the assets for
which the risk estimate is not within the automatically
acceptable risk tolerance bounds, as the actor’s reputation
information for these specific assets may be of particular

interest. This information is communicated on the reputation
view, where the user interface element doubles as a means
to look at the reputation information of a specific asset. The
red colour for monetary asset means that the high number of
negative experiences gained on the actor, when measuring
the monetary effects that collaborating with it has had,
translates to a monetary risk estimate that is not considered
acceptable for an automated decision. As with risk estimates,
the collaborative view of reputation is identical in format
to the enterprise view, which means that the reputations of
the individual participants must be flattened into a single
collection by weighted averages, for example. A way to
visualize a collaboration-wide overview that retains relevant
information better is an interesting item of future work.

In automated trust decisions in Pilarcos, risk estimates
are compared against risk tolerance, which is in turn based
on the strategic importance of the action at hand. While
the importance is represented through the goals of the
collaboration, and tolerance constraints are partially visible
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Figure 2. Reputation information view of the trust decision expert tool [48].

through the assets shown not to be within limits, in manual
trust decisions the human user is responsible for analyzing
and setting the actual risk tolerance limits for the decision.

In the expert tool, the context information view presents
the currently active context items to the human users through
simple textual phrases, such as “Enterprise A is an important
strategic partner” or “The current collaboration is covered
by insurance”. This information is collected from the de-
scriptive metadata of any active context filters; we do not
consider the formulas of the context filters themselves to be
particularly informative to the user.

Finally, the progress information view of the expert tool
supports trust decisions on ongoing collaborations. The
view presents the progress of the collaboration in graphical
format, visualizing the tasks completed by different partners.
The views not shown in this paper can be found in the
accompanying technical report [48].

The eventual user decision is either to accept and approve
the action or reject it, which generally results in a withdrawal
from the collaboration. In addition, the tool will ask the
user to provide a scope for the trust decision: whether it
applies for the remainder of the contract, or for a given time
period, or for this specific decision only. This helps reduce
the frequency of requests for human intervention, as further
decisions needed within the set scope can be automated. The
scope information is stored as a context filter, which over-
rides the risk tolerance formulae appropriately to automatic
rejection or acceptance for future decisions within the given

scope.

C. User Evaluation

The usability of the trust decision making tools is an
important part of enabling user involvement in trust decision
making for inter-enterprise collaborations. The tools will not
be deployed if are too difficult to use, cannot reflect the
user’s information needs, or are conceptually incompatible
with human trust decision making processes. We have im-
plemented the trust decision expert tool as a part of enabling
user involvement in the Pilarcos collaboration management
system, and present here the user study setup and initial
results of the user evaluations of the expert tool [48].

We have evaluated the trust decision expert tool interface
from four points of view: (i) sufficiency of the presented
information, (ii) usability, (iii) user performance and (iv)
quality. All five participants in the initial evaluation are
researchers in the field of computer science, and one of them
was somewhat familiar with the underlying Pilarcos trust
management software specifically from before. The main
objective behind recruiting technically savvy participants
was to gather feedback from users who are representative
of the actual target user base of the Pilarcos expert tool.
The user study took around one hour per user.

The user studies were conducted in three phases: in-
troduction, solving test tasks and debriefing. During the
introduction phase, test participants were first explained the
purpose of the study, study setup and details regarding task
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performance. Following this, they were informed about the
code of ethics and asked to sign the permission form. After
the introduction by the moderator, the test participants were
presented with the following test scenario:

“You are running an enterprise named ‘Quick Service,’
which provides online logistic services within Europe. Your
enterprise is involved in collaborating online with other
enterprises throughout the world. You are using the Pilar-
cos middleware for managing your online collaborations.
Usually, Pilarcos middleware makes automated decisions
regarding your enterprise’s participation in the online col-
laborations, but now you have received an email, containing
a link, asking you to make a decision regarding your
continuation in an ongoing collaboration.”

Based on the test scenario, the participants were asked to
write down their expectations about information that they
would like to have for making trust decisions in such a
situation. After the introductory phase, the test participants
were allowed to study the user interface to familiarize
themselves with it. During the second phase of the user
evaluation, the test participants were presented with a set
of tasks they are asked to perform using the user interface,
one by one. An example of a test task is as follows:

“After reading the email, you already started thinking
about the assets that might be endangered by further par-
ticipating in the collaboration. You figure out money is the
most important asset for your enterprise. You decide to find
out the risks that the collaboration poses economically to
your enterprise.”

Each task was further divided into three to four sub-
tasks which involved finding required information from
the user interface. The sub-tasks, handled one at a time,
were provided on paper slips which consisted of a question
statement and multiple choices where the participants could
mark their answers using a pen or pencil. The decision
on presenting the sub-tasks on pieces of paper was made
in order to reduce moderator influence. Furthermore, they
enabled concluding the test at any time when desired by the
test participant, without making them feel uncomfortable for
not completing the test.

The test participants were encouraged to think aloud while
performing the test tasks. The “think aloud” methodology
has been employed to gain insights into the problems and
thought process of the participants while they are performing
the test tasks [44]. The moderator noted the time taken by
test participants to complete each sub-task and comments
made while performing it. The completion of each task was
followed by a short questionnaire capturing the real-time
experience of the participants after each task.

Finally, during the debriefing phase, the test participants
were asked to fill in a post-questionnaire aimed at gathering
general experience and impressions about the user interface.
The post-questionnaire consisted of objective type questions
gathering feedback using a five-point Likert scale, ranging

from “strongly agree” to “strongly disagree”, in addition to
open-ended questions. Example claims included: “The trust
decision expert tool is easy to use.” “I think the trust decision
expert tool presents all the information needed for decision
making.” “I think the trust decision expert tool presents the
information in formats co-related with the task of decision
making.” Example open ended questions included: “In the
trust decision expert tool I liked...” and “In the trust decision
expert tool, I think the following information is missing...”

The user evaluations have been made with five test par-
ticipants, which has provided us with useful feedback on
further developing the tool. In order to draw any broader
conclusions about the usability of the trust decision expert
tool, a larger user experiment is necessary. However, as the
tool development work is ongoing, the smaller experiment
supports particularly the discovery of any glaring issues that
should be addressed in the next version of the prototype.
We have planned and worked on related decision elements
as separate projects that are yet to be bundled together to
a coherent set of user interfaces; this bundled whole would
then form a natural target for larger-scale testing in future
work.

The first point of view evaluated the sufficiency of the
information presented to the human users for trust decision
making. As previously mentioned, the user interface presents
risk, reputation, context, collaboration progress status, goals
and credibility information for trust decision making. Ta-
ble III shows the user rating of the user interface in terms
of the sufficiency of the presented information. Based on the
analysis of the debriefing phase and participant comments
while performing the tasks, we believe the probable reason
for disagreement might be the absence of some relevant
information, such as the value of the contract in terms of
possible monetary profits to the enterprise. Another sugges-
tion for enhancing the available information concerned a
more detailed representation of the collaboration progress,
relating it to the underlying business process model instead
of simple milestones.

The second point of view of usability evaluated how
easy the user interface was to use, in terms of ease of
finding the presented information, clarity and existence of
correlation between the information presentation formats and
tasks to be performed. Missing or unclear information were
again a likely cause for critique here. For example, the
test participants were unclear about the ontological meaning
of the assets. Furthermore, some users suggested that a
summarized and concise view of the information already
presented should be added, including, for example, small
textual sentences such as “you have 63% probability of
gaining monetary benefits”.

The third point of view of the user performance evaluated
the user interface in terms of the success rate of task comple-
tion, number of errors committed while performing the tasks,
and time taken for task performance. The evaluation results
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Table III SUMMARY OF THE USERS’ OVERALL EVALUATIONS.

Statement Str. Agr. Agree Neutral Disagree Str. Dis.
Sufficiency of information - 3 - 2 -

Ease of finding information - 3 2 - -

Clarity fo presentation - 4 - 1 -

Correlation between information 2 1 2 - -presentation and tasks

Ease of use - 3 2 - -

Confidence of using - 3 2 - -

Willingness to use in future - 4 - 1 -

Feel safe to use - - 4 1 -

reveal that the task completion rate is 100% irrespective of
accuracy. However, when considering the factor of accuracy,
the successful task completion rate is 100% for only two of
the participants. It is 93% for two other users, and 78% for
one participant. In other words, the error rate is 7%. We
suspect the lack of attentive focus while reading the tasks
to be the main reason for the existing error rate, because
we found the same participants giving correct answers to
other similar tasks. Regarding task completion timing, we
found that three of the test participants are able to perform
71% of the tasks within seconds, whereas the remaining
participants perform respectively 79% and 93% of the tasks
in seconds. The times taken here varied from less than
10 seconds seconds to almost a minute depending on the
task presented. In contrast, the most laborous of the tasks
required up to two and a half minutes (with a mean of 1:28)
for the users to find the required information. The time taken
is reasonably agreeable considering the novelty of the tool,
as none of the participants have ever used any kind of trust
decision expert tool before. It does reflect the difficulty of
using an expert tool to make manual decisions in complex
situations, however: as the available information becomes
more intricate, the need to help the user through an intuitive
user interface and controlled automation increases.

The fourth point of view of quality aims to evaluate the
user satisfaction of using the user interface in terms of
ease of use, confidence, willingness to use and perception
about security. The evaluations are summarized on the last
four lines of Table III. As mentioned previously, insufficient
presented information seems to be a likely reason for dis-
agreements or neutral opinions.

In general, we learned that the test participants found the
information presentation formats to be easy to read and un-
derstand. They also stated they found the user interface to be
intuitive, although obviously there is room for improvement.

The user evaluations also resulted in identifying some
suggestions in terms of missing information for further im-
provement of the existing version of the trust decision expert
tool. Table IV presents the suggestions or recommendations
together with the participant concerns and their priority. The

participant concern provides the justification for introducing
the proposed change. Priority has been decided based on
three factors: effect of the change on the workings of the
trust decision expert tool, support provided by the Pilarcos
trust management system, and number of participants sup-
porting it. For example, presenting the summarised view of
the presented information will affect trust decision making
positively and can be supported by Pilarcos. Furthermore,
a majority of the test participants expressed their desire of
having this kind of information for trust decision making.

V. CONCLUSION AND FUTURE WORK

Inter-enterprise collaborations and social networking have
become part of our normal life. To support dynamically
evolving open service ecosystems, we need infrastructure
to handle interoperability management, collaboration coor-
dination, breach recovery and trust management. Organiza-
tional and individual users’ decision-making processes and
the conceptual basis required by them are not sufficiently
supported by automation tools yet. Particularly, the concepts,
processes and interfaces for enabling user involvement are
missing in many current collaboration management systems.
Furthermore, consumers of collaboratively provided services
or networked services in general are not sufficiently aware
of the trust related threats in this new environment. As a
result, they act too trustingly or base their trust decisions
on unreliable, or unsuited information. Both in the service
provision environments and in the service consumption side
it is still early days when it comes to understanding how
the complex networks and partners cause threats in trust-
requiring activities.

It is essential that research is done on trust management
for inter-enterprise collaborations where there is no joint
source for information on who to trust. We need to find out
how the human or organizational decision-making processes
work and what kind of information humans can perceive and
judge situations with. We need to find out how trust decisions
can be supported with automation, and how that automation
or trust decision interfacing can be kept secure. Furthermore,
trust decisions often take place side by side with strategical
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Table IV SUGGESTIONS, PARTICIPANT CONCERN AND PRIORITY REGARDING RECOMMENDATIONS FOR TRUST DECISION EXPERT TOOL.

Suggestion Participant Concern Priority
Summary/Analysis of the presented infor-
mation

Test participants are concerned about analyzing the presented
information. The summary can give them more confidence
and enhance clarity.

High

Information about other collaboration alter-
natives

Test participants are anxious to know other collaboration pos-
sibilities. In the case of Pilarcos, this need will be addressed
by a collaboration negotiation expert tool in planning.

Low

Previous decision history Test participants are concerned about the previous decisions
made automatically or manually on behalf of the enterprise.
This will enhance clarity and confidence in decision making.

Medium

Ontological explanation of presented factors Test participants are particularly concerned about the exact
meaning of the presented information. This will enhance
confidence, clarity and perceptions about security.

High

Simulating effects of different policies Test participants desire to analyze the effects of simulating
different policies on presented value. Pilarcos supports only
one simulation at the time, however. Availability will enhance
confidence, clarity and perception about safety.

Medium

Proper business process representation Test participants are concerned about current used format for
presenting progress information. Good information formats
will promote clarity, confidence and safety perception.

High

choices and privacy checks, as in the case of Pilarcos. Thus
the larger problem is how to design a human-perceivable
process to interact with all these facilities.

In this paper, we have analyzed some of the inter-
enterprise collaboration management systems with their trust
management approaches. Interfacing with human and organ-
isational users on the collaboration and service aspects is
not simply a technical user interface problem, but requires
that the systems in their entirety have been built in a way
that respects the human and organisational concepts, and the
processes of perceiving and making decisions. In contrast
to the other approaches, we are studying reputation systems
based on contract fulfilment, as subjective experience reports
based on pure opinion are problematic from the point of
view of reputation system robustness. If there is no way to
punish unfair experience reports, the incentives to misuse
reputation systems threatens to leave them unusable in prac-
tice. Contractually regulated experience reporting improves
the quality of the input information to the trust management
system.

The contribution of this paper lies in the study and ap-
plication of the human processes meeting the trust decision
support systems. First, the literature study gave us insight
on the human perspectives on decision making. Second, we
focused on understanding the user interface role and criteria.
The systems must approach users as autonomous decision-
makers that need both automated support for routine tasks in
routine situations, and intervention possibilities in less clear
circumstances. Furthermore, an individual may be acting on
behalf of an organisation, or at least bound by a hierarchy of
regulations in his or her use case context. Third, we applied
the gained knowledge to a first-cut user interface design. The
small study on the usability of that indicates that our plans on

a larger interface that captures decision aspects on privacy,
business network model and enterprise strategies as well are
justified, and the connectivity of those aspects is indeed
expected by the users. The focal points to be presented
include i) clear summaries that can be expanded into more
detailed information as needed, ii) communication of the
ontological meaning of presented decision factors, and iii)
access to information about the proposed or existing collab-
oration as a whole, such as the progress of the collaborative
business process. It is also particularly beneficial to represent
and simulate the effects of configuring and reconfiguring a
collaboration, such as partner changes and different business
network model selection.

Our future work include research and development of
interfacing processes and user interfaces for collaboration
contracts, agents managing collaborations in organisations,
and for ecosystems within which the inter-enterprise col-
laborations are governed. In addition, developing metrics
for observing service behaviour would benefit both the
reputation-based trust decisions and the re-engineering of
collaborations and service portfolios of enterprises.

In larger scale, the future development should include
education on trust issues for awareness rising in consumers
to require proper management facilities for trust and privacy
aspects of the networked services they use in daily life.
In addition, standards for distributing trust and reputation
related information should be developed with sufficiently
wide scope of system models in mind, in order to cover
not only client-to-system trust, or client-to-server trust, but
true collaborative networks too.
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Abstract— This paper is concerned with setting the groundwork 

for the introduction of standards for Autonomic Computing, in 

terms of technologies and the composition of functionalities as 

well as validation methodologies. This is in line with addressing 

the lack of universal standards for autonomic (self-managing) 

systems and design methods used for them despite the 

increasingly pervasiveness of the technology. There are also 

significant limitations to the way in which these systems are 

assessed and validated, with heavy reliance on traditional design-

time techniques, despite the highly dynamic behaviour of these 

systems in dealing with run-time configuration changes and 

environmental and context changes. These limitations ultimately 

undermine the trustability of these systems and are barriers to 

eventual certification. We propose that the first vital step in this 

chain is to introduce robust techniques by which the systems can 

be described in universal language, starting with a description 

of, and means to measure the extent of autonomicity exhibited by 

a particular system. Existing techniques have mainly 

qualitatively classified autonomic systems according to some 

defined levels with no reference to the building blocks (core 

functionalities) of the systems. In this paper we present a novel 

and generic technique for measuring the Level of Autonomicity 

along several dimensions of autonomic system self-* (e.g., self-

configuration, self-healing, self-optimisation and self-protection) 

functionalities. To demonstrate the feasibility and practicability 

of our approach, a case example of two different scenarios is 

examined. One example focuses on a specific case approach for 

LoA measure within a Dynamic Qualitative Sensor Selection 

scenario. The second example is a deployment of a generic case 

approach to an envisioned Autonomic Marketing System that 

has many dimensions of freedom and which is sensitive to a 

number of contextual volatility. 

Keywords - autonomicity; level of autonomicity; autonomic system; 

trustworthiness; metrics; autonomic marketing, sensor selection 

I. INTRODUCTION 

 Autonomic Computing (AC) seeks the development of 

self-managing (or autonomic) systems to address 

management complexities of systems. The high rate of 

advancement of autonomic technology and methodologies has 

seen these systems increasingly deployed across a broad 

range of application domains yet without universal standards. 

Also the widening acceptance of Autonomic Systems (AS) is 

leading to more trust being placed in them with little or no 

basis for this trust, especially in the face of significant 

limitations regarding the way in which these systems are 

validated. The traditional design-time validation techniques 

fail to address the run-time requirements of AS’ 

environmental and contextual dynamism. These limitations 

undermine trustability and ultimately impinge on certification. 

The more this proliferation goes on without these challenges 

being addressed, the more difficult it gets to introduce 

standards and eventually achieve certifiable AS. It has 

therefore become pertinent and timely to address these issues. 

A vital first step in this course would be standards for the 

universal description of these systems and a standard 

technique for measuring Level of Autonomicity (LoA) 

achieved by these systems –and we have made progress in 

this area [1]. Standards for AC would be concerned with 

technologies, composition of functionalities and validation 

methodologies.  By autonomicity we mean the ability of a 

system to pursue its goal with minimal external interference 

in the form of configuration or control. Then, the extent of 

this interference defines autonomicity levels. Now the 

questions facing the AC community are, for a given system, 

“How autonomic should a system be?” and “How autonomic 

is a system and how is this determined?” The two questions 

address both pre and post system design phases. The first 

question is of primary importance to the designers of systems 

where autonomic specification is a critical part of the whole 

system requirements definition. A good example would be the 

spaceflight vehicles addressed in [2], where a level of 

autonomy assessment tool was developed to help determine 

the level of autonomy required for spaceflight vehicles. The 

second question is in two parts. On the one hand is the need to 

define systems according to a measure of autonomicity and 

another is the method and nature of the measure. Addressing 

this issue is the main thrust of this paper and here we improve 

on our initial work [1] in this area. Another significant aspect 

addressed here is the need for a standard way for assessing, 

comparing and evaluating different systems (with flexibility 

across many domains) and also in terms of their individual 

functionalities. Not only do we measure autonomicity but also 

look at how systems can be evaluated and compared in terms 

of their autonomic compositions.  

Eze et al [3] identified that defining LoA is one of the 

critical stages along the path towards certifiable AS. Along 

this path also is the need for an appropriate testing 

methodology that seeks to validate the AS decision-making 

process. But to know what testing (validation) is appropriate 

requires knowledge of the system in terms of its extent of 

autonomicity. Another issue that underpins the need for 

measuring LoA is that a means of answering the identified 

questions is also a solution for assessing AS and facilitates a 

proper understanding of such systems. 

Currently, the vast majority of research effort in this 

direction has progressed in answering the first question 

(“How autonomic should a system be?”) by providing us with 

scales that describe and analyse autonomy in systems. These 
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scales, referenced by many researchers, provide fundamental 

understanding of system autonomy by categorising autonomy 

according to level of human-machine involvement in 

decision-making and execution. A naturally upcoming 

concern with this approach is that high human involvement 

does not always necessarily translate to low autonomicity and 

vice versa. Also, most (if not all) of such approaches do not 

assess ASs based on demonstrated functionalities but on 

perceived or observed outcomes (performance). Some key 

works in this area include [2], [4], and [5]. For us, these scales 

only characterise autonomy levels qualitatively and offer no 

generic or robust means of quantitatively measuring extent of 

autonomicity. We would simply say that they are more 

sufficient for the purposes of proposing an appropriate level 

of autonomy during the design of a new system.   

ISO/IEC 9126-1 standard [6] decomposes overall 

software product quality into characteristics, sub 

characteristics (attributes) and associated measures. Adapting 

this, we define a framework for measuring LoA along several 

dimensions of AS self-* functionalities. Systems are well-

defined by their set of functional capabilities and a measure of 

these capabilities will form a better representation of the 

systems. These functional capabilities may be extended to 

mean, in other systems, characteristics (or attributes) and sub-

characteristics (or sub-attributes). While in our initial work 

[1] we restrict the functionalities to the core functionalities of 

ASs, the self-CHOP (self-configuration, self-healing, self-

optimisation and self-protection) functionalities, in this paper 

we extend the reach (scope) to cover all possible essential 

functionalities  and identify specific metrics for each of the 

functionalities. (This allows the approach to be entirely more 

generic.) The cumulative measure of these metrics defines a 

LoA. Our method is based on the establishment of a generic 

technique that can be applied to any application domain. This 

work is novel as it offers a quantitative measure of LoA in 

terms of system’s functionalities-based description and can be 

flexibly applied across different application instances. It also 

opens a new research focus for autonomicity measuring 

metrics. We believe this is timely because if not addressed we 

not only run the risk of classifying systems as trusted without 

basis but also risk losing track and control of these systems as 

a result of spiraling complexities in terms of technology and 

methodologies. [7] also raised the concern that if the 

proliferation of unmanned systems (and by extension ASs) is 

not checked by putting appropriate measures (or mechanisms) 

in place that ensure trustworthiness, the systems may 

ultimately lose acceptance and popularity. 

The remainder of this paper is organised as follows: 

related work is presented in Section II. In Section III, we 

introduce metrics for measuring autonomicity. Our proposed 

LoA measure and two case studies are presented in Sections 

IV and V respectively. Section VI concludes the work. 

II. RELATED WORK 

The study of AC is now a decade old. However, its rapid 

advancement has led to a wide range of views on meaning, 

architecture, and implementations. The criticality of 

understanding extent of autonomicity in defining AC systems 

has necessitated the need for evaluating these systems. The 

majority of research in this area has targeted specific 

application domains with datacentre applications topping the 

list [8]. Now, to the extent of our research review [8], there is 

no known (or published) quantitative approach for assessing 

autonomic systems. There are nonetheless, efforts towards 

classifying ASs according to extent of autonomicity but these 

efforts have not successfully met the need for assessing 

autonomic systems. In this section we review some of the 

proposed (existing) approaches. 

One major proposal for classifying ASs according to 

extent of autonomicity (or measuring LoA) is the scale-based 

approach. This approach, based on level of human-machine 

involvement in decision-making and execution, uses a scale 

of (1 – max) to define a system’s LoA where ‘1’, the lower 

bound, is the lowest autonomic level usually describing a 

state of least machine involvement in decision-making and 

‘max’, the upper bound, is the highest autonomic level 

describing a state of least human involvement. Prominent in 

this category of approach are efforts in [2], [4], [9, 27], and 

[20]. Clough [4] proposes a scale of (1–10) for determining 

Unmanned Aerial Vehicles’ (UAV’s) autonomy. Level 1 

‘remotely piloted vehicle’ describes the traditional remotely 

piloted aircraft, while level 10 ‘fully autonomous’ describes 

the ultimate goal of complete autonomy for UAVs. Clough 

populates the levels between by defining metrics for UAVs. 

Sheridan [9] also proposes a 10-level scale of autonomic 

degrees. Unlike Clough’s scale, Sheridan’s levels 2-4 centre 

on who makes the decisions (human or machine), while levels 

5-9 centre on how to execute decisions. Ryan et al [2], in a 

study to determine the level of autonomy of a particular AS 

decision-making function, developed an 8-level autonomy 

assessment tool.  The tool ranks each of the OODA (Observe, 

Orient, Decide and Act) loop functions across Sheridan’s 

proposed scale of autonomy [9]. OODA is a decision-making 

loop architecture for ASs. The scale’s bounds (1 and 8) 

correspond to complete human and complete machine 

responsibilities respectively. They first identified the tasks 

encompassed by each of the functions and then tailored each 

level of the scale to fit appropriate tasks. The challenge here 

is ensuring relative consistency in magnitude of change 

between levels across the functions. The levels are broken 

into three sections. Levels 1-2 (human is primary, computer is 

secondary), levels 3-5 (computer and human have similar 

levels of responsibility), and levels 6-8 (computer is 

independent of human). To determine the level of autonomy 

needed to design into a spaceflight vehicle, Ryan et al [2] 

needed a way to map particular functions onto the scale and 

determine how autonomous each function should be. They 

designed a questionnaire and sent it to system designers, 

programmers and operators. The questionnaire considered 

what they call ‘factors for determining level of autonomy’, 

which include level of autonomy trust limit and cost/benefit 

ratio limit. This implies that a particular level of autonomy for 

a function is favoured when a balance is struck between trust 

and cost/benefit ratio limits. Ultimately the pertinent question 
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is “How autonomous should future spaceflight vehicles be?” 

This is a brilliant technique towards answering the first 

identified question (“How autonomic should a system be?”) 

IBM’s 5 levels of automation [5] describes the extent of 

automation of the IT and business processes. We consider 

these to be too narrowly defined and [10] observes that the 

differentiation between levels is too vague to describe the 

diversity of self-management, making it difficult to align ASs 

with those levels [28]. One major concern with the scale-

based approach is that a system is not necessarily less 

autonomic when human interferes with its operations and vice 

versa. Another is the complexity of applying the approach 

across different application instances (systems) –this is in 

terms of populating the levels in-between the scales: the 

differentiation between levels is complex (and can vary 

significantly depending on who is using the approach) to 

determine appropriate magnitude for each level. In general the 

autonomy scale approach is qualitative and does not 

discriminate between behaviour types. We posit that a more 

appropriate approach should comprise both qualitative and 

quantitative (as a way of assigning magnitude or value to the 

description and classification of systems) measures. These 

concerns are considered and addressed in our approach. 

Hui-Min et al. [20] is a government’s front for addressing 

the challenge of classifying the pervasive unmanned systems 

(UMS) according to their levels of autonomy. [20] alludes 

that UMS’ autonomy cannot be rightly evaluated 

quantitatively without thorough technical basis and that the 

development of autonomy levels for unmanned systems must 

take into account factors like task complexity, human 

interaction, and environmental difficulty. The product in [20] 

is Autonomy Levels for Unmanned Systems (ALFUS) 

Framework which, more specifically, provides the 

terminology for prescribing and evaluating the level of 

autonomy that an unmanned system can achieve. The 

framework, in which the levels of autonomy can be described, 

addresses the technical aspects of UMS and includes terms 

and definitions (set of standard terms and definitions that 

support the autonomy level metrics), detailed model for 

autonomy levels, summary model for autonomy levels, and 

guidelines, processes, and use cases. While we accept that 

autonomicity cannot be correctly evaluated without thorough 

technical basis, our approach further takes into account key 

functionalities of ASs rather than individual breakdown of 

technical operations and operational conditions –a major 

difference with our work. The work in [20], which is updated 

in [21], focuses more on standardised categorisation of UMS.  

Barber and Martin [11] supposes that in a multi-agent 

system environment, agent autonomy is measured in terms of 

a system-wide goal. It proposes a collaborative decision-

making algorithm for multi-agent systems. In the proposed 

algorithm, a plan for achieving the system’s goal is decided 

by the agents. Every agent suggests a complete plan with 

justification for how to achieve the entire system’s goal. Each 

agent evaluates each suggested plan and determines the value 

of its justification. Each plan receives an integer number of 

votes from the deciding agents. The plan with the highest 

votes becomes the plan for the entire system. The ratio of an 

agent’s number of votes (received for suggested plan) to the 

total number of votes cast is a measure of that agent’s 

autonomy and the extent of its capability to influence the 

system. This method, however, does not offer a measure for 

LoA but gives a valuable description of agents’ individual 

influence in a multi-agent system environment which is useful 

to our approach: In further evaluating a system, we adapt this 

formula to determine the rate of individual functionality 

contribution in our proposed LoA measure (see Section IV B). 

Fernando et al [12] proposes measures for evaluating the 

autonomy of software agents. It believes that a measure of 

autonomy (or any other agent feature) can be determined as a 

function of well-defined characteristics. Firstly, it identifies 

the agent autonomy attributes (as self-control, functional 

independence, and evolution capability) and then defines a set 

of measures for each of the identified attributes. The agent’s 

LoA is defined by normalising the results of the defined 

measures using a set of functions. [12] considers autonomicity 

measure with reference to system’s characteristics and 

attributes. But in that work ‘characteristics’ are a broad range 

of attributes that describe a system which also include 

features outside the system’s core functionalities. Not going 

into the argument of right/wrong constitution of system 

attributes (or functionalities), the important aspect to note is 

the idea of defining a system with respect to its attributes and 

characteristics. We have adapted this approach in our 

proposal for autonomic systems but with reference to [core] 

autonomic self-* functionalities. 

III. AUTONOMICITY MEASURING METRICS  

In this section, we introduce example metrics for each of 

the core four functionalities that define autonomicity of AS. 

Though metrics are application domain dependent, the 

metrics presented here are generic and serve as examples 

only. We understand that autonomic functionalities are 

emergent and these vary (or are defined) according to 

application instances. The point is that, for any system 

(whether or not autonomic), there are required functionalities 

(determined by designers and/or users) which can be 

measurable by some identified metrics. We present at least 

one metric for each of the functionalities (using the self-

CHOP for example). This is part of a wider (and separate) 

research focus. This section only focuses on how autonomic 

metrics can be generated. We also show how metrics can be 

normalised (see Section IV). We will start with a definition of 

each CHOP. (For more on these definitions see [13] and [14]). 

Self-Configuring: A system is self-configuring when it 

is able to automate its own installation and setup according to 

high-level goals. When a new component is introduced into 

an AS it registers itself so that other components can easily 

interact with it. The extent of this interoperability I is a 

measure of self-configuration, measured as the ratio of actual 

number of components (         ) to expected number of 

components (          ) successfully interacting with the new 

component after configuration.  
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      Interoperability ratio I measures to what extent a 

system is distorted by an upgrade. A system is self-

configuring to the extent of its ability to curb this distortion. 

This example can be related to the problem diagnosis system 

for AS upgrade discussed in [13]. Here an upgrade introduces 

5 software modules. The installation regression testers found 

faulty output in 3 of the new modules. This implies that only 

2 modules out of 5 successfully integrated with the system. 

Self-Optimising: A system is self-optimising when it is 

capable of adapting to meet current requirements and also of 

taking necessary actions to self-adjust to better its 

performance. Resource management (e.g., load balancing) is 

an aspect of self-optimisation. An autonomic system is 

required to be able to learn how to adapt its state to meet new 

challenges. Also needed is consistent update of the system’s 

knowledge of how to modify its state. State is defined by a set 

of variables such as current load distribution, CPU utilization, 

resource usage, etc. The values of these variables are 

influenced by certain event occurrences like new 

requirements (e.g., process fluctuations or disruptions). By 

changing the values of these variables, the event also changes 

the state of the system. The status of these variables is then 

updated by a set of executable statements (policies) to meet 

any new requirement. A typical example would be an 

autonomic job scheduling system. At first, the job scheduler 

could assign equal processing time quanta to all systems 

requiring processing time. The sizes of the time quantum 

becomes the current state and as events occur (e.g., 

fluctuations in processing time requirement, disruptions of 

any kind, etc.), the scheduler is able to adjust the processing 

time allocation according to priorities specified as policies. In 

this way the state of the system is updated. But this may lead 

to erratic tuning (as a result of over or under compensation) 

causing instability in the system. We define Stability as a 

measure of self-optimisation. If an event leads to erratic 

behaviour, incoherent results or system is not able to retrace 

its working state beyond a certain safe margin (a margin 

within which instability is tolerated), then the system is not 

effectively self-optimising.  

Self-Healing: A system is self-healing when it is able to 

detect errors or symptoms of potential errors by monitoring its 

own performance and automatically initiate remediation [15]. 

Fault tolerance is one aspect of self-healing. It allows the 

system to continue its operation possibly at a reduced level 

instead of stopping completely as a result of a part failure. 

One critical factor here is latency; the amount of time the 

system takes to detect a problem and then react to it. We 

define reaction time T as a metric for self-healing capability. 

This is crucial to the reliability of a system. If a change occurs 

at time    and the system is able to detect and work out a new 

configuration and ready to adapt at time   , then (2) defines 

the reaction time T. (Average is taken instead where 

variations of T are possible). 

 

                                      (2) 
 

A case scenario is a stock trading system where time is 

of paramount importance. The system needs to track changes 

(e.g., in trade volumes, price, rates etc.) in real time in order 

to make profitable trading decisions.  

Self-Protecting: A system is self-protecting when it is 

able to detect and protect itself from attacks by automatically 

configuring and tuning itself to achieve security. It may also 

be capable of proactively preventing a security breach 

through its knowledge based on previous occurrences. While 

self-healing is reactive, self-protecting is proactive. A 

proactive system, for example, would maintain a kind of log 

of trends leading to security problems (threats and breaches) 

and a list of solutions to resolve them (a list of problems and 

corresponding solutions only applies to self-healing). One 

major metric here is the ability of the system to prevent 

security issues based on its experience of past occurrences. 

For example let’s assume     {   } to be true if      trend 

leads to     problem where     is a log of all identified trends 

and corresponding problems.   is a particular instance of 

trend-problem combination. A self-protecting manager will 

avoid a situation of same trend leading to the same problem 

again by blocking the problem, addressing it or preventatively 

shutting down part of the system. We define ability to detect 

repeat events E as a self-protecting metric. E is a Boolean 

value (True indicates the manager is able to stop a repeating 

problem and False otherwise).  If we choose two samples of 

{   }  at different times (t1 and t2) then (3) defines E. 

(Different trends may lead to the same problem but a repeated 

trend-problem combination indicates a failure of the system to 

prevent a reoccurrence).  
 

               {   }     {   }                        (3) 
 

One typical implementation of this is an antivirus 

system. Some antivirus systems learn about trends or patterns 

(signatures) and are able to make decisions based on these to 

proactively protect a system from an attack. The antivirus is 

able to stop repeatable patterns. Detecting problem 

reoccurrence is an active research focus in Autonomic 

Computing [16]. 

IV. PROPOSED LOA MEASURE 

An AS is defined based on its achievement of the self-* 

capabilities [15]. In our approach, we define a level of AS in 

terms of its extent of achieving the identified functionalities. 

If a system fails to demonstrate at least a certain level of one 

of the self-* (required for the system in question), the system 

is said to be non-autonomic. On the other hand, if the system 

demonstrates a full level of all identified (or required) 

capabilities, it is said to have achieved full autonomicity (as 

defined by our proposed scheme). In this section, we present 

our updated approach towards measuring autonomic systems 

LoA. In the most part, a mathematical algorithm is used for 

the proposed approach. 

𝐼    
𝑛𝑖𝑎𝑐𝑡𝑢𝑎𝑙
𝑛𝑖𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑

𝑖

 

 

 

(1) 
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Each functionality is defined by a set of metrics. Each 

functionality contributes a level of autonomic value which is 

spread across the set of metrics for that functionality. It then 

follows that each metric contributes a certain quota of the 

autonomic value for that functionality. Metrics and 

functionalities are weighted according to relevance or 

importance. The cumulative normalisation of the measure of 

all metrics (for all functionalities) defines a LoA. The need 

for normalisation of values enables comparison of systems 

across different implementations. With an ongoing debate on 

the composition of AS functionalities and the list substantially 

growing [17, 18], our approach is generic to accommodate 

evolving functionalities as may be defined by the user. Figure 

1 is a pictorial illustration of our approach. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Given that any AS is defined by a number of self-* 

autonomic functionalities, say n, the mathematical 

Combination expression (4) is the representation of the 

possible combinations of the functionalities:  
 

1

n
n

r

rC


    → # of possible combinations                    (4) 

 

The number of possible combinations indicates the 

possible functionality compositions of a system where n is the 

number of functionalities (the self-*) and r is an enumerator of 

the possible implementation combinations (see the rightmost 

enumerated values in Figure 2). The functionalities may not 

be of equal importance to an application domain so 

combinations indicate what functionality is important to an 

application domain. And depending on choice of usage, this 

may be defined as required functionalities (in which case r 

may be equal to n) or demonstrated functionalities (in which 

case    ).  

Autonomic functionalities may overlap i.e., are not 

necessarily orthogonal. For example, a function that primarily 

achieves self-healing may change internal configuration and 

thus may also be described as self-configuring. To represent 

this, we allocate weights to indicate the extent to which a 

particular algorithm achieves the different functionalities. 

Further, self-managing actions are not necessarily linear in 

their operation; i.e., the relationship between a self-tuning 

parameter change internally and the externally seen effect of 

the change may be non-linear. In addition, for a given system, 

one autonomic behaviour e.g., self-healing may have a much 

more significant effect on system behavior than perhaps self-

optimisation which may be more subtle. Such non-linearity in 

the contribution to LoA is catered for by a combination of 

weighting and normalisation (see Section IV part C). Weights 

are applied to reflect the extent of impact one of a particular 

functionality. Our current technique caters for orthogonality 

and non-linearity although to some extent these are open 

challenges that need further addressing.  

 Table I is a description of notation keys used. To 

measure the LoA of a system, we require the following: 

 Number of functionalities: this is a value indicating the 

number of functionalities present or required in a 

particular system – a specific implementation 

combination of the functionalities. 

 Number of metrics: this is the number of identified 

metrics for the respective functionalities. 

 Weighting: weights are assigned to functionalities and 

metrics according to priority or importance. 
 

TABLE I: NOTATION KEYS 

Key Description 

aij autonomic value contribution for individual 

metric j of functionality i 

ki autonomic value contribution for individual 
functionality i 

LoA total level of autonomicity measure for all fi & mij 

Mi number of metrics for functionality i 

Mc, Mh, Mo, & Mp number of metrics for each of the self-* 
functionalities respectively 

mij individual metric j for functionality i 

n number of functionalities 

ni individual functionalities 

r possible combinations of functionalities  

Ri rank of a functionality i in the autonomic 

composition of a system 

vi weighting for functionality i 

wij weighting for metric j of functionality i 

ci, hi, oi and pi autonomic metric contributions of the 
functionalities for a CHOP-based system 

All indices (i and j) begin at 1 
 

A. Preliminary Work: A Specific Case Approach 

To make progress in this approach, a preliminary effort is 

set out in [1]. This initial effort works perfectly well in cases 

where functionalities are orthogonal and for specific systems 

of limited (known) number of functionalities. Now, following 

on from equation (4) and taking a specific system in isolation, 

for example, (say a system with only four functionalities, e.g., 

the CHOP), this will give 16 possible combinations as shown 

in Figure 2, although the 16
th

 combination is a special case 

which implies the system demonstrates no autonomic 

functionality and thus it is not considered further. The CHOP 

Figure 1: Pictorial illustration of how LoA is achieved by 

summing the metric autonomic value contributions of all 

metrics defining all functionalities of a particular AS. 

AS 

Functionality 1 

Metric 11 

Metric ij 

Functionality i 

Metric 11 

Metric ij 

……. 
……. 

……. 

……. 

∑ → LoA 

……. 

……. 
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functionalities may not all be of equal importance to a 

particular application domain hence we enumerate the 

possible combinations of functionalities, for reference. 

Combination 2 means that only two functionalities are of 

importance to the system’s domain –so for example {C, H, 

not O, not P} is a specific combination representing a system 

with enumeration 4 in Figure 2.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2 implies that, in terms of autonomic functionality 

composition, a system deemed autonomic (within the self-

CHOP boundary) can be defined (or described) in one of n
2
-1 

ways. The remaining combination (enumerated 16 in Figure 

2) represents a non-autonomic system, as it exhibits none of 

the autonomic functionalities. If we define autonomic metrics 

for each of the functionalities, then the sum of the 

autonomicity in each of the constituent functionalities for a 

particular AS gives the system’s LoA (5). For example, the 

LoA of a system represented by line 9 in Figure 2 will be the 

summation of the autonomic metrics defining the self-healing, 

self-optimising and self-protecting functionalities.   

 

 

 

 
 

Subscripted M is the number of identified metrics for the 

respective functionalities.   ,  ,    and    are the autonomic 

metric contributions of the functionalities. These can be 

composed of functions of different measures but as explained 

in Section IV(C), they are normalised to yield autonomic 

values. For more details regarding the preliminary work and 

the specific case approach of the proposed measure, see [1]. 

B. Measuring LoA: A Generic Case Approach 

Having looked at specific (of known number of 

functionalities) case instance of the proposed approach, we 

seek, in this subsection, to establish a generic case in which 

this approach is suited for application across different 

scenario instances. Now, extending the approach and making 

it more generic, weighting is introduced. Functionalities are 

not necessarily orthogonal –i.e. a single behaviour could 

enhance the contribution of more than one metric and this 

could be across more than one functionality. This is important 

because the measurement approach has to work in situations 

where the functionalities are and are not orthogonal. In cases 

of non-orthogonality, the weighting is applied to tune 

sensitivity of contributing behaviours.  

For flexibility of applying the technique across different 

application instances, LoA is normalised to a value in the 

range 0 to 1. It also follows that all autonomic value 

contributions and weighting are normalised within the same 

interval range: 
 

                           

 (6) 

                          
 

Normalisation of the individual components of the 

formulae is important to enable comparison of different 

systems with different implementations, and also to address 

non-linearity aspects. The way we measure the system should 

not on its own change the outcome –for example, higher 

number of metrics should not result in higher LoA value and 

as well does not translate to being ‘more autonomic’. So in all 

cases, and for normalisation purposes, the following rules 

must apply: 

 

 

 

 

 
 The metric weighting (wij) and metric autonomic value 

contribution (aij) are both with reference to individual 

functionalities and so are bound to the number of metrics for 

those functionalities (Mi). However, the functionality 

weighting (vi) is with reference to the system itself and so is 

bound to the total number of functionalities (n) .This explains 

why the total individual autonomic value contribution (∑  ) 
can go up to n –see equation (9). If we ignore, for now, all 

indices and have a top level view of the proposed LoA 

calculation, for a single functionality, then: 

 

   (   )            (8) 

 

  ∑    ∑     (9) 

 

                             ∑(   )  
 

 ∑[(   )   ]                     (10) 

 

Decomposing (9) and (10) above, and for total autonomic 

value contribution of all functionalities   : 
 

 

 

 

(7)  𝑤𝑖𝑗               

𝑀𝑖

𝑗= 

 𝑣𝑖     

𝑛

𝑖= 

  𝑎𝑖𝑗      

𝑀𝑖

𝑗= 

 

 

𝐿𝑜𝐴    [𝑐𝑖]

𝑀𝑐

𝑖= 

+  [ 𝑖]

𝑀 

𝑖= 

+  [𝑜𝑖]

𝑀𝑜

𝑖= 

+  [𝑝𝑖]

𝑀𝑝

𝑖= 

 

 

  (5) 

𝑘𝑖    𝑎𝑖𝑗  𝑤𝑖𝑗       𝑛𝑖𝑎𝑛𝑑 𝑚𝑖𝑗

𝑀𝑖

𝑗= 

 (11) 

Figure 2: Combination of autonomic functionalities (for n = 4).  
 

AS 
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And applying the functionality weighting to the individual 

autonomic value contribution (ki), we have: 

 

  

 

 
 
LoA is then given by summing equation (12) for all values of 

   and    : 

 

   

 

 

 

 

In the case of orthogonality or where weighting is not 

required, level of autonomicity is given by the basic 

expression: 

 

 

 

 

 

This is equivalent to equation (5). Procedure 1 is a basic 

algorithm of the implementation of the proposed measure of 

autonomicity.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Note that the proposed approach is a 2-dimensional 

definition. That is, it supports only two levels of description, 

e.g., a system on one hand and its functionalities or 

characteristics on the other hand. A bit of tweaking and 

adaptation is required to support higher dimensional 

definitions e.g., a system, its functionalities or characteristics, 

sub-functionalities or sub-characteristics, etc. 

C. Normalisation and Scaling of Autonomic Metrics 

Dimensions 

There is still a point though that needs to be addressed. 

When computing for LoA, we are normalising values that are 

products of aggregated metric values of different units and 

dimensions. Depending on the application domain, metrics 

can be scalar (of different measures) or non-scalar values 

(e.g., observing a capability, Boolean based decisions, etc.). 

So, despite what measure or form these metrics take, there 

needs to be a way of scaling the metric values (of all 

contributing metrics) to a centric unit of autonomic metric 

contribution within a certain normalised range. But, because 

the range of values and metrics can vary significantly, each 

choice of how these are scaled can influence very differently 

the final LoA. A possible solution is to define scaling factors 

for all contributing metrics within a normalised range (of [0, 

1] in our case). In this way, the metrics’ values (irrespective 

of units of measure) are normalised into real numbers that are 

summed to give LoA. One challenge here, though, is defining 

the scaling factors. We identify two simple methods for 

normalisation: 1) By ranking values according to high, 

medium, and low. The meaning of this ranking is metric-

dependent and is based on a defined margin. For example, if a 

maximum expected value is 6, a value of 0-2 will be ranked 

low, while 3-4 will be ranked medium and 5-6 ranked high. A 

medium value would contribute fifty percent of the metric’s 

autonomic value contribution in the range of [0, 1] (recall that 

0.0 ≤     ≤ 1.0 from equation (6)), while the two extremes 

would contribute zero and hundred percents –these may differ 

depending on choice of usage. This can be used for scalar 

metrics like the interoperability ratio and reaction time 

metrics discussed in Section III. 2) By having a Boolean kind 

of contribution where two values can suggest two extremes –

either affirming a capability or not. For example, if a ‘True’ 

outcome affirms a capability then it contributes hundred 

percent of the autonomic value contribution, while a ‘False’ 

outcome contributes zero. Another example in this category is 

where an instance of an event either does or does not confirm 

a capability (e.g., the stability metric for self-optimising). 

Other specific methods, like the Mahalanobis Distance [22] 

discussed and used in [23], have been proposed. In scaling the 

different dimensions of distances between points (measured in 

different distance measurement units), the authours of [23] 

use a simplified form of the Mahalanobis Distance, where for 

each dimension, they compute the standard deviation over all 

available values and then express the components of the 

distances between points as multiples of the standard 

deviation for each component.  

In the end, anyone can choose any form of scaling and 

normalisation as long as it is uniformly used across board for 

all systems to be evaluated and all values are within the range 

[0, 1] as explained in equations (6) and (7). 

D. Measuring LoA: Comparison of Approaches 

Assessing autonomic systems and being able to analyse 

and compare diverse systems of different degrees is an open 

research challenge that needs significant attention. There have 

been several attempts to develop a way of measuring 

autonomicity but unfortunately a universal solution has not 

been found. [8] shows that up to this point, there is one main 

approach to measuring the extent of autonomicity of 

autonomic systems (the scale-based approach which is 

explained in Section II), and a number of variations of this 

Procedure 1: Algorithm for implementing LoA 

 
    1:  Input (main) variables: n and Mi 
  2:  i = 1, 2, …, n and j = 1, 2, …, Mi 
  3:     if at n1, M1 = 3, then j = 1, 2, 3  

  4:   k1 = (wii   a11) + (w12   a12) + (w13   a13) 

  5:  k(1) = 0 //initialising k array 

    6:  for i = 1 to n 

    7:   for j = 1 to M(i) 

  8:    sum(j) = w(ij)   a(ij) 
  9:    k(i) = k(i) + sum(j) 
 10:   next j 
 11:  next i 

 12:   LoA = (k1   v1) + … + (kn   vn) 

(13) 𝐿𝑜𝐴     𝑣𝑖     𝑎𝑖𝑗  𝑤𝑖𝑗 

𝑀𝑖

𝑗= 

  

𝑛

𝑖= 

 

(14) 
𝐿𝑜𝐴      𝑎𝑖𝑗 

𝑀𝑖

𝑗= 

𝑛

𝑖= 

  

 

𝑘𝑖  𝑣𝑖     𝑎𝑖𝑗  𝑤𝑖𝑗      

𝑀𝑖

𝑗= 

     𝑛𝑖𝑎𝑛𝑑 𝑚𝑖𝑗 (12) 
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have been explored. The fundamental purpose of this 

approach is to reflect the level of involvement in decision-

making between the system and the human user. The major 

variations of the scale-based approach are Clough [4], 

Sheridan [9], and Ryan et al. [2]. Clough’s 10-level scale is a 

result of developing national intelligent autonomous UAV 

metrics for the Department of Defence (DoD). Though it is 

tied to UAVs, its use of metrics to measure the level of 

autonomy of UAVs makes it stand out. The levels in-between 

the scale are populated by defining metrics for UAVs. This is 

good because using metrics that define functionalities gives a 

clearer understanding of the systems. Yet there is no 

normalised single point of reference that can be used in 

comparing two systems using this approach. Sheridan’s 10-

level scale measures two aspects; decision making (levels 2-

4) and decision execution (levels 5-9). Ultimately, Sheridan 

focuses on human-machine relations (and human supervisory 

control) and not necessarily on the level of autonomicity of 

systems. Ryan et al extended Sheridan’s concept and 

developed an 8-level scale that determines the level of 

autonomy needed in designing autonomic systems; although 

their work cannot actually be said to offer a way of measuring 

autonomic systems’ level of autonomicity.  

None of these is sufficiently sophisticated in measuring 

LoA. The technique we propose here is more sophisticated in 

a number of ways: it is the only technique that ties down LoA 

to a numeric value; it takes into account individual weights;  it 

is flexible in the sense that it can take any number of degrees 

(functionalities), and the fact that the numeric value is scaled 

always to a normalised value (to cater for comparisons 

between systems with different numbers of  dimensions of 

autonomicity and different numbers of metrics for measuring 

the extent of functionality achieved in each dimension). 

Normalisation gives you the power to compare two different 

systems no matter the number of individual metrics. 

E. Evaluating Autonomic Systems 

Evaluating Autonomic Systems using equation (5) or 

equation (13) gives their separate LoA values –which are 

aggregated values. This, however, does not give a fine-

grained picture of the systems’ performances in terms of 

individual functionalities. Systems are classified according to 

their implementation combinations (r). This is in terms of 

what self-* functionalities are required or demonstrated in 

their specific application domains. One thing remains to be 

clarified at this point –‘how do we rank each functionality in 

the autonomic composition of a system?’ This can be in terms 

of importance or extent of functionality provided. We focus 

on the later –the extent of functionality provided as against 

what is needed. Take for instance, if two systems are of the 

same combination we may wish to know which of them 

provides a greater degree of say self-healing or self-protection 

in any application domain. To address this, we adapt a 

function that measures agent’s decision-making power in a 

multi-agent autonomic system defined in [11]. The rank of a 

functionality Ri in the autonomic composition of a system is 

defined by the ratio of its autonomic contribution (   or    ) 

to the total autonomic contribution of all metrics defining the 

composite functionalities of that system: 
 

    
  

   
         (15) 

 

This applies where weighting is considered. If weighting is 

not considered,    is given by equation (16): 

       

1

i

j

M

ij

i

a

R
LoA




    
 

where (    or    ) is the autonomic contribution of the 

considered functionality which could be the summation of   , 
  ,    or    in equation (5) or the calculation of    in equation 

(11) or the summation of     (e.g., the case in equation (14)). 

With equations (15) and (16), any composite functionality can 

be ranked in terms of their autonomic contribution.  

V. AUTONOMIC SYSTEMS EVALUATION CASE STUDY  

In this section, two example cases that cover the specific 

and generic case approaches (explained in Section IV) are 

examined. The first is based on Dynamic Qualitative Sensor 

Selection System (DQSSS) application scenario (see [19] for 

full details of the DQSS system). This is used to demonstrate 

a case where functionalities are assumed to be orthogonal and 

for specific systems of fixed number of autonomic 

functionalities. This is consistent with the preliminary work in 

[1] and suites the proponents of the view that autonomic 

systems are only defined by the generally accepted and core 

functionalities of the self-CHOP.  

The second case example deploys one of the current 

technology innovations –Autonomic Marketing. This is used 

to demonstrate a generic case instance where functionalities 

are not necessarily orthogonal and where systems are defined 

by n number of autonomic functionalities. For more details on 

the autonomic marketing system scenario see [24] and [25]. 

For each case example, three systems (or autonomic 

managers) are examined. When comparing these systems, it is 

important to look closely at the performances of individual 

autonomic functionality to give clearer understanding of the 

calculated LoA. 

A.  Dynamic Qualitative Sensor Selection Case Example 

In this example, autonomic functionalities are limited to 

the original, and generally accepted four self-CHOP 

functionalities, supposing that any autonomic system is 

defined by them. This is representative of many real-world 

systems of known (fixed) functionalities or characteristics. 

The DQSSS case study is based on work in [19]. The goal of 

DQSSS is to dynamically select a sensor (amongst many) 

based on continuously variable qualitative characteristics 

(e.g., signal quality and noise levels). This is typical of an 

application that accesses several sensors generating raw data 

from monitoring a particular context; these could be physical 

attributes of a system or perhaps information feeds from a 

(16) 
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service (e.g. financial data). In such applications, it is 

expected that a DQSSS would generate and differentiate signal 

characteristics and trends, choose the best signal and without 

compromising stability, be continuous, unsupervised, 

dynamic, and detect and react if a sensor goes down. 

Autonomic metrics are drawn from these characteristics. By 

definition, self-configuration, self-optimization and self-

healing are of importance to this system (i.e., r=3 and also n 

is fixed at 4). The DQSSS in [19] is presented in three 

progressive stages which we refer here to as systems A, B and 

C. All three systems are able to differentiate sensors by their 

signal characteristics such as noise level and spikes. These are 

then combined in a utility function to determine the better 

quality sensor. Systems B and C are able to generate trends in 

signal quality using trend analysis logic. Only system C 

ensures stability (avoiding unhealthy oscillation in sensor 

selection) by implementing dead zone logic, while none of the 

systems has a way of detecting a failed sensor.  

 
TABLE II: REPRESENTATION OF THE DQSSS [19] 

 

In keeping with the normalisation of values as contained 

in (6) and (7), the maximum achievable LoA becomes ‘1’ 

implying that each CHOP contributes an autonomic value in 

the range (       
 

  
) spread across its metrics. 

Normalising the identified metrics in Table II (the numbers of 

metrics in each combination are: M1 = 4 (for self-configuring C), 

M2 = 2 (for self-healing H), and M3 = 3 (for self-optimising O)) in 

the autonomic value range (       
 

  
) and applying 

equation (5) or (14) gives the result in Table III. Equation 

(17) is an expression of how each instance of the metrics 

contribution is calculated. 

 

 

 

 
 

Figure 3 is a radar chart analysis of systems A, B and C 

in terms of their separate autonomic functionality 

composition. Recall that only three functionalities (CHO-) are 

of importance here which explains why self-protection P has 

no value. Based on the LoA achievements of the three systems 

A, B and C as shown in Table III (0.25, 0.33 and 0.63 

respectively), it means that in a dynamic sensor selection 

application domain (as defined), system C can be depended 

upon to carry out the task with a higher confidence level and 

lower risk factor compare to systems B and A.  

One powerful aspect of our proposal, particularly the 

specific case approach with fixed number of functionalities, is 

that it offers the flexibility of qualitatively interpreting LoA 

results using any scale-based approach. This is done by 

applying the upper bound of the chosen scale to equation (17) 

as in equation (18) and then interpreting the results within the 

levels of the scale. 

 

 

 
 

Where max is upper bound of the scale used. 
 

Applying Ryan et al level of autonomy assessment scale 

[2] which, as explained in Related Work section, is an 8-level 

autonomy assessment tool (used for either identifying 

(qualitatively) the level of autonomy of an existing system or 

for proposing an appropriate level of autonomy during the 

design of a new system), max becomes 8. So, in computing 

(18) with max = 8, system A falls within level 2 of the scale 

which points to a situation where ‘computer shadows human’ 

in the self-management process. This indicates that system A 

only has a narrow envelope of environmental conditions in 

which it is both autonomic and returns satisfactory behaviour. 

System B tends toward level 3 on the scale which is ‘human 

shadows computer’ which translates into a wider operational 

envelope, but once the limits of that envelope are reached 

human input is needed in the form of retuning, or manual 

override in the case of oscillation, which for example system 

C can deal with autonomically. System C falls within level 5, 

which points to ‘collaboration with reduced human 

intervention’. This indicates that C is sufficiently 

sophisticated to operate autonomically and yield satisfactory 

results under almost all perceivable operating circumstances.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Employing (16) to rank the functionalities and taking 

just self-configuration for example, we find that in system A, 

Characteristics (metrics) Contributing CHOP Sys A Sys B Sys C 

Continuous  C √ √ √ 

Unsupervised C √ √ √ 

Trends examination O - √ √ 

Stability O - - √ 

Dynamic (logic switching) O - - √ 

Signal characteristics  C √ √ √ 
Signal  differentiation C √ √ √ 

Failure sensitivity (sensors) H - - - 

Robust (fault tolerance) H - - √ 

Figure 3: LoA representation of systems A, B & C in the CHOP 

domains. 

 Sys 

A 

Sys 

B 

Sys 

C 

C 0.25 0.25 0.25 

H 0.00 0.00 0.13 

O 0.00 0.08 0.25 

P 0.00 0.00 0.00 

LoA 0.25 0.33 0.63 

 

TABLE III: ANALYSIS RESULT 

               Sys C  

               Sys B  

               Sys A 

O 

H 

C 

P 

1/4 

1/4 1/4 1/8 1/8 

1/8 

1/4 

1/8 

(17) 𝑎𝑖𝑗     
 

𝑛
    

 

𝑀𝑖

  

 

(18) 𝑎𝑖𝑗     
𝑚𝑎𝑥

𝑛
    

 

𝑀𝑖
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self-configuration contributes 100% of its autonomic 

achievement, while in systems B and C the contribution is 

75% and 40% respectively. This provides another analytic 

spectrum that gives a clearer understanding of the 

composition of the calculated LoA.  

The benefit of analyzing Autonomic Systems in terms of 

their extent of autonomicity not only offers a path to 

Autonomic Systems’ certification as stated earlier, it also 

offers a way of comparing these systems, and also facilitates a 

proper description of these systems to users.  

B. Autonomic Marketing Case Example 

In this example, we consider a specific aspect of 

autonomic marketing system based on the work and 

experiment presented in [25]. As there are yet no standardised 

(or defined) lists of autonomic metrics, at least for the case 

example system, we draw autonomic metrics and 

functionalities for the purposes of this case example from the 

specified goal of the system as detailed in [25]. So, metrics 

are drawn based on (or limited to) what is explained in the 

experiment and not on what autonomic marketing systems, 

generally, should have as metrics. In the end, the interest here 

is to show how the proposed LoA measurement approach can 

be applied to systems.  

The particular case example autonomic marketing 

system studied here is that of targeted television advertising 

during a live sports competition airing. A company is 

interested in running an adaptable marketing campaign on 

television with different adverts (of different products 

appealing to audiences of different demographics) to be aired 

at different times during a live match between two teams. 

There are three adverts (Ad1, Ad2 and Ad3) to be run and the 

choice of an ad will be influenced by, amongst other things, 

viewer demographics, time of ad (local time, time in game, 

e.g., half time, TV peak/off-peak time, etc.), length of ad 

(time constraint), cost of ad, who is winning in the game, etc. 

This is a typical example of a system with many dimensions 

of freedom and very wide behaviour space. The behaviour 

space is divided into four zones along two dimensions of 

freedom (Mood and CostImplication) as shown in Figure 4. 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

The two dimensions of freedom, which are influenced 

by several contextual variables, represent a collation of all 

possible decision influencers. Each action (ad) is thus 

activated only in its allocated zone following specified policy 

in order to achieve the system’s goal defined by a set of rules 

(Figure 5). Following the set policy, the autonomic manager, 

at every decision instance (of a sample collection) decides on 

which ad to run. The optimisation of the system is in terms of 

achieving balance between efficient just-in-time target-

marketing decision and cost effectiveness (savings 

maximisation) while maintaining improved trustability, 

stability and dependability in the process.   
 

 

 

 

 

 

 

 

 

 

 

 
 

Three autonomic managers, based on three different 

levels of autonomic architectures, are designed to implement 

this system. In this example, we evaluate these three 

managers (full detail of experiment is available in [25]). 

Basically, the first manager, AC (AutonomicControlling at its 

core), is concerned with making decisions within the 

boundaries of the rules while the second, VC 

(ValidationCheck at its core) goes beyond decision making to 

validate decisions for conformity with the rules. The third 

manager, DC (DependabilityCheck at its core) verifies that 

the measure of success is achieved. DC also improves 

reliability by instilling stability in the system. This is done by 

introducing dead-zone boundaries (Figure 4b) within which, 

no action is taken (avoiding erratic and unnecessary changes) 

and implementing a TRC (Tolerance-Range-Check) to 

address rules in particular.  

Based on the goal of the system, specified in the rules of 

Figure 5, we have drawn three functionalities (self-

configuration, self-optimisation and self-stability) and six 

metrics. Table IV shows the metrics and contributing rules. 

The simulation was run for a total duration of 50 sample 

collection instances. This means that for the duration of the 

simulation, external variables (that influence decisions for 

ads) were fed to the autonomic managers fifty times. 

 
TABLE IV: AUTONOMIC METRICS FOR SYSTEMS AC, VC & DC 

Metrics Description Contributing rule 

# of ad change (x) Number of times ads changed Rule 2 

# of ad run (y) Number of ads that were run Rules 3 and 4 

# of decision (d) Number of decision instances d is a constant 

Rate of ad change (Tx 

= x/50) 

Rate at which ads were 

changing 

Rules 2 and 5 

Rate of ad run (Ty = 

y/50) 

Rate at which ads were run Rules 4 and 7 

Decision ad change 

ratio (dx = x/d) 

Number of decision ad change 

relation 

Rule 3 

Stability (s) Number of times TRC bounds 

were breached 

Rules 5 and 6 

D 

Figure 4: System behaviour space in 2 dimensions of freedom [25]  

Key: 
 

L = Low, H = High 
md = Mood 
cs = CostImplication 

D = Dead-Zone 

CostImplication 

M
oo

d 
 

HmdLcs HmdHcs 

LmdHcs LmdLcs 

CostImplication 

M
oo

d 
 

HmdLcs 

(RunAd2) 

HmdHcs 

(RunAd3) 

LmdHcs 

(Null) 

LmdLcs 

(RunAd1) 

(a) 

(b) D 

1. Extract external variables (decision parameters) at defined time interval 
and decide on action 

2. Send trap msg and change action if (*condition omitted*) otherwise retain 
previous action 

3. If current action is same as previous action, do not send trap and do not 
change action 
    =================Measure of Success================ 

4. Cost of action change (total ad run) must fall within budget 
5. Rate of change should be considerably reasonable 
6. Maximum of one ad change within the first five sample collections and 

subsequently maximum of two in any three sample instances 
7. Turnover should justify cost 

 

Figure 5: Excerpt of rules defining system goal [25]. 
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Recall that functionalities are not always orthogonal as 

in this example some metrics contribute to more than one 

functionality (see Table V). The rate of the influence of the 

metrics on the functionalities is tuned by applying weighting. 

Table V shows the autonomic value contributions of all 

metrics and the corresponding functionalities. Weights are 

discretely allocated to reflect relevance and importance of 

functionalities (based on the goal of the system). Metric 

values are averages of 10 different simulation runs of the 50 

sample collection instances (see Appendix A for more 

details). In this example, we assume all metrics to be of equal 

weight within their respective functionalities. 

 
TABLE V: DISTRIBUTION OF METRIC VALUES 

Functionality 

(ni) 

Weight 

(vi) 

Metric 

(Mi) 

Metric weight 

(wij) 

Metric contribution 

(aij) 

AC VC DC AC VC DC 

Self-

configuration 

 

0.20 
x 0.50 0.50 0.50 0.000 2.000 4.800 

Tx 0.50 0.50 0.50 0.768 0.808 0.864 

 

Self-

optimisation 

 

0.40 

y 0.20 0.20 0.20 2.600 3.900 5.800 

Ty 0.30 0.30 0.30 11.42 11.45 11.49 

s 0.30 0.30 0.30 9.600 10.20 11.60 

dx 0.20 0.20 0.20 0.000 0.171 0.414 

 

Self-stability 

 

0.40 

Tx 0.25 0.25 0.25 0.768 0.808 0.864 

y 0.05 0.05 0.05 2.600 3.900 5.800 

Ty 0.20 0.20 0.20 11.42 11.45 11.49 

s 0.50 0.50 0.50 9.600 10.20 11.60 

 

From the values of Table V, we can now calculate the 

LoA of all three systems (AC, VC, and DC). Because of space 

we will only show the calculations for that of system AC and 

then use the LoA Calculator (see Section V C) to calculate the 

rest. 
 

n = 3 
 

For n1: M1 = 2, v1 = 0.20, w11 = 0.50, w12 = 0.50, a11 = 0.00, and a12 

= 0.768 
 

For n2: M2 = 4, v2 = 0.40, w21 = 0. 25, w22 = 0. 25, w23 = 0. 25, w24 = 

0. 25, a21 = 2.600, a22 = 11.42, a23 = 9.600, and a24 = 0.000 
 

For n3: M3 = 4, v3 = 0.40, w31 = 0.25, w32 = 0. 25, w33 = 0. 25, w34 = 

0. 25, a31 = 0.768, a32 = 2.600, a33 = 11.42, and a34 = 9.600 
 

k1 = (a11   w11) + (a12   w12) = (0.00   0.50) + (0.768   0.50)  

= (0.00) + (0.384)  

= 0.384 
 

k2 = (a21   w21) + (a22   w22) + (a23   w23) + (a24   w24)  

= (2.600   0. 25) + (11.42   0. 25) + (9.60   0. 25) + (0.0   0. 25) 

= (0.65) + (2.80) + (2.40) + (0.00)  

= 5.850 
 

k3 = (a31   w31) + (a32   w32) + (a33   w33) + (a34   w34) = 

(0.768   0. 25) + (2.600   0. 25) + (11.42   0. 25) + (9.60   0. 25) 

= (0.192) + (0.650) + (2.855) + (2.400)  

= 6.097 
 

Applying equation (13): 

 

LoA = (k1   v1) + (k2   v2) + (k3   v3) 

= (0.384   0.20) + (5.850   0.40) + (6.097   0.40) 

= 0.0768 + 2.340 + 2.439 

= 4.8558 

Figure 6 is a snapshot of the LoA Calculator’s result 

console showing the LoA results of systems VC and DC. 

Recall that the choice of scaling and normalisation used can 

influence very differently the final LoA. In making a choice, 

the nature of system and metrics need to be considered. In this 

example, we can choose to normalise the individual sub-

columns of the aij column within the range (0 ≤ aij ≥ 1), but 

this will negatively affect the values across all three systems 

and make it difficult for LoA calculations. Also we cannot 

normalise within the column across rows as that will 

overshoot the normalisation range within the sub-columns. 

So, we calculate with raw values and then normalise the final 

LoA values. How the metric values in Table V are scaled is 

shown in Appendix A. 
 

From Figure 6: 
 

LoA for system VC = 5.4887 

LoA for system DC = 6.4722 

 

The calculated LoA for system AC = 4.8558 

 

Then, normalising all three values within the normalisation 

range of (0 ≤ LoA ≥ 1) using expression (19): 

 

 

 
 

For system AC 

 LoA = 
      

       
        

 

For system VC 

 LoA = 
      

       
        

 

For system DC 

 LoA = 
      

       
        

 

The results clearly indicate the superiority of the systems 

from DC down to AC in terms of level of autonomicity (based 

on the criteria set as system goal). What this means is that, in 

terms of the criteria specified as the goal of the system, the 

autonomic manager of system DC is more autonomic than the 

others followed by system VC. The margins reflect, almost 

with the same magnitude, the performances of the systems as 

results show in [25]. 

 

 

 

 

 

 

 

 

 

 
  

Figure 6: LoA calculate console result for systems VC and DC 

(19) 𝐴𝐶   
𝐴𝐶

(𝐴𝐶 + 𝑉𝐶 + 𝐷𝐶)
 𝑉𝐶   

𝑉𝐶

(𝐴𝐶 + 𝑉𝐶 + 𝐷𝐶)
 𝐷𝐶   

𝐷𝐶

(𝐴𝐶 + 𝑉𝐶 + 𝐷𝐶)
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Recall that the optimisation of the system in question is 

in terms of achieving balance between efficient just-in-time 

target-marketing decision and cost effectiveness (savings 

maximisation) while maintaining improved trustability, 

stability and dependability in the process. From experimented 

results, system DC shows significant gain in stability and cost 

savings. It also smoothened the high fluctuation rate (high 

adaptability frequency) experienced by other systems and in 

general, reduces the average ad change ratio of about one 

change in three sample collections (1:3) to one change in ten 

sample collections (1:10), representing an overall gain of 

about 31.25% in terms of stability and cost efficiency. 

C. LoA Calculator 

The LoA Calculator is an application that helps in 

calculating system’s level of autonomicity. The application is 

developed using C# and can be used in calculating the LoA of 

any system at any level of complexity. The application can be 

used for both the generic and specific case approaches. For 

the specific case approach (that may require no weights), the 

user enters the value ‘1’ (one) in the place of all weights and 

that will automatically cancel the weighting effects. Basically, 

all variables and values used are user-defined and are fed into 

the application for LoA computation. There are two formats 

for the application. The basic format is for simple systems of 

few variables and provides a dialogue interface (a form) for a 

user to enter system variables. This is suitable when there are 

only a few data to be fed into the application and can be done 

through the keyboard. Figure 7 is a snapshot of the dialogue 

interface. The other format is more complex and is used for 

complex systems (of multiple data). The complex format 

feeds data into the application using comma separated text file 

(csv file). The user specifies raw data in a CSV file template 

and provides the file path to the application during run-time. 

Both formats work on the same principle (the core is based on 

equation (13)) and can be used interchangeably but it is more 

tedious using the basic format for complex systems. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In the current (first) version of the application, only 

variables and values for one system can be fed into the system 

at any one time. Subsequent versions will be able to take 

values for more than one system at one instance and evaluate 

the systems in terms of their separate LoAs. The application is 

available for download at [26]. 

VI. CONCLUSION AND FUTURE WORK 

A system is better defined by its capabilities and so 

measuring the LoA of Autonomic Systems without a 

reference to autonomic functionalities would be inaccurate. 

We have proposed a functionality-based LoA measurement. In 

our proposal, a typical AS is defined by some core autonomic 

functionalities and LoA is measured with respect to these 

functionalities. Each functionality is defined by a set of 

metrics. The metrics values are normalised and aggregated to 

give the autonomic contribution of each functionality which 

are then combined to yield a LoA value for an AS. Our 

proposed approach is in two forms; the specific case approach 

and the generic case approach. The specific case approach 

works perfectly well in cases where functionalities are 

orthogonal and for specific systems of limited (fixed) number 

of functionalities. We have shown how this approach can 

adapt any scale-based approach to enable a qualitative 

understanding of the quantitative LoA measure proposed 

here. The generic case approach is used to demonstrate a 

generic case instance where functionalities are not necessarily 

orthogonal and where systems are defined by n number of 

autonomic functionalities. We have also shown how systems 

can further be evaluated to give a fine-grained picture of the 

systems’ performances in terms of individual functionalities 

looking at the ratio of autonomic contributions of their 

separate functionalities. In this, we found that only systems 

within the same implementation combination can be 

compared. We have carried out two case study examples (for 

the specific and generic case approaches) to demonstrate the 

usage and applicability of our proposed LoA measure. There 

are several other research works trying to develop a way of 

measuring autonomicity but have not succeeded. Some 

approaches have been proposed but none of these is 

sufficiently sophisticated in measuring LoA. Our technique 

here is more sophisticated in a number of ways: the fact that it 

is the only one that ties down LoA to a numeric value, the fact 

that it takes into account individual weights, it is flexible in 

the sense that it can take any number of degrees (properties), 

and the fact that numeric values are scaled always to a 

normalised value – (which otherwise gives the wrong 

impression that more metrics mean more autonomicity. 

Normalisation gives you the power to compare two different 

systems no matter the number of individual metrics). 

The standardization of a technique for the measurement 

of LoA will bring many quality-related benefits which include 

being able to compare alternative configurations of autonomic 

systems, and even to be able to compare alternate systems 

themselves and approaches to building autonomic systems, in 

terms of the LoA they offer. This in turn has the potential to 

improve the consistency of the entire lifecycle of Autonomic Figure 7: LoA Calculator basic format dialogue interface 
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Systems and in particular links across the requirements 

analysis, design and acceptance testing stages. 

One research challenge is the study and standardisation 

of autonomic metrics for different autonomic systems. The 

metrics definitions can be grouped or modularised (e.g., the 

standardised categorisation of UMS in [20]). So, as future 

work, we are looking at standardised ways of properly 

defining and generating autonomic metrics to strengthen our 

framework. This is a key component towards our wider 

research which focuses on the challenge of validating 

autonomic computing systems to achieve trustworthiness. We 

will be developing more sophisticated versions of the LoA 

Calculator. 
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APPENDIX A 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table A1 shows the raw values of 10 different runs of the 

same simulation. It is not scientifically reliable to work with values 

of a single simulation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table A2 (left side) is a collation of the averages of the 

values of Table A1. On the right side of the table are the working 

values used. These are generated with reference to the possible 

maximum values of the individual metrics. For example, ads are 

changed or retained at every decision instance and since on the 

average, there are 11.6 decision instances, there are as much 

maximum possible number of ad change. So, the actual number of ad 

change is the difference between the number of possible ad changes 

and observed number of ad changes 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Note that Stability measures the rate at which the tolerance 

range check (TRC) is breached. The column for DC is all zero 

because, in all 10 simulation runs DC did not breach the TRC bound. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The AC number of ad change metric is 11.6 (same as the 

number of decisions) indicating that AC changes ad at every 

decision instance. This tends to instability. Compare this to the value 

for DC and observe the difference. 

 

 

 

 

 

 

Table A1: Raw metric values as collected from experimental results 

 

Table A2: Scaled metric values 

Metric  
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Abstract — This article reports on two conceptual design 
sessions in which concepts for educational mini-games were 
generated through a human-centred approach. First, co-
creation sessions were held with 14 adolescents between 14 and 
16 years old in order to gain insight into their preferences for 
educational games for language learning. During these 
sessions, 11 game concepts were generated, revealing a 
classification of concepts for games oriented towards, on the 
one hand, formal language learning and, on the other hand, 
more informal communication with other players or in-game 
characters. Second, brainstorm sessions were organized with 
six domain experts in order to reveal which mechanics are 
most appropriate for the design of mini-games for a variety of 
educational programmes. These sessions resulted in 28 ideas 
reflecting three game mechanics particularly suited for 
educational mini-games tailored to adolescent learners. 

Keywords – mini-games; serious games; human-centred; 
conceptual design 

I.  INTRODUCTION 
Nowadays, video games are no longer designed solely 

for entertainment purposes. The continuously increasing 
interest in serious games and gamification has shown that 
many areas can benefit from the engaging experience that 
video games offer. For instance, video games have been 
designed to help people in various therapeutic contexts [22], 
[56], as well as for educational purposes [47], [50], [54]. In 
the field of Computer-Assisted Language Learning (CALL), 
particularly, games have long been developed specifically for 
language instruction [26], [28], [45], and games have, to a 
more limited extent and much more recently [11], been 
subjected to empirical research on issues related to language 
development [13], [37], [42], [52].  

One reason why games may be particularly suited for 
educational purposes is that many aspects of video games, 
for instance problem/puzzle solving and assessment, are also 
present in formal educational settings. Besides the potential 
of serious games to provide engaging learning experiences, 
previous work has shown that it is hard to bring this into 
practice.  

More particularly, on the one hand, it has been 
recognized that it is challenging to ensure the effectiveness 
of serious games, e.g., in terms of knowledge acquisition, 
increased motivation or improved attitudes [41], [58]. On 
the other hand, many serious games have been criticized for 
being unable to provide compelling game experiences, 
thereby failing in achieving their entertaining goals [15], 
[29], [39].  

From the perspective of the player, certainly if playing 
voluntary, gaming is an end in itself rather than a vehicle to 
learn (e.g., learn a new language) or achieve goals outside 
the game (e.g., live healthier) [25]. Arguably the player is 
ideally intrinsically motivated to play a serious game, 
instead of using a game to obtain an extrinsic serious goal.  

Although many researchers have analysed game players’ 
intrinsic motivations [3], [35], [36], [48], [49], [59], [61] 
and the design aspects that deliver engaging game 
experiences [21], [24], [30], [31], [32], there is still a gap in 
research on the design concepts and methods needed to 
reconcile the seemingly contradictory design goals of 
serious games [58].  

This article addresses the challenge of how one can 
design serious games that are both fun and effective. In 
particular, the conceptual design of educational mini-games 
as a complementary means to the instruction in class is 
focused upon. Overall, mini-games are defined as small, 
self-contained games that usually take a short amount of 
time to complete and focus on a specific topic; mini-games 
are ubiquitous, and have been developed for several 
purposes, including education [17].  

In this article, the typical human-centred design 
approach is first described in order to frame the activities of 
our study. Then, the research goals are specified. Further, 
the method and results of two conceptual design sessions 
are elaborated upon; this includes, firstly, the co-creation 
session with end-users and secondly, the brainstorm session 
with domain experts. Then, the results of both sessions are 
discussed. This article ends by summarizing the scientific 
contribution and delineating areas for further work.  
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II. RELATED WORK 
The International Standardization Organization (ISO) 

has defined five major steps in the human-centred design 
process of interactive systems, in which continuous iteration 
is encouraged between phases of understanding and 
specification of the context of use (predesign), 
understanding and definition of user requirements 
(conceptual design), the production of design solutions that 
meet the defined requirements (design and development) 
and an evaluation of these designs against the requirements 
(evaluation) [27]. This process has been referred to as the 
“ISO9241-210 standard of Ergonomics of human-system 
interaction; Human-centred design for interactive systems” 
[27]. It relies on four basic principles, i.e., 1) active 
involvement of users and a good understanding of the needs 
of users and tasks, 2) adaptation of technology to the user, 
3) iterative design, and 4) a multi-disciplinary design team. 

In digital game development, human-centred design has 
mainly been advocated as involving players in play tests 
from the very moment that the first prototypes have been 
created [38], [43], [58]. Although this type of play testing 
does involve players in the evaluation phases of the (late) 
design process, players and stakeholders are rarely offered 
the opportunity to participate in predesign and (conceptual) 
design phases.  

In excluding the eventual players from bringing in input 
in the early concept and design phases, game designers are 
likely to end up with a self-referential design, one that is 
oriented towards the needs and preferences of the designers 
rather than being tailored to the particular target group. Such 
an ‘I’-methodology should be avoided, especially when the 
target audience of the game differs from the 
developers/designers. Besides, the game design process not 
only benefits from input provided by target users, but also 
from input given by domain experts, especially when the 
ambition is to reconcile entertainment and serious goals 
[57].  

This article focuses upon a study that followed a human-
centred game design process. More particularly, the results 
of two conceptual design sessions are reported upon. The 
overall research goal of the sessions was geared towards a 
first understanding and specification of the context of use 
and the definition of user requirements for educational mini-
games tailored to adolescent learners. These research goals 
corresponded with the conceptual design phases of ISO’s 
human-centred design process, as described earlier in the 
article.  

As for the first conceptual design session, target users 
were actively involved in the idea generation of mini-game 
concepts for second language learning. There are several 
ways in which end-users can be involved in the initial 
phases of the design process [4], [16], [18], [34], [60]. In 
our study, generative techniques for idea generation were 
focused upon. These techniques typically rely on the 
creation of artefacts together with end-users, an approach 
that in literature is referred to as co-design or co-creation.  

The central notion is that the people destined to use the 
product play a critical role in conceptualizing and designing 
the product [46].  

Co-creation is based upon the premise that human 
beings’ knowledge, feelings and dreams are hard to uncover 
as this information may not readily be expressed in words, 
or cannot be observed as it might, for instance, be about 
latent needs. Generative techniques or ‘make-tools’ are 
needed then to facilitate the expression and communication 
of thoughts, feelings, and dreams. The act of physically 
laying out words, images and constructing representations 
of ideas enables the participants to articulate their ideas 
more thoroughly than they are able to in a typical interview 
or conversation. Consequently, the reflexivity through the 
act of creation then serves as an explanatory vehicle for 
their needs and ideas, not as a concrete visualization of the 
final design specifications [23], [44].  

Although the method and the results of this first 
conceptual design session have been described in a previous 
publication, presented at the ACHI 2012 conference [1], this 
article provides an extended reflection by the inclusion of 
new empirical data that were gathered during a second 
conceptual design study. Conceptual design typically 
follows an incremental process, and hence it benefits from 
alternation of idea generation phases, especially when 
several multidisciplinary views and a variety of stakeholders 
are brought together.  

Therefore, during the second session, domain experts -
including both game designers/developers and educational 
experts- were asked to brainstorm and reflect upon mini-
game concepts that would be transferable to a variety of 
domains other than language learning, including 
mathematics, history and geography. The development of 
educational games poses real challenges in terms of the 
return on investment. That is why the conceptualization of 
more generic mini-game concepts was considered to be very 
important because it allows mini-game concepts to be re-
used for several educational domains with relatively little 
effort and cost.  

The brainstorm session with domain experts was 
organized according to the evolutionary approach towards 
design thinking, in which phases of diverging (i.e., creating 
choices) and converging (making choices) are typically 
separated and alternated [8]. In particular, the creation of 
ideas in multidisciplinary teams was stimulated in order to 
broaden the space of possibilities.  

To facilitate the idea generation process, several 
recombination and mutation rules and techniques were 
relied upon. For instance, domain experts were encouraged 
to express themselves visually and come up with wild ideas 
[53]. Additionally, the participants were encouraged to 
produce many ideas in order to get as many ideas from the 
workshop as possible. This was important because it has 
been found that discussing multiple brainstorming outcomes 
is more effective than considering a single artefact when it 
comes to avoiding fixation [19], richer design outcomes, 
better idea exploration, sharing, and group rapport [14]. 
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III. CO-CREATION WITH END-USERS 
In the following paragraphs, the first conceptual design 

session, the co-creation with end-users, is described in 
detail, including the participants and procedure, and 
followed by a discussion of the results.  

A. Method 
1) Participants 

A total of fourteen adolescents participated in the co-
creation session. The group was divided into two subgroups; 
each subgroup participated in one co-creation workshop. 
The first workshop was organized with eight adolescents in 
the morning; the other workshop, consisting of six 
adolescents, took place in the afternoon.  

All participants were between 14 and 16 years of age, 
only one of the 14 participants was a girl. Twelve were in 
general secondary education, two participants were from 
technical secondary education. The eight participants of the 
first workshop played on average 41 minutes a day; the six 
participants of the second workshop played on average 1 
hour 35 minutes. The participants were recruited through 
online forums, electronic newsletters, paper flyers and 
posters. Although the aim was to recruit a group of 
adolescents that was evenly divided in terms of gender, 
education and game preferences, there was an 
overrepresentation of boys from general secondary 
education who play games on a regular basis.  

2) Procedure 
The morning and afternoon workshop lasted each 

approximately three hours. Each workshop consisted of an 
introduction, group discussion, game design round, and a 
final group discussion. By following these steps, we aimed 
to follow the typical cognitive process of creativity closely. 
This process is typically divided into four or five stages, 
including the sensitization of the problem space, incubation, 
inspiration and transformation stage [5], [9], [12]. These 
stages will be referred to in more detail below. 

Introductory round: Using a slideshow presentation, the 
topic at hand and the co-creation methodology were 
explained. Then, results from previous co-creation 
workshops were presented. These examples were taken 
from domains other than language learning, in order to 
prevent possible bias in the creative thinking of the 
participants. The introduction took around 15 minutes. 

Group discussion: After the introduction, the group was 
split into smaller subgroups. Two researchers joined each 
subgroup and started a short, moderated group discussion. 
The aim was to better understand the envisioned context of 
use and the end-users, which is necessary to define 
requirements for the design of new products [27]. More 
particularly, the participants’ current language learning 
practices -both formal and informal- and their general 
experience with learning through games were addressed. 
Additionally, this group discussion was also intended as a 
‘sensitizing activity’, which is a typical first stage in a 
creative process of idea generation [5], [51]. This group 
discussion lasted approximately 20 minutes. 

 

 
Figure 1.  Co-creation session in which low-fidelity prototypes of video 
games were created. 

 

 
Figure 2.  Prototype presentation and group discussion. 

 
Game design round: Given the time of about one hour, 

each subgroup was asked to come up with game concepts 
and create low-fidelity paper prototypes of these concepts 
using the available materials (see Figure 1).  

The creation of at least three prototype artefacts was 
encouraged as it has been found that creating multiple 
prototypes is more effective than creating a single prototype 
when it comes to the design outcomes, exploration, sharing, 
and group rapport [14].  

Note that the prototypes by no means had to be complete 
designs, but rather served as vehicles to express and discuss 
ideas, needs and preferences. Further, the participants were 
not constrained in the creation and conceptualization to 
mini-games only; they were given the opportunity to think 
freely about a variety of game concepts for language 
learning instead. Only when a group of participants had 
come up with two concepts that were clearly regular video 
games instead of mini-games, the researchers encouraged 
the participants to think of their next game concept as a 
mini-game.  
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When looking at the different stages of the creative 
process of idea generation and design thinking, the game 
design round resembled the third stage, inspiration [44]. In 
this stage, possible solutions or new insights typically occur. 
The incubation stage was not present in our study due to 
practical concerns, as the workshops were scheduled on one 
day. Such an incubation stage typically occurs after 
sensitization of the problem stage and before inspiration, 
and allows the participants to set the problems aside for a 
time.  

Final group discussion: After the game design round, 
participants presented their prototypes to each other and the 
researchers (see Figure 2). Participants could ask questions, 
comment on the prototypes and ideas, and judge the 
appropriateness and potential of the presented concepts. The 
researchers moderated this discussion, probed for more 
clarification with respect to certain design choices, as well 
as regarding a number of pre-defined topics, questioning for 
instance the user-oriented and personal goals of the game 
concepts, the role of the teacher, or the envisioned context-
of-use.  

Note that the group discussion was considered as an 
activity that represents the final stage in the creative 
process, i.e., transformation [9]. This stage foresees in an 
evaluation of the value of ideas (e.g., group discussions) and 
decision (e.g., via rating) with regard to the idea selection. 
In our study, this transformation phase lasted about an hour. 

B. Results 
The co-creation workshops with end-users resulted in a 

total of 11 game concepts. Four of the eleven games had a 
multiplayer mode. Six of the games incorporated a social 
component, like the ability to share high scores with friends, 
and communicate via voice chat. The choice of the platform 
(computer, console, mobile) was not specified for most 
game concepts. Some games were thought to be more suited 
for a specific platform than others, with game concepts 
ranging from a traditional mini-game on a desktop 
computer, to an augmented reality game on a mobile phone. 
Further, the results revealed a wide range of reward 
mechanisms, from simple scoring systems such as 
traditional high scores to more complex rewarding 
mechanisms, whereby the player gains experience points on 
different levels. The participants also indicated that in-game 
feedback mechanisms were of considerable importance. The 
participants agreed that the mini-games for foreign language 
learning should provide some kind of feedback mechanism 
that helps players when they are stuck, such as for instance, 
a built-in translator to an in-game character that aided the 
player as an interpreter for foreign languages. 

Overall, the results revealed two main categories of game 
concepts for language learning, including games for formal 
learning on the one hand, and games in which language 
serves as a means of communication on the other hand. In 
what follows, a more detailed overview of these two 
categories is given. 

 

1) Games for formal language learning 
The co-creation sessions revealed three game concepts 

that were aimed towards formal language learning. These 
games shared a focus on vocabulary, were similar in terms 
of immediate feedback, required limited time to play, and 
contained little or no narrative. The latter characteristics will 
be outlined based on one game concept that was developed 
during the co-creation workshops, namely the cannon-
versus-monsters game (see Figure 3).  

In this game, the player has to translate a word as quick 
as possible in order to prevent monsters, descending on a 
narrow path, to reach the player. The number of bullets a 
player receives depends on the length of the assigned word. 
For instance, a four-letter word that is correctly translated 
gives the player four bullets to eliminate the approaching 
monsters. The difficulty level of the game gradually rises 
with each stage, offering the player not only more 
challenging words to translate, but also more bullets and 
useful power-ups -any item that temporarily gives a 
character new abilities, new powers, or a statistical bonus.  

Feedback in the cannons-versus-monsters game is 
provided immediately. Every time the player fails to translate 
a word, the monsters come closer to the player’s home, 
eventually destroying it when the monsters come near 
enough. The player should thus try to translate as many 
words as possible in a correct way. When the player fails to 
translate a word, the consequences are instantly visible as the 
monsters further approach the onscreen character of the 
player.   

The cannon-versus-monster game revolves around the 
relatively simple goal of keeping the monster away. By 
translating words correctly ammunition is earned that can be 
used to shoot the monsters. No further narrative or plot was 
provided as context for the game. The cannon-versus-
monsters game concept concerned a simple and short game; 
it did not require a lot of time to complete. Therefore, the 
participants argued that the game could be played in 
situations in which little time is available, e.g., at home for 
schoolwork or even at school as part of language learning 
classes. 
 

 
Figure 3.  Drawing of the cannon-versus-monsters game concept. 
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Figure 4.  Creation of the adventure game. 

 

2) Games and language as communication 

The majority of ideas could be characterized as presenting a 
game concept in which language is used as communication. 
In total, six game concepts could be characterized by their 
focus on language as a means to communicate in the game. 
Players needed to communicate to progress through the 
game. When compared to the three game concepts that 
focused on vocabulary, these concepts were characterized as 
being more complex, containing an elaborate narrative, 
providing less immediate feedback, and being more time 
consuming. In what follows, the characteristics of the latter 
category of game concepts will be explained by looking at 
one of the six game concepts, an adventure game, in more 
detail (see Figure 4).  

The adventure game starts from a story in which the 
player has to get from Paris, France, to Los Angeles, USA, 
to visit his or her sick mother. To achieve this, the player 
has to communicate with other game characters or other 
non-player characters. Thus, language is the means to get to 
the end goal. Through dialogues and creative use of 
language (e.g., asking for a lift, lure opponents into traps, 
persuasion, deceiving, etc.) the game character progresses 
through the game.  

Overall, the results showed that the game concepts that 
focused on communication were more elaborate than the 
game concepts that focused more explicitly on linguistic sub-
domains, such as vocabulary. The narrative was very 
important and much richer in the games focusing on 
communication. Consequently, feedback was thought of in a 
less immediate way than in the games that focused on 
vocabulary.  

For instance, while in the cannon-versus-monsters game, 
the player immediately receives bullets to keep the monsters 
away, or sees the monsters approaching further after each 
mistake; the progress in the games focusing on 
communication was less immediately visible. Although the 

end goal was clear, the player was only considered to slowly 
approach the goal; and in this process the rewards were more 
high level. 

Finally, compared to the games focusing on vocabulary, 
the game concepts with a focus on communication were 
relatively complex and therefore required more time to play. 
To engage in the game concepts, players would need a 
period of uninterrupted time available to play. This would 
make these games, according to our participants, more suited 
for playing at home, and less suited for class use.  

IV. BRAINSTORM WITH DOMAIN EXPERTS 
In the next paragraphs, the participants and procedure of 

the brainstorm session with domain experts is described, 
followed by a discussion of the results. 

A. Method 

1) Participants 

Three game designers/developers and three educational 
experts were invited to participate in the brainstorm session. 
These domain experts were divided in three subgroups of 
two people, one game expert and one educational expert. 
Figure 5 shows an impression of the brainstorm session in 
small subgroups.  

2) Materials 
The domain experts were provided with three kinds of 
materials as input for the workshop in order to facilitate the 
brainstorming process; they were not forced to use these 
materials. 

Firstly, each subgroup received five random cards from 
the Game Seeds© card deck [55] (see Figure 6). These cards 
visually represent game mechanics as well as some playful 
rules that can be used to turn a brainstorming exercise into a 
playful activity. Even though the participants did not have to 
engage in the entire Game Seeds© brainstorming game, the 
visual presentation of game mechanics on the cards was 
considered to impose additional constraints that could 
increase creative thinking.  

Secondly, to encourage domain experts to generate game 
concepts for a wide range of educational purposes, sheets 
with written topics that typically constitute the subject 
matter of adolescent-oriented class courses on geography, 
history, mathematics and language learning were handed 
over. Again, these sheets were shown for inspiration 
purposes only; domain experts did not need to rely on this 
information.  

Thirdly, personas were given as input to the brainstorm 
in order to further improve the idea generation process. 
Personas represent fictive characters that are based on 
factual information. In human-centered design, personas are 
utilized to present a reflection of the (hypothetical) 
archetypal user. Additionally, personas are also considered 
useful as a method to make a design team empathise with 
the product’s end-users thanks to a deeper understanding of 
their likes and dislikes, and their capabilities [2], [10], [40].  



572

International Journal on Advances in Intelligent Systems, vol 5 no 3 & 4, year 2012, http://www.iariajournals.org/intelligent_systems/

2012, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

 

 
Figure 5.  Brainstorming session with domain experts. 

 

 
Figure 6.  Game Seeds© cards, used as input for the brainstorming method. 
The visual representation of concrete game mechanics presented 
constraints that were deliberately imposed to increase the likelihood of 
creative design thinking. 

 

 
Figure 7.  Extreme persona (Dutch), used as input for the brainstorm 
session with domain experts, as a means to create empathy with the end 
users and stimulate creativity during the idea generation process. 

 

In our study, the personas resulted from the insights 
gained in a diary study that preceded the brainstorming 
session. In the diary study, eight households with 
adolescents were selected to report on their behaviour and 
experiences with Monkey Tales©, an educational game for 
training mathematics [33], for a period of two to three 
weeks. The results were summarized in ‘extreme’ personas 
that enlarged the players’ general characteristics and 
reported in an exaggerated way their likes and dislikes, the 
media rules of the household, their game preferences and 
experiences. For an example of such an extreme personas 
(in Dutch), we refer to Figure 7.  

The advantages of brainstorming with extreme inputs 
that are based on evidence-based personas are twofold. 
First, personas have been found to provide a powerful 
means to communicate relevant user characteristics to help a 
product design team to empathize more with the envisioned 
end-users [2], [10], [40].  Secondly, the power of the 
reflection on extreme stimuli has been recognized as 
showing great promise to increase the creativity during idea 
generation phases in user-centred design [6], [7], [19]. 

3) Procedure 
The procedure consisted of three rounds of 

brainstorming in pairs followed by evaluative, plenary 
discussions of the value of the ideas. After each 
brainstorming and discussion round, new pairs were formed 
and a new round of brainstorming and evaluative discussion 
was started. In each round, the dyads received a new 
combination of input materials, including a persona, five 
randomly assigned game mechanics and a new educational 
topic.  

In total, the brainstorm lasted approximately two hours 
and 30 minutes.  

B. Results  
The brainstorm session with domain experts generated 

28 ideas that reflected three different types of educational 
mini-game concepts. The first category concerned the 
‘Matchers’, characterized as those mini-game concepts in 
which players are challenged to combine several related 
things such as words, numbers, images or topics. The 
majority of the game concepts generated during the 
brainstorm session could be classified as a Matcher. The 
second category encompassed the “Sorters”. These concepts 
shared the common idea that things can be ordered on a 
timeline or map. The third main category of game concepts 
revolved around Multiple Choice (questions). It should be 
noted, though, that some game concepts could not be 
classified into one of these three aforementioned game 
categories. In sum, the analysis of the game concepts 
revealed the following classification: a) Matchers, b) 
Sorters, c) Multiple Choice and d) Others. 

The constraints of this article do not allow us to 
elaborate upon each single idea that was generated during 
the brainstorm. Consequently, we will select one game 
concept for each category and discuss it in more detail. 
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1) Matchers 
In total, the brainstorm session resulted in 16 Matcher 

game concepts. To exemplify this, we will report upon the 
‘Snowlines’ concept. Figure 8 shows the concept drawing as 
it was sketched and presented during the brainstorm session. 

The idea of ‘Snowlines’ is that by 
snowboarding/skating/skiing through the gates the player 
needs to select the words or items that are related to each 
other. There are several routes that are allowed/correct; 
some are more optimal than others and by choosing or 
combining the right gates, more or less points can be 
collected. The learning concept relies on the ability to group 
similar words, items, topics, verb conjunctions etc. The 
underlying game mechanic is based on selection and 
grouping. For this concept, one might think of additional 
features to enhance the playability, such as doing tricks in 
between two gates.  

2) Sorter 
Four Sorter game concepts were generated. One of these 

Sorters was the ‘Character-Map Exploration’ game, 
depicted in Figure 9. In this game concept, players would 
receive an inventory of characters, of which some are 
locked, and some are not. The players would then need to 
interview these characters to get to know them. Based on the 
information revealed by the characters, players would be 
able to place the characters on the correct spot on the map. 
According to the domain experts, linking characters and 
their items with the corresponding country and locating this 
country, the players might eventually learn about historical 
people, their stories and locations. 

3) Multiple Choice 
The brainstorm session resulted in two multiple Choice 

game concepts. Figure 10 shows the concept sketch of one 
of these, namely the ‘Save the Princess’ game. The game 
concept resolved around the challenge of saving a princess 
and finding your way through a labyrinth. By choosing the 
right door/way, the player would select the correct answer. 
Behind the wrong doors/answers, there is the risk to be 
confronted with deadly monsters. Everywhere in the 
labyrinth the player might engage in finding clues and hints 
to help find the correct way.  

4) Others 
Six concepts could not be classified in one of the 

categories above. Examples were the ‘Search the 7 
Mistakes’ in which players had to select things that are 
wrong in an image, and the ‘Draw and Guess’ game concept 
in which players would have to guess the specific word 
from his or her teammates’ drawings. These two game 
concepts are represented in Figure 11.  

 
 
 

 
Figure 8.  Concept sketch ‘Snowlines’, a Matcher game concept. 

 

 
Figure 9.  Concept sketch ‘Character-Map Exploration’, a Sorter game. 

 

  
Figure 10.  Concept sketch ‘Save the Princess’, a Multiple Choice game. 

 

 
Figure 11.  Concept sketches ‘Search the 7 mistakes’ (left) and ‘Draw and 
Guess’ (right). 
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V. DISCUSSION 
A variety of ideas were generated during the 

brainstorming session with domain experts and during the 
co-creation workshops with end-users, showing considerable 
promise on the basis of which both fun and effective 
educational mini-games can be designed.  

The results of the co-creation with end-users point 
towards two directions that can be chosen in the design phase 
of educational games for language learning. On the one 
hand, the participants considered the potential of games for 
formal language learning that resembled the definition of a 
mini-game. It should hereby be noted that these formal 
language-learning exercises were related to learning 
vocabulary; none of these game concepts dealt with 
grammar. It is unclear, however, whether this is the result of 
a lack of interest or the adolescent participants’ lack of 
capability to consider grammar-related game concepts. On 
the other hand, when it comes to language as 
communication, the participants preferred more complex 
games with a narrative, which confirms that games can be 
used as a medium to create a need for the language learner to 
accomplish objectives that lie outside the language itself. 
Nevertheless, many of this type of game concepts resembled 
existing games. It is not clear whether this fixation upon 
existing game concepts resulted from methodological 
decisions, the participants’ characteristics, or from the 
combination of both aspects. In order to potentially be able 
to answer this question, we would advise future research to 
link the participants' gaming history and pre-existing 
preferences to the creation of game concepts in co-creation 
sessions and experiment with a wider variety of idea 
generation techniques. 

Secondly, when it comes to the ideation of mini-game 
concepts that can be used for several exercises in a variety of 
instructional domains other than language learning only, the 
results suggested that Matchers, Sorters and Multiple Choice 
game mechanics are most promising to be included in 
educational mini-games. We are convinced that the generic 
character of these game concepts may bring an important 
advantage for game developers or publishers who want to 
wisely invest in educational mini-games.  

There are some issues that remain unsolved, though. For 
instance, it is not clear why the brainstorm session mainly 
revealed Matcher concepts. At this point, it is unclear 
whether this is due to a lack of a better classification, or 
whether it is just easier to generate ideas about Matcher 
game concepts; or if there are even other reasons involved. 
Moreover, it should be noted, that the categorization of 
Matchers, Sorters and Multiple Choice educational game 
mechanics does not differ that much from the classical e-
learning approaches that also typically rely on matching, 
multiple choice and sorting. In this context, our results 
clearly indicated that the ‘packaging’ of the exercises 
provided the mini-games with an additional layer of fantasy 
that increased the game experience (e.g., story, characters 
and missions. 

 

Another issue with respect to the brainstorm session with 
domain experts concerns the usefulness of the input 
materials, i.e., the personas, the Game Seeds© and the 
instructional examples. To our knowledge, there is no 
previous work in which the combination of these input 
materials have been employed. Consequently, it is unclear 
what the effect is of the methodological decisions upon the 
brainstorm outcome.  

The last issue of our discussion is relevant for both the 
co-creation and brainstorming session. It should be stressed 
once more that the results were not intended to represent 
finished game concepts or concrete design guidelines. The 
results provide the design team with more insights into the 
users and their preferences, information that should be 
complemented with for instance the insights revealed 
through contextual observations. When the design team 
understands the users and the context of use, inspiration can 
be drawn from the created artefacts (co-creation workshops) 
and presented sketches (brainstorm session) in the further 
development from low-fidelity to high-fidelity prototypes. 
As the ISO 9241-210 human-centred design process 
prescribes, phases of development and human-based 
evaluations should sufficiently iterate in order to optimize 
the end product. Hence, the designers can put their own 
expertise in developing the designs, being inspired but at the 
same time not limited by the artefacts that were created 
during the brainstorm and co-creation sessions. The design 
team should hereby acknowledge that the products have to 
be re-evaluated in several iterations by directly involving the 
stakeholders, i.e., the end-users in the first place.  

VI. CONCLUSION AND FUTURE WORK 
This article reported upon two conceptual design sessions 

in which a human-centred approach was followed to gather 
requirements and inspiration for the design of mini-games 
with educational purposes tailored to adolescent learners. 

Firstly, co-creation workshops were held with 
adolescents in order to reveal their ideas, needs and 
preferences with regard to video games for language 
learning. The results showed a divide between the concepts 
for mini-games that were oriented towards formal language 
learning (e.g., exercises on vocabulary) on the one hand and 
video games that were based on communication with others 
(players or in-game characters) on the other.  

Secondly, brainstorm sessions were held with domain 
experts, including game designers/developers and 
educational experts, to generate ideas and gather 
requirements for the design of mini-game concepts with 
educational goals. The results revealed a categorization of 
educational mini-game concepts with sufficient potential to 
be both fun and efficient, including Matchers, Sorters and 
Multiple-Choice concepts. The Matchers seemed most 
promising, not only did this category generate most ideas, it 
also turned out to be most promising to be applied in a 
variety of educational programs ranging from mathematics to 
language learning, geography and history.  
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To conclude, the two conceptual design sessions 
described in this article resulted in a divergence and 
multitude of rich ideas. Nevertheless, more design iterations 
are needed to evaluate these ideas by making choices in 
terms of the most promising ideas. By no means are the 
conceptual design sessions imposing final solutions. As 
described by the ISO’s human-centred design process, more 
iterations and empirical evaluations are needed in the 
subsequent detailed design and development phases. 
Consequently, future work should focus on the next human-
centred design steps and report which design decisions are to 
be taken to realize successful educational mini-games that 
are tailored to adolescent learners; mini-games that reconcile 
both entertaining and educational goals.  

ACKNOWLEDGMENT 
The first study (co-creation sessions) was conducted as 

part of the iMinds-MiGaMe (Mini Games for Maximum 
efficiency) project. The second study (the brainstorm 
sessions with domain experts) was performed in the context 
of the iMinds-G@S (Games at School) project. These 
projects are cofounded by iMinds (Interdisciplinary Institute 
for Technology), a research institute founded by the Flemish 
Government. The leading companies involved in the 
iMinds-G@S project are Larian and die Keure, with project 
support of IWT. We are grateful to all participants of the 
co-creation and brainstorming sessions for their enthusiasm 
to generate cool ideas.  

REFERENCES 
[1] Poels, Y., Annema, J.-H., Zaman, B., and Cornillie, F. 

“Developing User-Centered Video Game Concepts for 
Language Learning,” ACHI conference, 2012, pp. 11–16. 

[2] Antle, A.N. Child-personas: fact or fiction?“ Proceedings of 
the 6th conference on Designing Interactive systems (DIS 06), 
ACM, 2006, pp. 22–30. 

[3] Bartle, R. “Hearts, Clubs, Diamonds, Spades: Players Who 
Suit MUDS,” 1996, http://www.mud.co.uk/richard/hcds.htm 
[last accessed Dec 2012]. 

[4] Beyer, H. and Holtzblatt, K. “Contextual Design: Defining 
Customer-centered Systems,” Morgan Kaufmann, San 
Francisco, CA, 1998. 

[5] Boden, M.A. “Creative Mind: Myths and Mechanisms,” 
Routledge, New York, NY, 2003. 

[6] Bowen, S. “Getting it Right: Lessons Learned in Applying a 
Critical Artefact Approach,” In: Undisciplined! Design 
Research Society Conference 2008, Sheffield Hallam 
University, Sheffield, UK, 2009. 

[7] Bowen, S.J. “Crazy ideas or creative probes?: presenting 
critical artefacts to stakeholders to develop innovative product 
ideas,” Proceedings of EAD07: Dancing with Disorder: 
Design, Discourse and Disaster, Izmir, Turkey, 2007. 

[8] Brown, T. “Change by Design: How Design Thinking 
Transforms Organizations and Inspires Innovation,” 
HarperBusiness, 2009. 

[9] Bullinger, H.-J., Müller-Spahn, F., and Rössler, A. 
“Encouraging Creativity - Support of Mental Processes by 
Virtual Experience,” Conference Virtual Reality World, 1996. 

[10] Cooper, A. and Reimann, R.M. “About Face 2.0: The 
Essentials of Interaction Design,” Wiley, 2003. 

[11] Cornillie, F., Thorne, S.L., and Desmet, P. “Editorial. Digital 
games for language learning: from hype to insight?” ReCALL 
vol. 24(3), 2012, pp. 243–256. 

[12] Csikszentmihalyi, M. “Creativity: Flow and the Psychology 
of Discovery and Invention,“ Harper Perennial, 1997. 

[13] deHaan, J., Reed, W.M., and Kuwada, K. “The effect of 
interactivity with a music video game on second language 
vocabulary recall,” Language Learning & Technology vol. 
14(2), 2010, pp. 74–94. 

[14] Dow, S., Fortuna, J., Schwartz, D., Altringer, B., Schwartz, 
D., and Klemmer, S. “Prototyping dynamics: sharing multiple 
designs improves exploration, group rapport, and results,“ 
Proceedings of the 2011 annual conference on Human factors 
in computing systems, (CHI2011), ACM, 2011, pp. 2807–
2816. 

[15] Egenfeldt-Nielsen, S. “Beyond Edutainment:  Exploring the 
Educational Potential of Computer Games.” PhD Dissertation, 
online http://www.learninginvideogames.com/research-and-
papers/beyond-edutainment-a-dissertation-by-simon-
egenfeldt-nielsen/ [last accessed December 2012], 2005. 

[16] Ermi, L. and Mäyrä, F. “Player-Centred Game Design: 
Experiences in Using Scenario Study to Inform Mobile Game 
Design,” Game Studies: The International Journal of 
Computer Game Research vol. 5(1), 2005. 

[17] Frazer, A., Argles, D., and Wills, G. “Assessing The 
Usefulness Of Mini-games As Educational Resources,” ALT-
C 2007: Beyond Control, 2007. 

[18] Gaver, B., Dunne, T., and Pacenti, E. “Design: Cultural 
probes,” Interactions vol. 6(1), 1999, pp. 21–29. 

[19] Gaver, B. and Martin, H. “Alternatives: exploring information 
appliances through conceptual design proposals,” Proceedings 
of the SIGCHI conference on Human factors in computing 
systems (CHI2000), 2000, pp. 209–216. 

[20] Gaver, W.W., Beaver, J., and Benford, S. “Ambiguity as a 
resource for design,” Proceedings of the SIGCHI conference 
on Human factors in computing systems (CHI2003), ACM, 
2003, pp. 233–240. 

[21] Greenberg, B.S., Sherry, J., Lachlan, K., Lucas, K., and 
Holmstrom, A. “Orientations to Video Games Among Gender 
and Age Groups, “Simulation & Gaming vol. 41(2), 2010, pp. 
238–259. 

[22] Griffiths, M. “The therapeutic use of videogames in childhood 
and adolescence, “Clinical child psychology and psychiatry 
vol. 8(4), 2003, p.547. 

[23] Hackos, J.A. and Redish, J.C. “User and Task Analysis for 
Interface Design, “John Wiley & Sons, Inc., 1998. 

[24] Hartmann, T. and Klimmt, C. “Gender and Computer Games: 
Exploring Females’ Dislikes,” Journal of Computer-Mediated 
Communication vol. 11(4), 2006, pp. 910–931. 

[25] Hubbard, P. “Evaluating Computer Games for Language 
Learning,” Simulation & Gaming vol. 22(2), 1991, pp. 220 –
223. 

[26] Hubbard, P. “Interactive Participatory Dramas for Language 
Learning,” Simulation & Gaming vol. 33(2), 2002, pp. 210 –
216. 

[27] ISO. “ISO 9241-210:2010 - Ergonomics of human-system 
interaction -- Part 210: Human-centred design for interactive 
systems,” 
http://www.iso.org/iso/catalogue_detail.htm?csnumber=5207
5 [last accessed September 2012], 2010. 

[28] Johnson, W.L. “Serious Use of a Serious Game for Language 
Learning,” Proceeding of the 2007 conference on Artificial 
Intelligence in Education: Building Technology Rich 
Learning Contexts That Work, IOS Press 2007, pp. 67–74. 

[29] Kirriemuir, J. and McFarlane, A. “Literature review in games 
and learning,” Futurelab, 2004. 

[30] Klimmt, C., Hartmann, T., and Frey, A. “Effectance and 
control as determinants of video game enjoyment,” 
Cyberpsychology & Behavior vol. 10(6), 2007, pp. 845–847. 

[31] Klimmt, C., Rizzo, A., Vorderer, P., Koch, J., and Fischer, T. 
“Experimental Evidence for Suspense as Determinant of 
Video Game Enjoyment.” Cyberpsychology & Behavior vol. 
12(1), 2009, pp. 29–31. 



576

International Journal on Advances in Intelligent Systems, vol 5 no 3 & 4, year 2012, http://www.iariajournals.org/intelligent_systems/

2012, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

[32] Klimmt, C., Schmid, H., and Orthmann, J. “Exploring the 
Enjoyment of Playing Browser Games.” Cyberpsychology & 
Behavior vol. 12(2), 2009, pp. 231–234. 

[33] Larian Studios and Die Keure. “Monkey Tales Games - 
Educational math games.” 
http://www.monkeytalesgames.com [last accessed: September 
2012], 2011. 

[34] Laurel, B. and Lunenfeld, P. “Design Research: Methods and 
Perspectives,” The MIT Press, 2003 . 

[35] Lazzaro, N. “Why We Play Games: Four Keys to More 
Emotion Without Story,” Game Developers Conference, 
2004. 

[36] Malone, T.W. and Lepper, M.R. “Making learning fun: A 
taxonomy of intrinsic motivations for learning,” Aptitude, 
learning, and instruction vol. 3, 1987, pp. 223–253. 

[37] Miller, M. and Hegelheimer, V. “The SIMs meet ESL. 
Incorporating authentic computer simulation games into the 
language classroom ” Interactive Technology and Smart 
Education vol. 3(4), 2006, pp. 311–328. 

[38] Pagulayan, R.J., Keeker, K., Wixon, D., Romero, R.L., and 
Fuller, T. “User-centered design in games,” In J.A. Jacko and 
A. Sears, eds. The Human-Computer Interaction Handbook. 
Fundamentals, Evolving Technologies and Emerging 
Applications. L. Erlbaum Associates Inc., Hillsdale, NJ, USA, 
2003, pp. 883–906. 

[39] Papert, S. “Does Easy Do It? Children, Games, and Learning 
” Game Developer, 1998, pp. 87–88. 

[40] Pruitt, J. and Grudin, J. “Personas: practice and theory”. 
Proceedings of the 2003 conference on Designing for user 
experiences (DUX ’03), ACM 2003, pp. 1–15. 

[41] Purushotma, R., Thorne, S.L., and Wheatley, J. “10 Key 
Principles for Designing Video Games for Foreign Language 
Learning,” 2008. http://knol.google.com/k/10-key-principles-
for-designing-video-games-for-foreign-language-learning# 
[last accessed May 2011]. 

[42] Ranalli, J. “Learning English with The Sims: exploiting 
authentic computer simulation games for L2 learning,” 
Computer Assisted Language Learnin, vol.21(5), 2008, pp. 
441–455. 

[43] Salen, K. and Zimmerman, E. “Rules of Play: Game Design 
Fundamentals,“ MIT Press, 2003. 

[44] Sanders, E.B.N. “From user-centered to participatory design 
approaches,” Design and the social sciences: making 
connections vol. 2, 2002, p. 1. 

[45] Sanders, R.H. and Sanders, A.F. “History of an AI spy game: 
Spion,”  In Thirty years of computer assisted language 
instruction. CALICO, 1995, pp. 114–127. 

[46] Schuler, D. and Namioka, A. “Ethnographic Field Methods 
and Their Relation to Design,” In Participatory Design: 
Principles and Practices. Routledge, 1993. 

[47] Serious Games Interactive. “Global Conflicts: Palestine,” 
Gamers Gate, Manifesto Games & Macgamestore, 2007. 

[48] Sherry, J.L., Lucas, K., Greenberg, B.S., and Lachlan, K. 
“Video game uses and gratifications as predictors of use and 
game preference,” In Playing video games: Motives, 

responses, and consequences, Lawrence Erlbaum Associates, 
2006, pp. 213–224. 

[49] Sherry, P., Lucas, K., Greenberg, B., and Lachlan, K. 
“Playing video games: motives, responses, and consequences, 
“Routledge, 2006. 

[50] Spongelab Interactive. “Genomics Digital Lab - History of 
biology,” Spongelab Interactive, 2009. 

[51] Sulmon, N., Derboven, J., Montero Perez, M., and Zaman, B. 
“Creativity as a process: a participatory design approach to 
gather mobile language learning user requirements,” 
Proceedings of the IADIS international conference e-learning 
2011, 2011, pp. 429–437. 

[52] Sykes, J.M. “Learner requests in Spanish: Examining the 
potential of multiuser virtual environments for L2 pragmatic 
acquisition,” In L. Lomicka and G. Lord, eds. The Next 
Generation: Social Networking and Online Collaboration in 
Foreign Language Learning. Computer Assisted Language 
Instruction Consortium, Durham, 2009. 

[53] Thoring, K. and Müller, R.M. “Understanding the creative 
mechanisms of design thinking: an evolutionary approach, “ 
Proceedings of the Second Conference on Creativity and 
Innovation in Design (DESIRE’11), ACM, 2011, pp. 137–
147. 

[54] United Nations World Food Programme. “Food Force: The 
First Humanitarian Video Game,“ World Food Programme, 
2005. 

[55] Utrecht School of the Arts, Monobanda, and Metagama. 
“GAME SEEDS” 2012. http://www.gameseeds.net/ [last 
accessed September 2012]. 

[56] Vanden Abeele, V., Geurts, L., Husson, J., Windey, F., 
Annema, J., Verstrate, M., and Desmet, S. “Designing Slow 
Fun! Physical Therapy Games to Remedy the Negative 
Consequences of Spasticity,” Proceedings of the 3rd 
International Conference on Fun and Games (FnG 2010), 
ACM Press, 2010. 

[57] Vanden Abeele, V. and De Schutter, B. “Designing 
intergenerational play via Enactive Interaction,” Competition 
and Acceleration. Journal of Personal and Ubiquitous 
Computing: Special Issue on Design for Social Interaction 
through Physical Play, 2009. 

[58] Vanden Abeele, V., Schutter, B., Geurts, L., Desmet, S., 
Wauters, J., Husson, J., Van Audenaeren, L., Broeckhoven, 
F., Annema, J.,and  Geerts, D. “P-III: A Player-Centered, 
Iterative, Interdisciplinary and Integrated Framework for 
Serious Game Design and Development,” In S. 
Wannemacker, S. Vandercruysse and G. Clarebout, eds., 
Serious Games: The Challenge. Springer Berlin Heidelberg, 
2012, pp. 82–86. 

[59] Vorderer, P. and Bryant, J. “Playing Video Games: Motives, 
Responses, and Consequences,” Lawrence Erlbaum 
Associates, 2006. 

[60] Winograd, T. and Kuhn, S. “Participatory Design,”In 
Bringing Design to Software. Addison-Wesley, 1996. 

[61] Yee, N. “Motivations for Play in Online Games.” 
CyberPsychology & Behavior vol. 9(6), 2006, pp. 772–775. 

 



www.iariajournals.org

International Journal On Advances in Intelligent Systems

ICAS, ACHI, ICCGI, UBICOMM, ADVCOMP, CENTRIC, GEOProcessing, SEMAPRO, BIOSYSCOM,
BIOINFO, BIOTECHNO, FUTURE COMPUTING, SERVICE COMPUTATION, COGNITIVE, ADAPTIVE,
CONTENT, PATTERNS, CLOUD COMPUTING, COMPUTATION TOOLS, ENERGY, COLLA, IMMM, INTELLI,
SMART, DATA ANALYTICS

issn: 1942-2679

International Journal On Advances in Internet Technology

ICDS, ICIW, CTRQ, UBICOMM, ICSNC, AFIN, INTERNET, AP2PS, EMERGING, MOBILITY, WEB

issn: 1942-2652

International Journal On Advances in Life Sciences

eTELEMED, eKNOW, eL&mL, BIODIV, BIOENVIRONMENT, BIOGREEN, BIOSYSCOM, BIOINFO,
BIOTECHNO, SOTICS, GLOBAL HEALTH

issn: 1942-2660

International Journal On Advances in Networks and Services

ICN, ICNS, ICIW, ICWMC, SENSORCOMM, MESH, CENTRIC, MMEDIA, SERVICE COMPUTATION,
VEHICULAR, INNOV

issn: 1942-2644

International Journal On Advances in Security

ICQNM, SECURWARE, MESH, DEPEND, INTERNET, CYBERLAWS

issn: 1942-2636

International Journal On Advances in Software

ICSEA, ICCGI, ADVCOMP, GEOProcessing, DBKDA, INTENSIVE, VALID, SIMUL, FUTURE
COMPUTING, SERVICE COMPUTATION, COGNITIVE, ADAPTIVE, CONTENT, PATTERNS, CLOUD
COMPUTING, COMPUTATION TOOLS, IMMM, MOBILITY, VEHICULAR, DATA ANALYTICS

issn: 1942-2628

International Journal On Advances in Systems and Measurements

ICQNM, ICONS, ICIMP, SENSORCOMM, CENICS, VALID, SIMUL, INFOCOMP

issn: 1942-261x

International Journal On Advances in Telecommunications

AICT, ICDT, ICWMC, ICSNC, CTRQ, SPACOMM, MMEDIA, COCORA, PESARO, INNOV

issn: 1942-2601


