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Abstract—Even though the Hamiltonian cycle problem is NP-
complete, many of its problem instances are not. In fact, almost
all the hard instances reside in one area: near the Komlós-
Szemerédi bound, where randomly generated graphs have an
approximate 50% chance of being Hamiltonian. If the number
of edges is either much higher or much lower, the problem is
not hard – most backtracking algorithms decide such instances in
(near) polynomial time. Recently however, targeted search efforts
have identified very hard Hamiltonian cycle problem instances
very far away from the Komlós-Szemerédi bound. In that study,
the used backtracking algorithm was Vandegriend-Culberson’s,
which was supposedly the most efficient of all Hamiltonian
backtracking algorithms. In this paper, we make a unified large
scale quantitative comparison for the best known backtracking
algorithms described between 1877 and 2016. We confirm the
suspicion that the Komlós-Szemerédi bound is a hard area for all
backtracking algorithms, but also that Vandegriend-Culberson
is indeed the most efficient algorithm, when expressed in con-
sumed computing time. When measured in recursive effectiveness
however, the algorithm by Frank Rubin, almost half a century
old, performs best. In a more general algorithmic assessment, we
conjecture that edge pruning and non-Hamiltonicity checks might
be largely responsible for these recursive savings. When expressed
in system time however, denser problem instances require much
more time per recursion. This is most likely due to the costliness
of the extra search pruning procedures, which are relatively
elaborate. We supply large amounts of experimental data, and
a unified single-program implementation for all six algorithms.
All data and algorithmic source code is made public for further
use by our colleagues.

Keywords—Hamiltonian Cycle; exact algorithm; exhaustive al-
gorithm; heuristic; phase transition; order parameter; data analyt-
ics; instance hardness; replication.

I. PREAMBLE

Traversing a crack in the fabric of the scientific spacetime-
continuum, this paper finds itself in the unusual position
that its designated conclusions have already been overthrown.
Following a replication study [1], these extended results should
have been published earlier, but as history unfolded, they
simply were not. In any case, the study by Cheeseman, Kanef-
sky & Taylor (henceforth: ‘Cetal’) was first [2]. Sharpening
the resolution of the P

?
= NP problem, they showed that

for various NP-complete problems, Hamiltonian cycle, graph
colouring, satisfiability and the asymmetric traveling sales-

man problem1, instances vary greatly in their computational
hardness. Sporting over 1400 citations, the paper became a
landmark in the field.

It took nearly 30 years for Cetal’s results on traveling
salesman to be overthrown, appearing to have been flawed
by an overlooked roundoff error [3] (also see the accompa-
nying videos: [4] [5]). Their results on the Hamiltonian cycle
problem however, were succesfully replicated and published
at IARIA’s Data Analytics 2018 conference, and brought the
data, sourcecode and figures alive in online interactively pub-
licly accessible resources [1] [6]. The results of that extended
study showed that for Cetal’s algorithm, and two others, the
hardest instances of the Hamiltonian cycle were located along
an area known as the “Komlós-Szemerédi bound”. So far so
good.

But the lingering question was how large the influence of the
solvers was. Were the found hard instances hard specifically
for the solving algorithms used? For the pruning methods? For
the branching heuristic? And to make matters worse, a recent
follow-up study showed that for the allegedly most efficient
Hamiltonian cycle backtracker, the Vandegriend-Culberson
(henceforth: ‘Vacul’)-algorithm, (which still requires exponen-
tial time in the worst case), the hardest instances were located
very far away from the Komlós-Szemerédi bound [7] [8].
Only findable by sophisticated evolutionary algorithms and a
whole lot of computing power, these very hard instances never
showed up in earlier studies.

So is there an insurmountable contradiction here? Probably
not. The authors conjecture three reasons for their counterin-
tuitive results: “A first explanation for these surprising results
is that these results are specific for the backtracking algorithm
we used. This is unlikely however, as the algorithm minimizes
most other backtracking algorithms found in literature (yet
unpublished results)”. Put differently: chances are very high
that these graphs are also hard for other complete backtracking
algorithms but evidence pending, it remained unconfirmed as
yet. This study will at the very least post a very serious
sidenote to that hypothesis. A second explanation given by
these authors might be that in most studies on Hamiltonian
cycle backtracking algorithms, runs are cutoff after a preset

1Even though the authors themselves dubbed traveling salesman as “NP-
complete”, they solved the NP-hard version of the problem.
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Fig. 1. The probability of a randomly generated graph being Hamiltonian depends on the average vertex degree, and is sigmoidally shaped around the
‘threshold point’ of ln(V ) + ln(ln(V )). Top-left inset is a non-Hamiltonian random graph, bottom-right inset is a Hamiltonian graph with the Hamiltonian

cycle itself being highlighted.

number of recursions, as even small graphs can take up signifi-
cant decision time. Although theoretically feasible, in practice
these cutoff points are usually situated near the Koml´os-
Szemer´edi bound, and not in edge-dense regions far away
where the extremely hard instances were located.

The third and most compelling explanation might therefore
come from their obsevation that on first glance, these very hard
instances might have low Kolmogorov complexity – they are in
some sense structured graphs. And as unstructured objects in
randomly generated ensemble vastly outnumber the structured
objects, the chances of being created by a stochastic process
(which is the case in most large-scale comparative studies)
are extremely small. Put differently: one would simply not
find the very hard instances unless knowing exactly where
to look. Or as the authors more poetically phrased: “These
graphs are an isolated island of structured hardness in a ocean
of unstructured easiness. Whether more such islands exist, and
what they look like, awaits further exploration.”2 [7].

So to understand their results, a couple of things need to
happen. First, Vacul’s algorithm must evidently minimize the
other backtracking algorithms. Then, a global evolutionary
search algorithm should look for the hardest instances for
all these backtracking algorithms. Third, a hardness hierarchy
should be made for all six algorithms, another large quanti-
tative study. Fourth, an aggregated theory should explain why
some instances of the Hamiltonian cycle problem are harder
than others, and what their relation to the Komlós-Szemerédi

2The literate reader might remind Aldous Huxley’s famous quote “Consider
the horse. They considered it.” – A Brave New World, 1932. [9]

bound is (or is not!). It is the authors’ belief that such an
aggregated theory exists. Beyond that, as a fifth point, might
lie implications for computability, and the P

?
= NP problem

itself, but developments in this area will depend on foregoing
results, and are as yet too close to call.

In this paper, which is an extension of the IARIA’18
paper mentioned in the second paragraph [1], we will address
step one: show that in large random ensembles, the hardest
instances of the Hamiltonian cycle problem lie around the
Komlós-Szemerédi bound for all well-known general back-
tracking algorithms found in literature. We will make exact
calculations on large ensembles, and perform a rigorous com-
parative analysis. While reading the paper, the reader should
keep two things in mind: first, other backtracking algorithms
than those in this study are well existable and second: it is
possible that much harder instances exist for any backtracker
in this study or elsewhere. As shown earlier, extremely hard
instances are likely extremely rare, extremely hard to find, but
also extremely important for the P

?
= NP problem, as it is

these instances that etch upper bounds on these algorithms’
runtimes. Finding these, possibly with targeted evolutionary
algorithms, is the second step and will hopefully be done in the
near future. For now, we will work with completely unbiased
random ensembles of instances to map out the gross features
of the complexity landscape.

II. INTRODUCTION

The ”Great Divide” between P and NP has haunted computer
science and related disciplines for over half a century. Prob-
lems in P are problems for which the runtime of the best
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Fig. 2. Fast rendering of triangle mesh 3D images critically depends on
finding Hamiltonian cycles through the corresponding ’cubic’ graphs, in

which every vertex has a maximum degree of three.

known algorithm increases polynomially with the problem
size, for example, calculating the average of an array of
numbers. If the array doubles in size, so does the runtime of the
best known algorithm - a polynomial increase. A problem in
NP however, has no such polynomial-time algorithm and it is
an open question whether one will ever be found. An example
hereof is ’satisfiability’ (sometimes abbreviated to SAT), in
which an algorithm assigns values ’true’ or ’false’ to variables
in Boolean formulas like (a∨¬b∨d)∧(b∨c∨¬d). The task is to
choose the variable assignment so that the formula as a whole
is satisfied (becomes ’true’), and returning that assignment,
or making sure that no such assignment exists. Algorithms
that do this, algorithms that are guaranteed to give a solution
whenever it exists and return ‘no’ otherwise, are called exact
algorithms3

Being exact is a great virtue for an algorithm, but it comes
at a hefty price. Often, these algorithms operate by brute-
force procedures: exhaustively trying all combinations for all
variables until a solution is found, which usually takes vast
amounts of time. Depth-first search is the keystone example

3Technically speaking, exact algorithms for decision problems such as the
Hamiltonian cycle problem should be called complete. But since ‘exact’ seems
more in schwung recently, we will stick to that.

of this study; it is exhaustively exact and indeed consumes
harrowing amounts of computational power (see Figures 4
and 5). Smarter algorithms exist too; clever search pruning
can speed things up by excluding large sections of state
space at the cost of some extra computational instructions, an
investment that usually pays off. Heuristic algorithms are also
fast but not necessarily exact - so it is not guaranteed a solution
is found if one exists. After decades of research, the runtimes
of even the most efficient complete SAT-algorithm known
today still increases exponentially with the number of variables
– much worse than polynomial, even for low exponents.
Therefore, SAT is in NP, a class of ‘Notorious Problems’ that
rapidly become unsolvable as their size increases. In practice,
this means that satisfiability problems (and other problems
in NP) with only a few hundred variables are practically
unsolvable, whereas industries such as chip manufacture or
program verification in software engineering could typically
employ millions ˜ [10]˜ [11].

The problem class NP might be considered “the class of
dashed hopes and idle dreams” [12], but nonetheless scientists
managed to pry loose a few bricks in the great wall that
separates P from NP. Most notably, the seminal work ”Where
the Really Hard Problems Are” by Cheeseman, Kanefsky
and Taylor (henceforth abbreviated to ’Cetal’), showed that
although runtime increases non-polynomially for problems in
NP, some instances of these hard problems might actually be
easy to solve ˜ [2]. Not every formula in SAT is hard – easily
satisfiable formulas exist too, even with many variables, but
the hard ones keep the problem as a whole in NP. But Cetal’s
great contribution was not only to expose the huge differences
in instance hardness within a single NP-problem, they also
showed where those really hard instances are – and how to
get there. Their findings were followed up numerous times and
truly exposed some of the intricate inner anatomy of instance
hardness, and problem class hardness as a whole.

So where are these hard problem instances then? Accord-
ing to Cetal, they are hiding in the phase transition. For
the problems in their study, instances suddenly jump from
‘having many solutions’ to ‘having no solutions’ when their
constrainedness changes. For an example in satisfiability, most
randomly generated SAT-formulas of two clauses and four
variables such as our formula (a∨¬b∨d)∧(b∨c∨¬d) are easily
satisfiable; they have many assignments that make them true.
But as soon as the order parameter, the ratio of clauses versus
variables α, passes ≈ 4.26, (almost) no satisfiable formulas
exist [13]˜ [14]. So if we randomly generate a formula
with 20 or more clauses on these same four variables, it is
almost certainly unsatisfiable and those rare formulas that are
satisfiable beyond the phase transition have very few solutions
– which counterintuitively enough makes them easy again. So,
for most exact algorithms, both extremes are quickly decided:
for the highly satisfiable formulas in α << 4.26, a solution is
quickly found, and unsatisfiable formulas in α >> 4.26 are
quickly proven as such. But in between, just around α = 4.26,
where the transition from satisfiable to unsatisfiable takes
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Fig. 3. Results from an earlier replication of Cetal’s seminal work on Hamiltonian cycle hardness, extended with algorithms by Van Horn and Vacul. The
top-right inset is Cetal’s original figure, and it covers no data points. Note how the computational cost is highest along the Komlós-Szemerédi bound.

place, are formulas that take the longest to decide upon. This
is where the really hard problem instances are: hiding in the
phase transition that separates the solvable from the unsolvable
region.

Cetal identify this order parameter not only for SAT; the
Hamiltonian cycle problem has one too, and so does k-
colorability. For the Hamiltonian cycle problem though, one
should understand that the phase transition is somewhat in-
verse to SAT: as one adds edges to a graph, it becomes solvable
rather than unsolvable. But the general principle still holds:
both extremes are easy, and the phase transition is where
the really hard problem instances are. And although Cetal’s
seminal results are relatively coarse, they have been followed
up in more detail, and they are solid ˜ [14]–[17]. To put it in a
quote by Ian Gent and Toby Walsh: ”[Indeed, we have yet to
find an NP-complete problem that lacks a phase transition]” ˜
[18].

The ubiquity of phase transitions throughout the class
is not a complete surprise. Satisfiability, k-colorability and
the Hamiltonian cycle problem are NP-complete problems;
a subset of problems in NP that with more or less effort
can be transformed into each other ˜ [19]. This means a
lot. This means that if someone finds a polynomial exact
algorithm for just one of these problems, all of them become
easy and the whole hardness class will simply evaporate. That
person would also be an instant millionaire thanks to the Clay

Mathematics Institute that listed the P ?
=NP-question as one of

their ‘Millenium Problems’ ˜ [20]. But the intricate relations
inside NP-completeness might also stretch into the properties
of phase transitions and instance hardness. Or, to pour it
into another fluid expression by Ian Gent and Toby Walsh
“[Although any NP-complete problem can be transformed into
any other NP-complete problem, this mapping does not map
the problem space uniformly]” ˜ [18]. So, a phase transition in
say, satisfiability, does not guarantee the existence of a phase
transition in Hamiltonian Cycle or in Vertex Coloring. The
fact is though, that Cetal do find them for all three, and their
results are solid.

III. THE HAMILTONIAN PHASE TRANSITION

The Hamiltonian cycle problem comes in many different
shapes and forms, but in its most elementary formulation
involves finding a path (a sequence of distinct edges) in
an undirected and unweighted graph that visits every vertex
exactly once, and forms a closed loop. The probability of a
random graph being Hamiltonian (i.e., having a Hamiltonian
Cycle), has been thoroughly studied ˜ [21]–[23]. In the limit,
it is a smooth function of vertex degree and therefore the
probability for a random graph of v Vertices and e edges being
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Hamiltonian can be calculated analytically4:

PHamiltonian(v, e) = e−e−2c

(1)

in which

e =
1

2
v · ln(v) + 1

2
v · ln(ln(v)) + c · v (2)

Like the phase transition around α in SAT, the Hamiltonian
phase transition is also sigmoidally shaped5 across a ‘threshold
point’, the average degree of ln(v)+ ln(ln(v)) for a graph of
v vertices (Figure 1). The phase transition gets ever steeper
for larger graphs and becomes instantaneous at the threshold
point as v goes to infinity. For this (theoretical) reason, the
probability of being Hamiltonian at the threshold point is
somewhat below 0.5 at e−1 ≈ 0.368.

The probability of being Hamiltonian is one thing, deciding
whether a given graph actually has a Hamiltonian cycle is
quite another. A great number of exact algorithms have been
developed through the years, the earliest being exhaustive
methods that could run in O(v!) time [24]. A dynamic
programming approach, quite advanced for the time, running
in O(n22n) was built by by Michael Held & Richard Karp,
and by Richard Bellman independently [25] [26]. Some early
edge pruning efforts and check routines can be found in the
work of Silvano Martello and Frank Rubin whose algorithms
still run in O(v!) but are in practice much faster (as we will
show in Figures 4 and 5) [27] [28]. Many of their techniques
eventually ended up in the algorithm by Vandegriend &
Culberson [29]. Algorithms by Bollobás and Björklund run
faster than Bellman–Held–Karp, but are technically speaking
not exact for finite graphs [30] [31]. The 2007 algorithm by
Iwama & Nakashima [32] runs in O(21.251v) time on cubic
graphs, thereby improving Eppstein’s 2003 algorithm that runs
in O(21.260v). While these kind of marginal improvements on
specific instances are typical for the progress in the field, these
two actually deserve some extra attention.

The cubic graph, in which every vertex has a maximum
degree of three, is of special importance in the generation
of 3D computer images. Many such images are built up
from triangle meshes, and as specialized hardware render and
shade triangles at low latencies, the performance bottleneck
is actually in feeding the triangular structure into the hard-
ware. A significant speedup can be achieved by not feeding
every triangle by itself, but by combining them into triangle
strips. An adjacent triangle can be defined by only one new
point from the previously fed triangle, and therefore adjacent
triangles combined in a single strip can speedup the feeding
procedure by a maximum factor three for each 3D object.
Finding a single strip that incorporates all triangles in the
mesh is equivalent to finding a Hamiltonian cycle through
the corresponding cubic graph in which every triangle is a

4An unfortunate convention: please note that the e in the right hand side
of Eq. 1 is the base of the natural logarithm, whereas in the left hand side, e
is the number of edges

5Remember this transition is invertalized with respect to SAT: it goes ‘from
no to yes’ when getting denser, where SAT goes ‘from yes to no’.

vertex, which makes both Eppstein’s and Iwama&Nakashima’s
result of crucial importance for the 3D imagery business (see
Figure 2).

So concludingly, none of the exact algorithms for the Hamil-
tonian cycle problem runs faster than exponential on all in-
stances (with vertices of any degree), and the Bellman–Held–
Karp “is still the strongest known”, as Andreas Björklund
states on the first page of his 2010-paper [31]. Summarizingly,
all backtracking algorithms still run in O(v!) time. In the
next sections, we will have a closer look at the algorithmic
details of all exact algorithms from previous pargraphs. We
will first make a structural and historical comparison, and after
that bang out a lot of data to make a rigorous quantitative
comparison as well. Finally, we will draw some conclusions,
discuss the impact of the work, and project a trajectory for
future research.

IV. ALGORITHMICS

For this extended investigation, we generated large numbers of
problem random instances for the Hamiltonian cycle problem,
varying in numbers of vertices and edges. We then solved these
using almost every authoritative exact algorithm we could
find: Depth-first search invented far before any modern day
computer in 1882, Rubin’s algorithm from 1974, Martello’s
algorithm ’595’ published in 1983, Cetal’s algorithm, used in
their 1991 seminal work on instance hardness, Vandegriend &
Culberson’s, abbreviated to Vacul’s algorithm, an elaborate
machinery published in 1998 and finally Van Horn’s algo-
rithm, directly derived from Cetal’s, published in 2018 [33]
[28] [27] [2] [29] [1].

There are at least several more, some of which are very
old and without Google Scholar index or available pdfs. One
prominent candidate missing in our list is the dynamic pro-
gramming implementation built by Michael Held & Richard
Karp, and by Richard Bellman independently [25] [26]. While
the algorithm is complete, and with a time complexity of
O(v22v) has a better worst case performance than our six
algorithms which all have O(v!), it has significant memory
requirements. Furthermore, it is not a backtracker and there-
fore does not perform ‘recursions’ as such, making a direct
comparison to the other six slightly more difficult. It might
be a viable candidate for a future comparison but for now, we
will stick to backtracking algorithms, and canalize towards a
generalized approach.

As it turns out, these six algorithms have several similar-
ities and differences. But even though the respective papers
have significant numbers of citations, some of the (especially
earlier) authors of these particular algorithms seemed to be
unaware of each others’ progress. The main exception is Vacul,
who include a reference to both Martello and Cetal, but missed
Frank Rubin’s work, which might simply be due to geograph-
ical dispersity and the lack of internet. Or conversely: the
relatively recent development of computational resources, and
proliferation of global communication enables us now to make
a large structural comparison between them relatively easily. In
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any case, there appear to be some globally emerging algorith-
mic design patterns for this problem, which are dispersedly
found accross algorithms. We will structurally compare all,
and assess their effectiveness regarding the Hamiltonian cycle
problem.

In this study we generalize the approach, unifying similar
procedural subroutines to the same piece of source code. The
only feature that was removed is the random restart option
from Vacul’s algorithm. Surely a good way of shortening the
average runtime on many NP-complete problems [34], it also
makes one-off comparisons a lot harder on large randomized
instance ensembles such as ours. As most algorithms predate
the internet, none came with readily implementable source
code. We like to emphasize our belief that text such as you
are reading now is an inferior medium for communicating
algorithmics. As the smallest of details can make the largest
differences when it comes to runtimes. Therefore, one should
always supply publicly accessible source code when writing
about algorithms. We will try to set the example by supplying
ours [35]. It is quite possible that algorithmic details as we
chose them are different from the original authors’ implemen-
tations. It is also thinkable that even where we are precise,
further improvements are possible. In any case, let us go
forward with public source code along our publications on
algorithms. It is better than text.

In the next section, we will describe the six backtrack
algorithms used, but also the subroutines, many of which are
common to multiple algorithms. The subjects are somewhat
‘interwoven’ between the algorithmic explanation, simply be-
cause it seems to make the most sense storywise. Operationally
speaking, it makes more sense to compartmentalize these
subroutines, so that is how the reader will find them in the
source code [35]. For a general overview, please refer to Table
I.

V. THREE BASIC ALGORITHMS

Depth-first search can in every way be considered as the
basis for all algorithms in this study. It is surely the oldest,
gaining widespread popularity from Tarjan’s paper [36], but
was designed roughly a century earlier by Frenchman Charles
Pierre Trémaux, and mentioned in a publication from 1882
as a strategy for solving mazes [37]. As (planar) mazes are
in many ways equivalent to (planar) graphs, its success as an
algorithm for graph traversal is hardly surprising.

In modern-day computers, depth-first search is readily im-
plemented either by a recursive function or via a stack data
structure, the latter of which is usually a constant factor
slower. Depth-first search is an exact algorithm in optimization
problems, meaning it will always return the best possible
answer (e.g. the shortest route, or the optimal timetable).
For decision problems like the Hamiltonian cycle problem or
satisfiability, it will always return a solution if the problem
instance has one, or ensure it does not exist. For finding a
Hamiltonian cycle (or any other particular vertex order) in a
graph, its ominous runtime complexity is O(v!) in the number

of vertices v, which makes it practically unusable for any
number of v over two digits. The algorithm can just as well
be deployed for solving SAT-formulas, running in slightly less
daunting exponential complexity of O(2n) in n, the number
of Boolean variables.

Depth-first search is a constructive algorithm that starts at
the first vertex in the data structure that holds the randomly
generated graph, thereby not having any specified preference
for degree. From there, its recursive step is to add the first
adjacent vertex (again, in the order of the data structure) that
is not already in the path. This step is repeated either until
no adjacent vertices are available. This can mean two things:
either all vertices are in the path, and a final check for closure
confirms the existence of a Hamiltonian Cycle after which
the algorithm halts, or the algorithm backtracks, removing
the last vertex from the path and adding the next adjacent
vertex in its place. If none such vertex exists it backtracks
again. If this happens at the root level then all possibilities are
exhausted, and the algorithm halts and returns ”no Hamiltonian
Cycle”. As a typical property of (uninformed) exhaustive exact
algorithms, it thereby tries all permutations of vertices if
necessary and has a time complexity, or worst-case runtime,
of O(v!).

A big practical difference however, materializes by not just
adding the next vertex from the data structure, but preferring
either vertices of high degree or low degree. This can be done
runtime, or by sorting the data structure upon reading the
graph ahead of recusing. In our implementation, we always
chose the former option, resorting during the run. As this next-
vertex-preference is a somewhat rule-of-the-thumb, we will
call it the branching heuristic and can be instantiated with
categorical6 parameter values{none, high, low} (see Table I).
In its simplest implementation, it involves only changing a ‘>’
to a ‘<’ in the source code of the algorithm. Nonetheless the
impact on the algorithm’s performance for large ensembles of
instances such as ours can be enormous [1].

Cetal’s algorithm follows the exact same paradigmic lines
as plain depth-first search, but prefers higher degree vertices
when branching. Ties are unaddressed, and whether a more
sophisticated order of preference has any significant impact on
the algorithm’s runtime remains an open question, especially
for larger graphs. Cetal’s algorithm still runs in O(v!), but
its somewhat more fine-grained time complexity might be
O(v · log(v))!, with the additional term accounting for sorting
the vertices to descending degree numbers. Cetal’s paper was
published with four experiments, among which the Hamilto-
nian cycle problem, and like this study, contained experimental
results on an ensemble of random graphs in regular degree
intervals.

Van Horn’s algorithm is in many ways the opposite
of Cetal’s algorithm, starting at the vertex with the lowest
degree and preferring lower degree vertices over higher degree
vertices when recursing. It therefore also runs in O(v!) time,

6Sometimes referred to as ‘symbolic parameter’ or ‘qualitative parameter’.
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but its fine-grained time complexity is v · log(v)+ v!. Its only
algorithmic difference is that it traverses the data structure
backwardly, or alternatively, that its data structure is sorted in
inverse order. Van Horn’s algorithm was introduced during an
extended replication of Cetal’s Hamiltonian study, and thereby
contained experimental results on random graphs of various
average degree. The ensemble was likely larger than Cetal’s7,
and made publicly available, along with the source code of
the algorithms used8.

VI. SEARCH PRUNING

A. Search Pruning: Edge Pruning

One of the most prolific enhancements of depth-first search
on NP-complete problems is search pruning: cutting off
branches from the search tree that cannot hold a solution. If
a contradictive pair of clauses is found from some variable
assignment in CNF3SAT, the search backtracks immediately,
departing from further assignments in the subtree. If a per-
fect rectangle packing problem contains an unfillable gap, it
cannot be solved regardless of the rest of the configuration,
so depth-first will halt and backtrack [38]. As such, search
pruning can be a valuable way of saving recursions, but the
(sometimes huge) drawback is that the pruning procedure itself
takes computational resources too. Even though most pruning
procedures are subexponential routines, they can theoretically
be invoked in every recursion. The art therefore, is to balance
an investment in pruning so that it pays enough time dividend.
In many cases, this is well possible, or, abiding by Steven
Skiena’s famous words: ”Clever pruning can make short work
of surprisingly hard problems” [39].

For the Hamiltonian cycle problem, search pruning comes in
two forms. The first, edge pruning, involves removing edges
from the graph, which can be done either in the preprocessing
stage or during a recursive step. By removing edges that
cannot possibly be in any Hamiltonian cycles, the nodes in
the recursive search tree get a lower degree, leading to fewer
recursions. Interestingly enough, the prunative removal of
edges is always related to the existence of required edges that
are adjacent to a vertex with degree two and therefore must be
in any Hamiltonian cycle that might exist in the graph. It can

7Cetal’s ensemble size is unknown, but an estimate is given by Van Horn
et al.

8We provide no reference to their source code to avoid confusion. Our
implementation is in many ways a generalization of theirs. Of course, they
do own the credit for open sourcing their implementation

be slightly confusing to keep search pruning and edge pruning
apart, but it can be remembered like this: edge pruning means
cutting away edges, search pruning involves speeding up the
search process. Edge pruning therefore, partially instantiates
search pruning.

From literature, we find exactly three edge pruning methods
which are all implemented in this study. The first, neigh-
bour pruning, finds a vertex with two required edges, and
removes all others. Second, the path pruning method looks
for paths of required edges, which might eventually become a
Hamiltonian cycle, and removes edges that would prematurely
close it. Third, solution pruning removes all edges from
the second-last vertex of the partial Hamiltonian path so far.
Since path pruning and neighbour pruning might reciprocally
facilitate each other’s operation, both are repeated until no
further pruning occurs. Finally, edges that are removed during
preprocessing before recursing are definitely gone, but edges
pruned in the recursive step have to be put back when the
algorithm backtracks.

B. Search Pruning: Non-Hamiltonicity Checks

The second category of search pruning does not involve the
removal of edges, but checking whether a Hamiltonian cycle
is achievable at all. There are four such non-Hamiltonicity
checks and it should be noted that indeed all of them are
negative: they can only decide graphs to be either ‘surely
non-Hamiltonian’ or ‘undecided’. Although checks that give
‘surely Hamiltonian’ or ‘undecided’ are certainly imaginable,
they are not described in the literature regarding the six general
backtrack algorithms used in this study.

The first is a plain and simple degree check which verifies
whether any vertex in the graph has edge degree one or zero.
If this is the case, the graph cannot be Hamiltonian, and the
algorithm needs to backtrack. The second graph configuration
that cannot contain a Hamilton Cycle, is a graph where
required edges form a closed loop smaller than v. This graph
configuration can be checked by iterating over all required
edges and thus required O(v) computational effort. We call
this check the premature closure check. The third check, the
disconnectedness check determines whether a graph is broken
up into two or more pieces. The subroutine involves picking a
vertex and adding it to an empty list of found vertices. From
that list, it picks the next item and adds all its adjacent vertices
to end of the list, unless they are already added. When the
subroutine reaches the end of the list, it counts the number

Algorithm Pruning Heuristic Non-Hamiltonicity Checks
Depth-First None None None

Cetal’s None High None
Van Horn’s None Low None
Martello’s Solution, Path Low Degree
Rubin’s Solution, Path, Neighbour None Degree, One-Connectedness, Disconnectedness, Premature Closure
Vacul’s Solution, Path, Neighbour Low Degree, One-Connectedness, Disconnectedness

TABLE I. Overview of all the techniques used by the algorithms that are examined in this research. For the pruning methods, it is displayed if an algorithm
uses that method. For the branching heuristic it is presented if an algorithm uses one and if so which one.
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Fig. 4. The number of recursions required for solving the 9920 random graphs of v = 32. For all algorithms, the hardest graphs are situated close to the
Komlós-Szemerédi bound of ln(32) + ln(ln(32)) ≈ 4.71 where the probability of being Hamiltonian transitions from zero to one. But while the choice of
branching heuristic clearly makes a difference (Depth-first, Van Horn’s, Cetal’s) the improvement is most dramatic when the algorithm also implements edge

pruning and non-Hamiltonicity check procedures (Martello’s, Vacul’s, Rubin’s).

of items in the list. Only if it is equal to v, the graph is
connected. Note that in some cases, graphs filtered out by this
subroutine can also be filtered out by the degree check; it could
be considered a hint that the order in which search pruning
subroutines are applied also matters for the computation time.
The fourth and final check is the one-connectedness check. A
graph is one-connected if it contains a vertex that if removed,
breaks up the graph into two or more disconnected parts.
Such a vertex is commonly dubbed an articulation point, and

Tarjan’s algorithm finds all articulation points in O(|v|+ |e|)
time [36]. To construct a Hamilton Cycle, there need to be
at least two edge-disjoint paths between any two non-adjacent
vertices. Therefore, there cannot be a Hamilton cycle in a 1-
connected graph. Rubin’s is the only algorithm that deploys
this technique, we do not know how, but we assumed it could
have been done with Tarjan’s algorithm, which was published
two years earlier. In any case, that is how we implemented the
check, as literature gave us no definitive answer.
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Fig. 5. Procedures for pruning and non-Hamiltonicity checks (Martello’s, Vacul’s, Rubin’s) clearly take ‘real’ time, but even on graphs as small as these,
they pay off – the right hand side triplets have close to zero cutoffs. In these algorithms, the dramatic difference in time consumption between the red and

green dots around the Komlós-Szemerédi bound show that these procedures save time especially on non-Hamiltonian graphs.

VII. THREE ADVANCED ALGORITHMS

Martello’s algorithm ’595’ is a rare example of an algorithm
from the 80’s that actually came with written source code in
FORTRAN when published. The practice of supplying ’open
source’ code along scientific experiments is a practice that
is much valued today, but was definitely ahead of time in
1983. Martello’s algorithm was designed with the purpose of
finding all Hamiltonian cycles in directed graphs. We made the
smallest possible changes, adapting the algorithm to undirected
graphs, and made it halt after the first solution. Martello’s

algorithm has both solution pruning and path pruning, the
latter of which is repeatedly applied in each recursion. Fur-
thermore, it uses the low degree preference in its branching
heuristic, preferring sparselier connected vertices over denslier
connected vertices.

Like Silvano Martello, Frank Rubin was an influential
researcher on early algorithms for NP-complete problems
and like Silvano Martello, he designed an algorithm for the
directed Hamiltonian cycle problem, which we adapted to
undirected graphs. Rubin’s algorithm was quite sophisticated
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for the time (1974) and in retrospect would have outperformed
most other algorithms. It deploys solution, path and neighbour
pruning exhaustively in each recursion, and additionally per-
forms all four checks for non-Hamiltonicity.

The premature closure check in this algorithm is worth
giving some thought, as it might be redundant in combination
with the check for disconnectness. We think that if a set of
required edges forms a closed cycle smaller than v, the graph
is automatically disconnected. Furthermore, this algorithm is
the only one that performs a check for one-connectedness. In
the original paper it is not specified how this check is done,
but as stated earlier, it is well possible that this was Tarjan’s
algorithm and in any case, we implemented it as such. Finally,
Rubin does not fully specify his disconnectedness check, but
does say it runs in quadratic time. So does ours, and chances
are they are nearly identical.

These combined features make it a very advanced algorithm
for the time. In fact, no other algorithm in our ensemble
deploys so many different subroutines. The only thing it does
not employ however, is a branching heuristic. It assumedly just
picks the next vertex from the data structure. We think that
if Frank Rubin would have just implemented the low-degree
branching heuristic too, it would have been the most efficient
backtracking algorithm to date. And given that it was contrived
nearly half a century ago, these minute details could have
profoundly changed the course of history for this problem.

The final algorithm included in this research is the algorithm
by Vandegriend and Culberson, abbreviated to Vacul’s algo-
rithm [29]. It was designed for the undirected Hamiltonian
cycle problem and uses solution pruning, path pruning, and
neighbor pruning, the last two of which are run exhaustively
each recursion. It also uses the degree check, the disconnect-
edness check and the one-connectedness check, 24 after Frank
Rubin introduced them in his algorithm. Since Rubin’s study
is not referenced by VaCul, it is possible they invented these
routines themselves. We can only guess the reasons, but the
lack of widely accessible internet papers at the time is at least

one likely culprit.

It is sad to see that history missed so many beats, but
again, these were the days from before internet and the
synchronisation of information; now is the time to make up for
it. Important to note is that Vacul’s algorithm has an additional
feature, a random restart, which we left out. Even though
stochastically speaking, random restarts on long backtrack runs
can save computation time, it makes the algorithm a lot harder
to compare to the other algorithms. Vacul’s paper comes with a
quantitative test on a set of random graphs of variable average
degree.

VIII. EXPERIMENT AND RESULTS

Analogous to previous studies by Cetal, Vacul and Van Horn
et al., three sets of randomly generated undirected graphs
were created: one with v = 16 vertices, one with v = 24
vertices and one with v = 32 vertices (we will only show
and discuss v = 32, results are comparable for other values
of v). We created 20 graphs for every number of edges
e = {1, 2, 3, ..., 1

2v(v − 1)}, resulting in 2400 graphs to solve
for v = 16. For v = 24, the procedure resulted in 5520
graphs, and 9920 random graphs were generated for the 32-
vertex set. This amounts to a subtotal of 17,840 graphs, each
of which has been solved by all six algorithms twice - once for
recursions and once for system time. This means the whole
investigation comprises 214,080 runs and therefore, to keep
things a little insightful, we will show and discuss results of
the 9920-piece ensemble for v = 32 only. It should be clearly
understood though, that the results obtained from the different
algorithms in both the time subexperiment and the recursion
subexperiment, came from the same 17,840 source graphs,
facilitating a direct comparison.

We first solve (i.e.: decide) all graphs for Hamiltonicity
for all six algorithms implemented on a general code base
which is publicly accessible [35]. Programming the general-
ized algorithm required some interpretation, as none of the
algorithms was published with directly usable source code,

Algorithm #cutoff #finished avg. recs stddev. recs total (x1000)
Depth-First 1959 7961 2992 11661 219,716
Van Horn’s 814 9106 844 5890 8,908

Cetal’s 2571 7349 4551 13980 29,054
Martello’s 8 9912 40 686 1,193
Rubin’s 0 9920 31 106 307
Vacul’s 0 9920 44 1136 438

TABLE II. Recursions required by all six algorithms on the entire ensemble of random graphs. Note that ‘average recursions’ and ’stddev recursions’ apply
to the finished problem instances only.

Algorithm #cutoff #finished avg. ns stddev. ns total (x 1M)
Depth-First 1916 8004 3054626 11341555 216,049
Van Horn’s 813 9107 913606 5524056 89,620

Cetal’s 2583 7337 4695537 13464862 292,751
Martello’s 14 9906 864532 1502152 9,964
Rubin’s 7 9913 6080907 4439895 60,980
Vacul’s 4 9916 6125890 3718473 61,144

TABLE III. Runtime required by all six algorithms on the entire ensemble of random graphs. Average and stddev apply to the finished problem instances
only.
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but incorporates the three options for branching heuristic, the
three edge pruning routines and the four non-Hamiltonicity
checks, all in subroutines that can be toggled individually. As
such, there is no difference between the branching heuristic in
Depth-first and Rubin’s, or the the degree-check in Martello’s
and Vacul’s, even if historically speaking, they might not have
been identical. The only clearly different feature is the random
restart option, which is removed from Vacul’s algorithm. There
is a lot to say about this procedure, mostly that it can be very
useful for decision problem instances that do have a solution.
A somewhat smaller adaptation might be the disconnectedness
check and the one-connectedness check, both from Rubin’s
algorithm. We suspect our quadratic implementation might be
conceptually equal to Rubin’s, which is also reported as a
quadratic order, but eludes further specification. Finally, the
sorting procedure for the branching heuristic can be done in
various ways whose theoretical and practical runtimes may
differ, though not to extend of becoming superpolynomial. We
suspect that this routine too, is equal to all in literature, but
we can not be sure. Summarizing, all algorithmic components
are uniform, deterministic and adapted to undirected graphs.

We ran two experiments: one recording the number of
recursions, and the other recording system time. Traditionally
speaking, number of recursions is the way to go. Measuring
recursions is immune to the choice of programming language,
compiler used, processor speed, parallelization or incoming
resource expenditures such as downloads or updates that might
interfere with runtimes. Second, the number of recursions
computationally speaking largely outweighs pruning and check
procedures, which are usually of lower order complexities -
typically polynomial versus factorial. Finally, and following
previous two reasons, the order complexity of the algorithm
also rest with the number of recursions. As, in a broader
view, it is the order complexity of algorithms for NP-complete
problems that hinge the P

?
= NP problem, any results

which might influence the view on this problem must also
be expressed in recursions. However, as we wanted to extend
beyond the reach of theoretical computer science and simply
get an estimate of time it takes in the real world to mobilize the
alleged ‘optimization procedures’, and immediately question
the ‘real’ impact. A cutoff for the maximum number of a run
was 105 recursions, and 108 nanoseconds9

In the recursion experiment, the cutoff was often reached
for the three basic algorithms (Fig. 4), leaving 20% of the in-
stances unsolved for depth-first, 8% for Van Horn’s algorithm
and a toe-curling 26% for Cetal’s algorithm (for exact values,
see Table II). Of the more advanced algorithms, Martello’s
was unable to solve 0.1% of the instances, but Rubin’s and
Vacul’s sucessfully solved them all. The average number of
recursions needed for the solved instances further confirms
the hierarchy in the three basic algorithms, and the success of
the search pruning efforts. For the advanced algorithms, the
ranking slightly changes, with Martello’s having the second
lowest computational effort within the solved graphs. This
changes nothing however for the hierarchy of algorithmic per-
formance when measured in recursions: 1.Rubin’s, 2.Vacul’s,
3.Martello’s, 4.Van Horn’s, 5.Depth-first, 6.Cetal’s.

For the time experiment, the cutoff value was again reached
often for the three basic algorithms (Fig. 5). These results were
largely proportional to the recursions-experiment, leaving 19%
of the instances unsolved for depth-first, 8% for Van Horn’s
algorithm and a painful 26% for Cetal’s algorithm (for exact
values, see Table III). The picture changes slightly for the more
advanced algorithms however, where Martello’s, Rubin’s and
Vacul’s algorithms left 14, 7 and 4 graphs unsolved, still well
below 0.2% for all three algorithms. Still, it should be noted
that relatively speaking, this is a huge increase in failure (75%

9We could have chosen microseconds, milliseconds or even plain seconds
here, but this unit holds the best balance between explanation and visualization
such as seen in Fig. 5.

Fig. 6. The three hardest graphs for Rubin’s algorithm, the best performing algorithm in this study, support the generalized conclusion that hard instances
reside near the Komlós-Szemerédi bound of ln(32) + ln(ln(32)) ≈ 4.71 (the ‘distance’ in edge degree is in brackets). The suspicion lingers however, that

this is only true for randomly generated instances ensembles, and targeted results find harder, denser graphs.
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more failures for Martello’s alone). It also swaps the top two
contestors in the hierarchy of algorithmic performance relative
to the recursion-experiment. The best performing algorithms
when measured in system time are: 1.Vacul’s, 2.Rubin’s,
3.Martello’s, 4.Van Horn’s, 5.Depth-first, 6.Cetal’s.

IX. CONCLUSION AND DISCUSSION

It is a fresh awakening that even for graphs of v = 32,
which is relatively small, and the theoretical computational
effort required relatively futile, the optimization procedures
still make such a large difference. Generally speaking, these
procedures appear to pay off in the number of recursions
required to decide a graph, especially further away from the
Komlós-Szemerédi bound. When measured in system time
however, a different view emerges. The average time to decide
a graph hugely increases, especially in denser regions away
from the Komlós-Szemerédi bound.

The big question is how these effects scale up, and whether
the increase in search pruning effort really pays off on a larger
scale, and whether that counts for recursions, for system time,
or for both. Furthermore, the distribution of edge pruning
techniques, branching heuristics and non-Hamiltonicity checks
among the algorithms is largely haphazard. This is because
for now, we tried to stick as closely as possible to historical
conventions handed down to us from literature, but a more
structured approach might be desirable. Furthermore, it is quite
surprising to see the Rubin’s algorithm, which is the second
oldest algorithm, overaging Van Horn’s by more than four
decades, contained the most sophisticated procedures, but also
performed best. On the other side, it is a little desillusioning
to find Cetal’s algorithm, so oftenly cited, finishing last in
this test. Finally, some thought must be given to whether
other edge pruning techniques, branching heuristics or checks
could be devised, and in what order such procedures should be
applied. Last but not least, it might still pay off to dynamically
rearrange the data structure in some way as to make the degree
preference in branching dynamically applicable. It should be
noted though that this might be programmistically tough, as
backtracking would the require un-sorting the dynamically
rearranged data structure.

For this study, we made 20 graphs for every possible edge
density. Although this procedure is rigourously systematic,
it also allows for some skewness in the results: in the end,
there is structurally speaking, just one possible graph with
one edge. On the other end of the density spectrum, we
have 20 ‘random’ graphs with with 496 edges, all being fully
connected, and thereby isomorphic. As the number of different
graphs for v vertices and e edges is equal to

( 1
2v(v−1)

e

)
, the

maximum number of different graphs can be found at 248
edges for 32 vertices, which is exactly halfway the Figures
4 and 5. So if every existible graph of for v = 32 was
equally likely, most of the graphs would a) be Hamiltonian
and b) be easy, at least for the best three of our algorithms.
For larger graphs, this effect grows stronger as the Komlós-
Szemerédi bound grows (double) logarithmically in v, whereas

the peak existence grows (half) quadratically. A really weird
but inescapable conclusion therefore is, that for larger values
of v, nearly all instances are Hamiltonian, and many of those
might be easy. This does not hold for our results, or that
of Cetal, Vacul and Van Horn et al., who all ‘columnized’
their graphs into different degree categories. But combined,
the combinatorial assessment and the columnized results show
that the prediction of instance hardness for the Hamiltonian
cycle problem critically relies on the a priori availability of
information of the graph(s) to be solved, even if one future
algorithm turns out to be superior.

And this brings us to the last point, tying the discussion
back to the preamble. It has been shown that for at least
one algorithm, Vacul’s in this case, the hardest instances are
non-Hamiltonian, very far away from the Komlós-Szemerédi
bound, in a very dense region of the combinatorial space [8]
[7] (also see [52]). This observation apparently contradicts
nearly everything that was written in the previous paragraph,
but can be explained from the randomness in large ensembles
of problem instances such as used in this study. The found
extremely hard instances were structured, and abiding by
the teachings of A. N. Kolmogorov, structured objects in
large randomized ensembles are rare [40]. So finding these
instances paradoxically means knowing where to look, and one
way to do that is to use a parameter-unsensitive evolutionary
algorithm such as Plant Propagation [41] [42] [43] [44] [45]
[50] [51]. For very large graphs, one could better resort to
a single-individual search heuristic, such as HillClimbing or
simulated annealing [46] [47] [48]. On the other end of the
scale, the use of large randomized ensembles for algorithmic
performance raises some questions. Although proper bench-
marking is becoming a hot topic [49], the issue of randomness
herein is still seldomly discussed and needs more attention.

X. FUTURE WORK

After the results of this study, the road ahead took a few
sudden turns. What needs to happen next, is to see if one
further generalized backtracking algorithm can convincingly
dominate all others. Such a study should include combinations
of heuristics and search pruning that are not tested as yet, and it
is our belief that such an algorithm exists. After that, its hardest
instances should be found, possibly by a global evolutionary
search algorithm. Considering earlier results, it could resemble
the graph found by Sleegers & Van den Berg in 2020, as its
structure suggests it might be hard for backtracking algorithms
in general. Only after that, hardness hierarchies, and possible
implications for computability, and the P

?
= NP problem

itself might be found, but progress in this direction will depend
on future developments.
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[21] P. Erdos and A. Rényi, “On the evolution of random graphs,” Publ.
Math. Inst. Hung. Acad. Sci, vol. 5, no. 1, pp. 17–60, 1960.
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Abstract—For fire departments, having enough firefighters
available during a shift is obviously an important require-
ment. Nevertheless, just like in any organization, having too
many firefighters standby is not desirable from a financial
point of view. Despite the fact that fire departments can
and should not be run like production companies, at least
for staffing purposes, forecasting the number of incidents
that each fire station has to handle is highly relevant.
In this paper, we develop models to create a forecast
for the number of incidents that each fire station in
the Dutch safety region Amsterdam-Amstelland has to
handle for specific incident types and deal with major
and small incidents. Previous studies mainly focused on
multiplicative models containing correction factors for the
weekday and time of year. Our main contribution is to
incorporate the influence of different weather conditions
in the categories of wind, temperature, rain, and visibility.
Rain and wind typically have a strong linear influence,
while temperature mainly has a non-linear influence. We
show that an ensemble model has the best predictive
performance.

Keywords–incident forecasting; fire department planning;
generalized linear models; ensemble models; severe weather
conditions.

I. INTRODUCTION

As for most organizations, the ability to accurately
forecast demand is of “paramount importance” for emer-
gency services, fire departments included [1][2]. In the
1970s, the Fire Department of the City of New York
and The New York City-Research And Development
(RAND) Institute jointly conducted various groundbreak-
ing studies [3]. More recent academic interest seems
to be focused more on ambulance services. While
there are obvious similarities between emergency service
providers, they differ in (the number of) incident types,
demand characteristics, and operational logistics.

Nevertheless, the problems that fire departments have
to deal with, like loss of coverage and the degradation

of response times, are similar. The same is true for
possible gains. At a strategic and tactical level, improved
forecasting of workload leads to a better placement of
base stations, and improved staffing and scheduling. At
an operational level, one may pro-actively relocate units
to maximize coverage and minimize response times dur-
ing major incidents [4]. All things considered, efficient
planning of emergency service resources is crucial.

Demand is an important factor when models are being
developed to improve the performance of emergency
service providers. It is, however, not uncommon that,
for instance, call arrival rates are estimated using ad-
hoc or rudimentary methods such as averages based on
historical data [5]. This may ultimately lead to a degra-
dation of performance, or over- or under-staffing [6].
In most cases, reducing response times is an important
performance measure since this increases the survival
rate of victims [7][8].

Numerous papers have been written on forecasting
forest or wildfire occurrences, many of those using
weather variables and vegetation types as part of their
model [9]. Forest fire forecasting is no longer a study
in academia alone. In fact, in the United States, e.g.,
the National Interagency Coordination Center operates
a predictive service which provides decision support to
the United States Forest Service, which facilitates pro-
active management and planning of fire assets on both
operational and tactical levels [10].

Although the scale of wildfire occurrences in the
Netherlands is smaller than in many other parts of
the world, it is mainly the greater interrelationship of
different types of infrastructure, i.e., the wildland-urban
interface, that causes concern and even lead to surface
fuel models for the Netherlands [11]. For a more urban
environment, like the conurbation of Western Holland,
which also includes Amsterdam, forest fire occurrences
are not very common.
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The occurrence of certain types of incidents which fire
departments in urban settings typically respond to also
correlate with weather conditions. As such, incorporating
this information into the planning process of emergency
services yields important advantages over current prac-
tice. Typical weather and storm-related incidents that
fire departments in the Netherlands respond to are fallen
trees, potentially falling debris that needs securing (roofs,
construction work, scaffolding), and water damage. An-
other important factor is that the weather also impacts
fire department operations by overwhelming available
resources.

At least in the Netherlands, to the best of our knowl-
edge, there are no known applications of forecasting
algorithms that are used in practice at fire departments,
being urban or specialized forest services. Given this,
we aim to provide an easily applicable model that can
be put to use for a general fire department when dealing
with severe weather conditions. Therefore, we quantify
and model the fact that - under these conditions - fire
departments experience an increased amount of incidents,
which in itself leads to an increased amount of deploy-
ments.

The organization of this paper is as follows. In Sec-
tion II, we describe the data used to obtain the forecasts.
Section III describes the models used for forecasting. In
Section IV, we analyze the performance of the models
and state the insights. Finally, in Section V, we conclude
and address a number of topics for further research.

II. DATA

The available data contains one row for each incident
that happened in the region Amsterdam-Amstelland from
January 2008 up until April 2016. The most interesting
information includes the incident’s start- and end time,
location, incident type, the concerned fire station, and the
number of fire trucks used. Since the size of incidents
matters for the number of people you need, the focus is
on forecasting the number of trucks needed.

A. Major and small incidents

The vast majority of incidents require only one or
otherwise just a few trucks. Therefore, it makes sense
to distinguish between ‘major’ and ‘small’ incidents.
Major incidents are mostly due to coincidences that are
hard to predict. Specifically, they do not rely on bad
weather conditions or a particular time of the year in the
Netherlands, for example, as with forest fires in countries
with a tropical climate. This arouses the expectation
that the inter-incident times of major incidents can be
modeled as a Poisson process.

To test the Poisson assumption, we apply the
Kolmogorov-Smirnov (KS) test on the inter-incident
times in cases when more than k trucks are needed for
several values of k. The KS-test shows that if we define
an incident as ‘major’ when at least k = 6 trucks are
used, then the KS-test does not reject exponentially of
the inter-incident times (approximate p-value = 0.429).
However, for values of k < 6, the KS-test doubts (or
rejects) this exponentially (approximate p-value = 0.073
and 0.002 when at least k = 5 and k = 4 trucks are
used, respectively. Hence, according to this result, we
define an incident to be major when at least six trucks
are needed.

Figure 1. Total number of trucks used for small incidents per day.
* Peaks caused due to an increased amount of incidents around

New Year’s Eve.

Next, we focus on the small incidents. Small inci-
dents are probably easier to predict, since bad weather
conditions often cause many small incidents to happen
(like fallen trees, water damage, or police/ambulance
assistance at traffic accidents). To study this, we first omit
all incidents on December 31 and January 1. There are
extremely many incidents around New Year’s Eve as can
be seen on Figure 1, mainly caused by fireworks-related
incidents. These conditions do not occur in the rest of
the year, therefore we model these days separately as
described in the modeling section.

After elimination we find that not all outliers in
Figure 1 are New Year’s days. In fact, the only five days
that, for the amount of trucks used per day (>138), on
par with New Year’s day are days with severe weather
conditions as can be seen in Table I.

On these days with severe weather conditions only
0.46%, instead of an average 1.72%, of incidents are
major incidents. Without a clear reason to assume that
the frequency of major incidents on this particular type
of days is lower, there must be another explanation rather
than chance. If so certain circumstances cause many
small incidents to happen, like those caused by severe
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TABLE I. WEATHER CONDITIONS ON THE FIVE DAYS THAT
COULD COMPETE WITH NEW YEAR’S DAYS IN TERMS OF

AMOUNT OF TRUCKS USED.

Highest windspeed (km/h) Total rainfall (mm)
Date (day) Trucks Overall Worst hour Overall Worst hour

28/10/2013 (Mon.) 345 79.2 111.6 3 10.7
24/12/2013 (Tue.) 147 64.8 111.6 2.3 6.8
28/07/2014 (Mon.) 179 28.8 43.2 12.6 60.5
31/03/2015 (Tue.) 174 64.8 100.8 3.8 7.9
25/07/2015 (Sat.) 355 72 100.8 5.8 19.7

weather conditions. Data from the fire department on
incident types that happened on days with severe weather
conditions further support this finding.

B. Seasonal patterns

There are clear seasonal patterns in the data for the
number of trucks needed throughout each year, week, and
day. The plots in Figure 2 illustrate this. The pattern in
Figure 2c depicts the activity cycle that an average person
goes through every day of the week. The week pattern
(Figure 2b) differs per type of incident and looks a little
different throughout the year. The pattern in Figure 2a
can be included in the model in a more subtle way than
taking factors per month. The problem here is that, for
instance, the differences between the beginning and end
of January are considerable. We correct for this by using
a Loess-smoothed function over the factors per week. We
will include all these patterns in our model.

C. Weather variables

Besides the time-dependent components, we want to
know which weather variables we must include in our
model. Therefore, we use the Pearson correlation test to
determine which weather conditions have a significant
influence on the number of trucks we need. The results
of these tests are summarized in Table II.

TABLE II. PEARSON’S PRODUCT-MOMENT CORRELATION
TESTS BETWEEN SOME WEATHER VARIABLES AND THE
NUMBER OF TRUCKS USED FOR SMALL INCIDENTS PER

DAY.

Category Variable p-value Correlation

Wind
Average wind speed (FG) < 10−12 0.132
Maximum hourly mean wind speed (FHX) < 10−15 0.177
Maximum wind gust (FXX) < 10−15 0.189

Temperature Average temperature (TG) 0.6897 0.007
Boolean: 1 if average > 0 (TG>0) < 10−8 0.105

Rainfall *
Rainfall duration (DR) 0.0004 0.061
Total rainfall (RH) < 10−15 0.151
Maximum hourly rainfall (RHX) < 10−12 0.132

Visibility **
Minimum visibility (VVN) 0.2217 -0.014
Boolean: 1 if minimum < 200m (VVN<2) 0.2893 0.010

* In 0.1 mm and -1 for <0.05 mm; ** On 0-89 scale, where 0: <100 m, 89: >70 km.

We can see from this that the minimum visibility and
the average temperature both have no significant (direct)

(a) Year pattern: higher during summer and winter.

(b) Week pattern: peak on Friday.

(c) Day pattern: low at night, high at midday.

Figure 2. Seasonal patterns: the given percentages represent relative
differences with respect to the average (in blue).

influence. However, if we consider a variable indicating
whether it was on average freezing on that day, then this
does have predictive value. Obviously, we also have to
include some variables indicating the amount of rainfall
and wind. However, the variables within these categories
are highly correlated (sample correlation around 0.9) and,
therefore, we may exclude some of them to simplify our
model.

D. Fireworks-related incidents

It is a tradition in the Netherlands to celebrate New
Year’s Eve with fireworks. Only then, the general public
is allowed to light fireworks. Fireworks need to comply
with legal standards, and may only be sold during the
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last three days of the year at licensed shops.
Over the years, fire departments in the Netherlands

have seen a slow but steady rise in fireworks-related
incidents [12]. Most common incident types that fire
departments respond to during New Year’s Eve are
dumpster fires, outside fires and vehicle fires. Also more
serious incidents happen, like in 2020 a fire in an Arnhem
flat that left two members of a family dead, and two
other family members critically injured. The fire began
in the ground floor hallway of a high-rise apartment
building and was identified to be caused by fireworks.
A family of four were found trapped in an elevator,
which shut down as the building lost electricity due to
the fire. Noteworthy, but not related to New Year’s Eve,
is the Enschede fireworks disaster of May 13, 2000. A
catastrophic explosion in a fireworks depot, situated in a
residential area of the eastern Dutch city of Enschede,
essentially obliterated the neighborhood of Roombeek
[13].

In 2014, in an attempt to mitigate the nuisance caused
by fireworks-related incidents on New Year’s Eve, the
Dutch government reduced the time window in between
the public was allowed to set off fireworks. This reduced
time window was set to 6 pm on December 31 to 2 am
on January 1, while before it was allowed starting from
10 am on December 31.

Figures 3 and 4 show the average number of trucks
used for small incidents per hour around New Year’s Eve
before and after New Year’s Eve 2014/2015, respectively.
The reduced time window, and possible relation between
fireworks and small incidents, seems to be reflected in the
average number of trucks used per hour as well. Further-
more, it seems that the reduction has only compressed
all incidents into a smaller time window, as the average
total number of trucks per hour has increased at certain
periods. These preliminary findings however need further
research to find out whether this is a coincidence or not.

Figure 3. Average number of trucks used for small incidents per
hour around New Year’s Eve before 2014/2015.

III. MODELS

In this section, we will create a model that predicts
directly the number of trucks that each fire station needs.

Figure 4. Average number of trucks used for small incidents per
hour around New Year’s Eve after 2014/2015.

In the previous section, we have shown that the major
incidents (with at least six trucks needed) are very hard
to predict and that we can best model them by an
(inhomogeneous) Poisson process. We also showed that
the daily pattern of the number of trucks used for small
incidents is quite standard. So, if we know for some
day how many trucks are needed in total, we can quite
accurately extract from this how many trucks are needed
per hour. Therefore, we will try to forecast the number
of trucks needed per day per fire station.

Fire departments in general have a variety of incident
types they respond to. Not all of them occur frequently
enough to make a good forecast on. Since these in this
aspect have little value, they are eliminated and the
remaining incident types are clustered based on their
correlation with certain weather variables.

TABLE III. INCIDENT CLUSTERS AND CORRELATION WITH
RESPECT TO WIND SPEED, TEMPERATURE, RAINFALL,

AND VISIBILITY.

Cluster Type Wind Temp. Rain Visib. # p/day

1 Outside fire -0.135 0.09 -0.193 0.075 3.46

2

Animal in water -0.088 0.134 -0.058 0.013

1.65
Animal assistance -0.072 0.129 -0.088 0.069
Person in water -0.041 0.056 -0.023 0.009
Locked out -0.006 0.159 -0.043 0.062

3 Contamination / nuisance - -0.228 0.038 -0.111 2.52

4
Locked in elevator - -0.088 0.021 -0.015

8.16Automated alarm - -0.069 0.051 -0.037

5
Fire rumor - -0.103 - -

3.57Inside fire - -0.038 - -
General assistance water - -0.019 - -

6 Police assistance 0.048 -0.062 0.026 - 1.34

7
Ambulance assistance - -0.065 - -0.039

8.55Vehicle in water - -0.042 - -0.025
Reanimation - -0.086 - -0.008

8 General assistance 0.063 0.079 0.057 0.052 2.28

9 Storm- and water damages 0.319 0.028 0.279 - 2.10

In total, we now have nine different incident clusters in
our dataset, some of which occur much more/less often
than others. In Table III, we show the correlation with
respect to one variable of each four weather categories.
Looking at these correlations in detail, we can see that
these are often in line with our expectations. For instance,
high wind speed and rainfall obviously increase the
number of incidents due to ‘storm and water damage’
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(type 9) and decrease the likelihood of ‘outside fires’
occurring (type 1).

We will estimate, for each incident type t, a model that
predicts the number of trucks used for small incidents
yt,d on date d, i.e.,

yt,d = ft,d · gt,d · xt,d.

Here, ft,d is a correction factor for the week number
based on a Loess-smoothed function as in Figure 5,
and gt,d is a weekday factor as in Figure 2b. Both
are computed separately for each incident type. Finally,
the term xt,d contains all remaining information. This
includes the average level, dependencies on the weather,
a possible trend and dependencies on all other variables
that we are currently not considering, but which do exist
in reality.

Figure 5. The year pattern per week (in black) together with its
Loess-smoothed variant (α = 0.3).

A. Linear regression model

The first attempt to model xt,d is by means of the
linear regression model (LM)

xt,d = β0 + β1 · d+ β2 · windspeedd + β3 · temperatured
+ β4 · rainfalld + β5 · visibilityd + εt,d,

where εt,d is assumed to have expectation zero and some
finite variance. Note that this model includes an intercept
(β0), a linear trend (β1 · d) and (at most) four weather
variables.

B. Generalized Linear Model

Our second model, a Generalized Linear Model
(GLM) arises from an observation that the largest outlier
neither has the highest wind speed nor the most rainfall.
However, the combination of wind and rainfall might be
the cause. It may, therefore, be a good idea to include
also cross-effects in our model, i.e.,

xt,d = β0 + β1 · d+ β2 · windspeedd + β3 · temperatured
+ β4 · rainfalld + β5 · visibilityd
+ β6 · windspeedd · temperatured
+ β7 · windspeedd · rainfalld
+ β8 · windspeedd · visibilityd
+ β9 · temperatured · rainfalld
+ β10 · temperatured · visibilityd
+ β11 · rainfalld · visibilityd
+ εt,d.

Here, εt,d is again a residual term with zero expectation
and some finite variance. Note that this is not a GLM as
one may know from the literature: the only feature that
causes it to be generalized is that it now also handles the
cross-term relations between the weather variables.

C. Random Forests

The Random Forest (RF) algorithm is a machine
learning algorithm that can be used for both classification
and regression tasks. Compared to LM and GLM it
has a large computation time, but RF is often used in
practice since it generally has great performance. It will,
therefore, be worth a try to implement this algorithm for
our regression problem.

As input, the algorithm needs a T × (K + 1)-matrix
with K explanatory variables and one observation vari-
able (in this case xt,d), all of sample size T . In the
first iteration of the algorithm, a sample of size T is
drawn with replacement from the input matrix. On this
sample, a decision tree (DT) algorithm is executed. This
procedure is repeated N times, yielding N decision
trees. When a new sample comes in, we can take all
N predictions for this sample and average these to get
the final prediction.

D. Performance measures

To evaluate the different models, we create a train
and a test set. The train set contains all data up until
2015/06. The test set contains all data from 2015/07
onwards. This holds for all incident types, so all test
sets contain exactly nine months of data and the quality
of the forecasts can, therefore, be compared easily. We
will measure the quality of a forecast on n samples using
the Mean Absolute Percentage Error (MAPE), assuming
yt > 0,
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Here, yt is the true value in time period t and ŷt is
the prediction.

E. Fireworks-related modeling

All models from the previous sections are based on
data without both major incidents and all incidents on
New Year’s Eve. Since New Year’s Eve, in terms of
amount of small incidents, is far from normal, we can
not just make a forecast for those days with the current
models. Using an ensemble method, a forecast for all
occurrences of New Year’s Eve in our dataset was made.
With the real amount of trucks used subtracted from this,
we assume that this result approximates the number of
fireworks-related incidents.

Table IV shows the correlation between some weather
variables and fireworks-related incidents. These incidents
occur more often on a cold New Year’s Eve with little
wind and rain.

TABLE IV. CORRELATION BETWEEN WEATHER VARIABLES
AND FIREWORKS-RELATED INCIDENTS.

Variable Correlation p-value

Windspeed (FG) -0.679 0.003
Temperature (TG) -0.667 0.003
Rainfall (DR) -0.575 0.016
Visibility (VVN) -0.407 0.104

Besides the fact that our dataset only holds 17 New
Year’s Eves, we also found out that due to policy changes
the time window for setting off fireworks has been
changed. Therefore, only two New Year’s Eves in our
dataset are completely representative for future ones.
Based on these limitations we implement a simple linear
model with just an intercept and four weather variables.

The results of estimating the model on all New Year’s
Eves are given in Table V, including p-values of two-
sided t-tests to test the null hypothesis that the true
parameter equals zero.

If we estimate the model just on the first twelve New
Year’s Eves and leave the last five for testing, we get
a MAPE of 0.349. Due to too little New Year’s Eves

TABLE V. PARAMETER ESTIMATES OF A LINEAR MODEL
FOR FIREWORKS-RELATED INCIDENTS.

Variable Estimate p-value

Intercept 219.158 0.000
Windspeed (FG) -0.607 0.352
Temperature (TG) -0.565 0.198
Rainfall (DR) 0.041 0.941
Visibility (VVN) -0.405 0.519

in our dataset we are unable to make a very accurate
forecast in this particular occasion. This may very well
also be the reason for the lack of significant predictive
power by the weather variables. Since New Year’s Eve
from many different perspectives is not a regular day,
certainly agreed upon by the fire department, we chose
to use this simple estimation thus not to spend more time
trying to improve upon this model.

IV. RESULTS

In this section, we will compare the performance of
the different models and evaluate the insights derived
from them. The results on the MAPE and wMAPE values
are given in Table VI. These performance measures are
based on the total daily number of trucks used for small
incidents (over all fire stations and types). This enables
us to compare all models through one value. It is also
interesting to see how significant a parameter is on a 1
to 5 scale, as in Table VII for LM, Table VIII for GLM,
and Table IX for RF. Here, we assign 1 when the p-value
< 0.001 (very significant) until 5 when the p-value ≥ 0.1
(not significant).

TABLE VI. PERFORMANCE MEASURES OF THE MODELS.

Model MAPE wMAPE
LM 0.1886 0.1924
GLM 0.1865 0.1880
RF 0.2006 0.2019

A. Linear regression model

For the linear model, comparing Table VII to Table III,
we observe that when a weather variable has significant
predictive power for some type, then their mutual corre-
lation is relatively high as well. This is a nice result, but
unfortunately, the reverse is not true. For instance, type 3
is highly correlated with one of the temperature variables,
but this variable does not have predictive power for this
type, which is surprising.

If we look at Table VII in more detail, it stands out that
several types have no weather variables with significant
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TABLE VII. SIGNIFICANCE OF ESTIMATED PARAMETERS
FOR LM.

Type cluster (see Table III))
Variable 1 2 3 4 5 6 7 8 9 Avg

Intercept 1 1 1 1 1 4 1 1 1 1.33
Trend 1 5 1 4 3 5 5 5 5 3.78

Wind speed 1 5 5 3 5 5 5 5 1 3.89
Temperature 3 4 5 1 2 5 5 5 5 3.89
Rainfall 1 3 5 5 5 5 5 4 1 3.78
Visibility 5 4 5 4 5 5 5 5 5 4.78

Scaling: 1: p < 0.001, 2: p < 0.01, 3: p < 0.05, 4: p < 0.1, 5: p < 1

predictive power. Opposed to type 3, this is not surprising
for types 6 and 7, since their correlations to the weather
variables are relatively low as well. On the other hand,
types 1 and 9 are well predicted by the amount of wind
and rainfall, which is intuitively explainable as well.

Since the wMAPE is higher, we conclude that the
LM is not very good at predicting relatively busy days
(compared to predicting average days). However, the fire
brigade is, of course, more interested in when they have
busy days. They are prepared for average days anyway.

B. Generalized Linear Model

Recall that the GLM model is an expanded version of
the linear model, so it could be at least as good. The
question is how much value it adds to the linear model.
Comparing the significance of the variables in Table VIII
to that of LM in Table VII, we observe that, in general,
the single weather variables have lost some importance
in favor of cross-term variables they partition in. Type
1 is an excellent example of this. Here, the temperature
had some predictive power in the LM, but now it turns
out that it is mainly the combination with the amount
of rainfall that matters. In addition, also wind speed and
rainfall turn out to be less predictive on their own than
the LM indicated. It is their cross-term effect that is
important. Looking at the average column on the right,
we also see that the intercept has lost some importance.
Apparently, a bigger part can be modeled by the weather
after adding some cross-term variables. Of all weather
variables, it is even the case that two cross-term variables
have the most predictive power.

Noting the influence of the cross-term variables, we
expect that the performance of the GLM is better than
that of the LM. If we compute the results for the totals
per day, we still see that the wMAPE is somewhat higher
than the MAPE, but compared to their equivalents of the
LM, they are slightly better (about 2%).

TABLE VIII. SIGNIFICANCE OF ESTIMATED PARAMETERS
FOR GLM.

Type cluster (see Table III))
Variable 1 2 3 4 5 6 7 8 9 Avg

Intercept 1 2 1 1 1 5 1 2 3 1.89
Trend 1 5 1 4 3 5 5 5 5 3.78

Wind speed 3 5 5 5 5 5 5 5 1 4.33
Temperature 5 5 5 3 2 5 5 5 4 4.33
Rainfall 5 3 5 5 5 5 5 5 1 4.33
Visibility 5 5 4 5 5 5 5 5 5 4.89

Wind*Temp. 5 5 5 5 5 5 5 5 5 5.00
Wind*Rain 3 3 5 5 5 5 5 5 1 4.11
Wind*Visib. 5 3 5 4 5 5 5 5 5 4.67
Temp.*Rain 2 3 5 5 5 5 5 5 1 4.00
Temp.*Visib. 5 5 5 5 5 5 5 5 5 5.00
Rain*Visib. 5 5 5 5 5 5 5 3 5 4.78

Scaling: 1: p < 0.001, 2: p < 0.01, 3: p < 0.05, 4: p < 0.1, 5: p < 1

TABLE IX. IMPORTANCE W.R.T. TOTAL DECREASE IN RSS.

Type cluster (see Table III))
Variable 1 2 3 4 5 6 7 8 9 Avg

Wind speed 4 2 4 1 3 2 2 4 1 2.56
Temperature 1 1 1 3 2 1 1 1 3 1.56
Rainfall 3 4 3 2 1 4 4 3 2 2.89
Visibility 2 3 2 4 4 3 3 2 4 3.00

C. Random Forests

Different from the previous models, the RF algorithm
does not estimate a parameter for each variable. We,
therefore, have to find another measure for the im-
portance of each variable. We will consider the ‘RSS-
ranking’ for this purpose.

In the RF algorithm, in each decision node, the algo-
rithm splits the remaining sample based on a decision
rule on the variable that reduces the standard deviation
most. In other words, it tries to improve the fit of the
model to the training data as much as possible, i.e.,
the biggest decrease in residual sum of squares (RSS)
between the fitted model and the observation data in the
training set. Hence, we can measure the importance of a
variable based on the total decrease in RSS from splitting
on this variable. Table IX shows the results of the RSS
ranking. As in the previous models, visibility is often
the least important variable. However, the biggest differ-
ence is that in this case, the temperature is remarkably
important.

When we compare the results of RF to the previous
models, we see that, in general, RF gives the worst
results. However, the effort for running this model is
perhaps not in vain. When diving deeper into the results,
we discover that the RF has the best wMAPE for type
9, which may be an indication that this algorithm is
better in predicting busy days. This is confirmed by the
plot of the predictions for type 9 of both GLM and RF
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in Figure 6. Obviously, the RF algorithm recognizes
much better than GLM when the weather conditions are
risky and likely to cause many incidents to happen.

(a) Generalized Linear Model

(b) Random Forest

Figure 6. Forecasts (in blue) of the number of trucks used for small
incidents of type 9, including the upper bound of its 95%-prediction

interval (in red).

D. Ensemble model

From the previous discussion, we conclude that GLM
gives the best results when we look at the totals per day,
but it is worse in predicting busy days than RF. Motivated
by this, we propose to use ensemble averaging (EA),
defined by

EA = γ · RF + (1− γ) · GLM,

for some constant γ ∈ [0, 1].
We have to determine the optimal value of γ to use in

order to get the best results. Since GLM initially gives
the best results, and we only need RF to be able to predict
the busy days a bit better, we may expect that we have
to put more weight on GLM, i.e., that γ < 0.5. When
we vary γ from 0 to 1, both the MAPE = 0.1853 and
the wMAPE = 0.1860 take their minimum in γ∗ = 0.2
(which is better than GLM individually; when compared
with γ = 0).

TABLE X. CAPACITY NEEDED PER DAY AND FIRE STATION
WITH CERTAINTY THIS CAPACITY SUFFICES THAT DAY.

Avg cap. needed % of days 2 needed Available
Fire station 90% 95% 99% 90% 95% 99% cap. 1?

Aalsmeer 0.14 0.17 0.27 0.0% 0.0% 0.0% No
Amstelveen 0.44 0.53 0.80 0.0% 0.3% 3.3% No
Anton 0.40 0.48 0.73 0.0% 0.0% 0.3% No
Diemen 0.12 0.15 0.25 0.0% 0.0% 0.0% No
Dirk 0.34 0.41 0.64 0.0% 0.0% 0.7% No
Driemond 0.04 0.05 0.10 0.0% 0.0% 0.0% Yes
Duivendrecht 0.17 0.20 0.30 0.0% 0.0% 0.0% No
Hendrik 0.59 0.71 1.07 0.7% 1.7% 67.7% No
IJsbrand 0.19 0.24 0.38 0.0% 0.0% 0.0% Yes
Landelijk Noord 0.04 0.06 0.11 0.0% 0.0% 0.0% Yes
Nico 0.35 0.42 0.64 0.0% 0.0% 0.3% No
Osdorp 0.42 0.51 0.77 0.0% 0.0% 1.0% No
Ouderkerk a/d Amstel 0.06 0.08 0.13 0.0% 0.0% 0.0% Yes
Pieter 0.41 0.50 0.75 0.0% 0.0% 1.7% Yes
Teunis 0.28 0.34 0.53 0.0% 0.0% 0.0% No
Uithoorn 0.12 0.15 0.25 0.0% 0.0% 0.0% No
Victor 0.28 0.34 0.51 0.0% 0.0% 0.0% No
Willem 0.30 0.36 0.55 0.0% 0.0% 0.0% No
Zebra 0.23 0.28 0.44 0.0% 0.0% 0.0% Yes

E. Practical implication

After the forecasts are complete, we extract from them
the capacity we expect each fire station to need each day.
For this, we want to have some certainty that the capacity
is satisfying for that day. Different from a confidence
interval, which only measures the uncertainty of the
forecast, a prediction interval includes, in addition, the
variability of the number of incidents in real life. We can,
therefore, use the upper bound of the prediction interval
to ensure that the predicted capacity will be satisfactory
with, for instance, 95% certainty.

The 100(1 − α)%-prediction interval for the GLM
model y = Xᵀβ + ε for a future observation y0 can
be computed as [14]

ŷ0 ± t(1−α/2)n−k σ̂
√
xᵀ0(X

ᵀX)−1x0 + 1,

where ŷ0 is the predicted value for y0, t(1−α/2)n−k is the
(1−α/2)-quantile of the t-distribution with n−k degrees
of freedom, n is the number of samples in the training
set, and k is the number of variables in the model.

For the RF algorithm, we have N decision trees, which
all yield one prediction for each future observation. The
variability of these N individual predictions captures
the uncertainty of the final prediction (the average of
the individuals). In order to capture the variability of
the observations, we need again our assumption on the
residuals. In this case, we will use this by adding to each
of the N individual predictions a random value, drawn
from the empirical distribution of the residuals in the
training set. Then, the resulting N values include all the
variation we need. Their (α/2)- and (1−α/2)-quantiles
together directly form the desired prediction interval.

If we combine all these results, we get Table X that
gives the needed capacity for each fire station. From this,
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we can conclude that, on an average day, (almost) all fire
stations only need a capacity of one truck. Only if we
want to be 99% sure that the capacity suffices, we need a
capacity of two trucks at station ‘Hendrik’ on an average
day. Then ‘Amstelveen’ also needs a capacity of two on
some days. Moreover, ‘Pieter’ does not have the required
capacity in 1.7% of the days (see in red).

V. CONCLUSIONS AND DISCUSSION

In this paper, we developed a model to create a forecast
on the number of incidents that each fire station in
Amsterdam-Amstelland has to handle. Here, special in-
terest went to the influence of several weather conditions
and to the issue of dealing with the low number of
incidents.

The answer is split into two parts. The forecasts cre-
ated for the small incidents can be done reasonably well
by EA. Major incidents can be modeled by an inhomo-
geneous Poisson process. Concerning the weather, (the
combination of) rain and wind on average had the most
influence in the linear models and temperature appeared
to contain mostly non-linear relations with the number
of incidents. As expected beforehand, the visibility has
the least predictive power among those four weather
variables.

The current implementation computes a different
model per type-cluster and subsequently divides the total
prediction over the fire stations. One enhancement for
further research that certainly seems logical is to make
an estimate per region instead of per station. Incidents
happen at a certain place in a certain region, not where
a truck of a certain fire station happened to be in
the vicinity of. An added benefit is that we can more
accurately use the characteristics of separate regions. For
example, a region with many big and/or old trees may be
more at risk during days with severe weather conditions.
To expand on that even further, this risk can subsequently
be adjusted for seasons (e.g., spring vs. winter) and/or
regions (e.g., different tree types) with more or less
leaves on the trees, making them respectively more or
less prone to falling over due to wind gusts.

Some of these characteristics can be captured by first
dividing the prediction per type-cluster over all regions
according to a certain weight. As a proof of concept
we calculated the share of each region in the number
of trucks used for small incidents per type-cluster, of
which the results can be found in Table XII. Using the
LM of Section III-A we calculated the results per region,
as shown in Table XI. As expected, we find that - in
terms of wMAPE - when fewer incidents happen, it gets
harder to make a good forecast. When we calculate the

TABLE XI. QUALITY OF LM FORECASTS PER REGION IN
TERMS OF WMAPE AND AVERAGE NUMBER OF TRUCKS

USED FOR SMALL INCIDENTS PER DAY.

Region wMAPE Avg # trucks

External 1.766 0.2
Center 0.321 16.2
Harbor area 0.371 10.2
North 0.414 7.3
East 0.634 4.2
South 0.576 5.4
Southeast 0.370 9.0
Average 0.636 7.5

totals per day we observe that MAPE(LM2) = 0.1887
and wMAPE(LM2) = 0.1919, which is in line with our
previous finding for the results of the LM as shown in
Table VI. Note that in both cases we used the same
models for the type-clusters, which not surprisingly led to
similar results. Future research should be able to generate
a model which can be applied to each separate region,
while still taking all different incident types into account,
and come up with a way to divide the prediction over all
fire stations.
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Abstract—This paper describes motivational features and 
personalization in a mobile application for physiotherapy-
related exercises. Motivational and personalization theories are 
discussed in terms of being relevant for the developed 
application. The motivational features that were applied 
supported goal setting, possibilities to follow progress, 
personalization and possibilities to compare one’s own 
progress or performance with other users. During the iterative 
development of the application, an explorative study was 
conducted in which the participants were interviewed about 
the aspects related to motivation and personalization. In the 
study, the participants emphasized the importance of goal 
setting together with the physiotherapist and of being able to 
track progress. With respect to being able to compare 
performance or progress with other users, the outcome of our 
work is in line with previous research in which comparisons 
have been rejected. Based on the outcome of the study and on 
insights with respect to applying motivational theories, the 
implications and usefulness of the applied theories are 
presented and discussed. 

Keywords - movement-related disorders; mobile application 
for performing exercises; motivational theories; goal setting; 
social comparison; personalization 

I.  INTRODUCTION 
This paper is an extension of the work described in 

Sjölinder et al. [1], where the development of a mobile 
application for physiotherapy-related exercises was 
described. This extended paper focuses on the usefulness and 
applicability of different motivational theories. 

Movement-related disorders is one of the most common 
occupational hazards in the European Union, and workers in 
all sectors and occupations are affected [2]. This is an 
increasing problem and one of the key causes of long-term 
sickness leave. Early detection and early intervention could 
reduce the number of serious movement-related problems. 

By gathering and analyzing movement data from large 
groups of people over a long period of time, different 
movement-related patterns can be categorized. Based on this 
categorization, a person’s movement pattern can be placed 
into one cluster and early signs of problems and movement-
related disorders can be detected before they have started to 
cause problems or pain. Based on this knowledge, 
personalized support and exercises can be suggested using a 
smartphone application. However, the challenge is to 
motivate the users to perform the suggested exercises based 
on personalized recommendations from the physiotherapist, 
and to comply with training programs aimed at solving 
possible future problems. 

In this study, motivational features and personalization 
were applied in a mobile application for physiotherapy-
related exercises. The features were related to goal setting, 
providing support in tracking progress, personalization and 
possibilities to compare one’s own performance with others. 
Conducting interviews and gathering feedback from users 
was a part of a larger process in which the application was 
developed in an iterative way with different user groups. The 
aim of the interviews was to gain a deeper understanding of 
how to apply motivational features and personalization when 
developing applications based on large amounts of 
aggregated movement-related data. Based on the outcome of 
the study and on previous work, the implications and 
usefulness of the applied theories are discussed. In the 
following text, Section 2 describes the project and the 
concept that the developed application was part of. Section 3 
to Section 5 present previous research and the background to 
this work. Section 3 gives an overview of motivational 
theories, and Section 4 gives an overview of personalization 
theories and approaches. In Section 5, the theories and the 
central concepts are discussed in terms of possibilities to be 
applied in the context of the developed application. Section 6 
describes the explorative study that was conducted, and it 
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presents the outcome of the study, which was a part of the 
iterative development. Based on the study, Section 7 
discusses implications and usefulness of the applied theories. 
Finally, Section 8 discusses the work conducted and suggests 
possible future work. 

II. AN APPLICATION FOR SUPPORTING PHYSIOTHERAPY-
RELATED EXERCISES 

Physiotherapy is a profession in healthcare that aims at 
improving the functional ability and health of the healthcare 
user [3]. The core of physiotherapy is to involve the 
healthcare user in such a way that the user can participate in 
the physiotherapy process and the decisions that are made 
regarding their own health [4]. Although physiotherapists are 
positive towards technological applications, the adoption of 
technological applications in physiotherapy has remained 
low [5]. One of the major challenges in physiotherapy is that 
the healthcare users are not provided with information that 
allows them to actively participate in the care process. 
Because of this, there is a continuous need for technological 
applications that could provide both the physiotherapist and 
the healthcare user with easily interpretable personalized 
data [6]. 

As there is a niche in the market for such technological 
interventions, Qinematic, a small Swedish startup, developed 
a software service that records and analyzes body 
movements using 3D digital video. The users stand in front 
of a Kinect sensor and follow instructions about which 
movements to conduct. Based on these sessions, 3D data is 
gathered and stored. As an extension to this service, a 
research project with two aims was formulated. The first aim 
was to develop machine-learning algorithms to analyze 
gathered movement data, and the second aim was to develop 
user applications to provide information about dysfunctional 
movement patterns, facilitate contact with healthcare 
providers, make it possible for physiotherapists to suggest 
exercises, and allow the users to set goals and track their 
progress (Figure 1). 

Figure 1.  Application for health providers to the left, and for their clients 
to the right 

Via the application, the healthcare provider had the 
possibility to gather further information by asking the 
healthcare users health-related questions, with the aim of 
providing better and more personalized care. The entire 
system consisted of several parts, including machine learning 
and categorization of dysfunctional movement patterns. The 

work presented in this paper focuses on the development of 
motivational features in the application targeted towards 
healthcare users with possible dysfunctional movement 
patterns. However, the larger concept surrounding the 
application, with a machine-learning module and a 
healthcare provider application, placed other demands 
related to how to apply motivational features than what are 
faced when developing applications that only support users 
to be more physically active or to perform exercises.  

III. MOTIVATION AND BEHAVIOR CHANGE THEORIES 
This section describes some of the most important 

motivational and behavior change theories and their relation 
to the design of technological applications. These theories 
shaped the starting point of our design discussions and some 
of them played a central role in the final design of the 
application presented in this paper. 

A. Models and theories focusing on the individual  
The Health Belief Model (HBM) is one of the most used 

behavior change models [7]. The aim of the model is to 
provide explanations of behaviors related to health 
prevention [8]. The focus of the model is on the individual’s 
beliefs and attitudes. It suggests that the individual’s 
perception determines success in terms of behavior change 
[7]. For the health behavior to trigger, there must be an 
external stimulus or a cue prompting the appropriate action 
[7]. Basic individual variables are (1) perceived 
susceptibility, i.e., how possible it is to have the condition; 
(2) perceived seriousness, i.e., how severe the impact of the 
condition will be on the person’s life; and (3) perceived 
benefits of and barriers to taking action (an example of a 
benefit is the belief that taking a preventive action will have 
a positive health outcome, and a barrier could be that the 
action the individual has to take is expensive). A fourth 
individual factor was added in 1982 [9]: self-efficacy from 
social cognitive theory (a social behavior change theory 
described below). Perceived self-efficacy is one’s own belief 
in their ability to perform a task [10]. The figure below 
(Figure 2) visualizes the main components of the HBM. 

 

 
Figure 2.  Main components of the Health Belief Model 

In the field of technology and health, the HBM is used in 
combination with other behavior change and motivation 
theories to design technology for physical activity/wellbeing 
[11], and for more (medical) condition-focused applications 
[12][13]. The field of technology and health – apart from 
using the HBM – has extended it and combined it with other 
theories to better suit the technological context [14][15]. 
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Self-determination theory (SDT) is a motivational 
theory focused on the types of motivation a person has 
towards different behaviors. It consists of concepts such as 
intrinsic motivation (motivation that comes from within) and 
extrinsic motivation (external driver). Further, the theory 
focuses on individual differences with respect to intrinsic and 
external motivation, basic needs, goals, and relatedness to 
others [16]. SDT has two important characteristics. First, it is 
more focused on the type of motivation than the amount of 
motivation. Second, it underlines the importance of three 
components: autonomy, competence, and relatedness [17]. 
Autonomy is related to the feeling of being in control of our 
own self and our actions. Competence is related to the ability 
to perform a task. Relatedness is related to our will to 
interact with others. SDT is a complex theory, and its 
detailed description is beyond the scope of this work. 

In the field of technology and health/wellbeing, SDT has 
been used in the evaluation and design of technologies. 
Some examples of where it has been applied are to serve as a 
basis for the creation of heuristics for healthcare wearables 
[19], to get integrated in the evaluation process of wearable 
technology for physical activity [20], and to enrich 
commonly used design tools such as personas [21].   

Stage models are different models that focus on people’s 
readiness to change and categorize them based on that. These 
models have a clear definition of each stage, and clearly 
defined factors one must fulfill to move to the next stage 
[22]. One must pass through all the stages before reaching 
the final behavior. However, relapsing to previous stages is 
expected and this is not necessarily sequential [22]. 
Moreover, one can stay in a stage eternally [22]. The most 
well-known stage model is the Transtheoretical Model 
(TTM) first used for smoking cessation and addictions, and 
later expanded to physical activity and eating habits [23]. 
The TTM has six time-based stages, each of these including 
ten factors [23]. Table 1 presents the different stages of the 
TTM. 

TABLE I.  DESCRIPTION OF THE TTM STAGES 

TTM Stages Description 

Pre-
contemplation 

The person is not intended to act soon 
(usually in the next 6 months) 

Contemplation The person is intended to act soon (usually 
in the next 6 months) 

Preparation The person intends to act in the next 30 
days and may have taken actions in the past 

Action The person changed behavior but kept it for 
less than 6 months 

Maintenance The person changed behavior but kept it for 
less than a year 

Termination The person changed behavior and kept it for 
more than a year 

The Precaution Adoption Process Model (PAPM) is 
another stage model [24][25] that takes a different approach 
than the TTM. The PAPM has seven stages of change that 
are based on the psychological state of the person rather than 
the time duration the person practices the new behavior; see 
Table 2 [26]. It has clearly defined and stage-specific factors 
for each transition between the stages [27]. The PAPM was 
created to meet the need for a qualitative approach to 
adopting new complex behaviors that cannot be fully 
described by cost-benefit individual models such as the 
HBM [26]. 

TABLE II.  DESCRIPTION OF THE PAPM STAGES 

PAPM Stages Description 

Stage 1 Unaware of an issue 

Stage 2 Unengaged by the issue 

Stage 3 Undecided about acting 

Stage 4 Decided not to act 

Stage 5 Decided to act 

Stage 6 Acting 

Stage 7 Maintenance 

 
In the field of technology and health/wellbeing, the stage 

models have been used mainly to evaluate the effect of the 
technology on users’ behavior change. An illustrative 
example of such usage is the well-cited study involving the 
Fish’n’Steps interactive computer game, in which users 
could track their own progress as visualized by the growth of 
a virtual character [28]. The stage models are used today in 
similar ways [29]. 

B. Motivational and behavior change theories focusing on 
social aspects 
Social cognitive theory (SCT) focuses on the interplay 

between individual factors, behaviors, and the environment 
[30]. It is based on Bandura’s social learning theory [31], 
which supports learning within a social context, i.e., that 
people bring with them knowledge and experience and that 
learning happens by imitating others. In SCT, concepts from 
cognitive psychology and social learning are merged [22] 
into five categories: psychological determinants of behavior 
(which include self-efficacy, goals, and outcome 
expectations) [30], observational learning, environmental 
determinants of behavior, self-regulation, and moral 
disengagement. Goals that people set for themselves can be 
both short-term and long-term goals [30]. Self-efficacy – the 
belief in one’s own ability to conduct a task or take action – 
is a vital component of the theory [10]. 
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In the field of technology, SCT has been used to support 
the design of applications related to health and wellbeing, 
such as physical activity [11][32]. Moreover, it has been 
used to develop applications that target behaviors by 
involving multiple actors, such as patients and caregivers. An 
example of such a case is the development of an application 
supporting children with asthma and their parents [33]. 
Another example is a breastfeeding application that was 
aimed at motivating fathers to support their partners in 
continuing to breastfeed [34]. 

Social comparison theory (SCT) suggests that people, 
in the lack of standard measurements, compare themselves to 
others for self-evaluation [35], self-enhancement [36], self-
projection [37], and coping [38][29]. People often confuse 
comparison with competition due to the close relationship 
between these words; however, this relationship is rarely 
studied [40]. Regardless of the positive results from 
psychological studies on social comparison [38][39], people 
often refuse to engage in comparisons due to social norms 
[41], different perceptions of the term “comparison” [42], or 
a confusion of “comparison” with “competition” [1]. Social 
comparison has shown potential in the field of psychology, 
and it is often used in the field of technology. 

In the field of technology, social comparison is often 
applied as a gamification feature for behavior change 
[1][43]. Its design is challenging as it needs special care if 
the designer wants to avoid promoting competition while 
still promoting one or more of the other aspects, such as 
social learning [44]. In general, the design field has designed 
comparison features without specifically referring to the 
theory, such as in the well-cited Fish’n’Steps study we 
referred to in the TTM model [23], involving a computer 
game in which the users can compare the states of their 
avatars and draw conclusions about each other’s physical 
activities. 

C. Goal setting 
Goal-setting theory (GST) has proven to have a positive 

effect on behavior change [45] and has also been used in 
healthcare in relation to physical activity [46]. Moreover, 
goal setting is part of other behavior change theories such as 
SDT and SCT. GST focuses on the goals, as the name 
implies, which can be divided into sub-goals and into 
different levels of difficulty [47]. Locke and Latham [48] 
identified three types of goals assignment: (1) self-set, (2) 
assigned, and (3) participative-set. Self-set goals are those 
the individual sets and usually have personal significance. 
An assigned goal is set for the individual by someone else 
and a participatory-set goal is a goal that the individual has 
contributed to define. The GST has evolved since it was first 
defined, and the goals can now be defined as learning and 
performance goals [46], with the first being more relevant to 
people who are new in the particular behavior change as they 
learn the new behavior. 

In the field of technology, GST has been the second most 
popular theory after the TTM stage model [49]. Goals have 
also been used in combination with gamification [50]. One 
example of goal-setting theory in persuasive technology is 
CALFIT, which shows the results of daily progress between 

users who have personalized goals and those who do not 
[51]. Another example is the design of applications that 
target physical activity for people with chronic obstructive 
pulmonary disease by implementing goals in different ways 
[52]. GST can be combined with other theories and applied 
in design, such as in the MS application where the user, a 
multiple sclerosis patient, learns to estimate the energy they 
will consume by doing various activities [53]. 

IV. PERSONALIZATION THEORIES AND APPROACHES 
This section describes some of the most important 

personalization theories and approaches that can be 
considered in the design of technological applications. 
Personalization theories and approaches have their roots in 
service marketing [54], but information technology has 
increasingly become the main enabler for personalization 
[55]. Personalization approaches and theories introduced in 
this section provided a starting point for our design as they 
helped us to consider the design at the different levels. 

Personalization at the level of the technological 
application. The first personalization approach focuses on 
the design of personalization at the level of the technological 
application itself. At this level, personalization can be 
defined as a process that changes the functionality, interface, 
information content, or distinctiveness of a technological 
application to increase its personal relevance to an individual 
[56]. Personalization theories and approaches at this level 
have often focused on classifying and describing 
personalization in different dimensions.  

One of the most well-known and comprehensive 
classifications for personalization was provided by Fan and 
Poole [57], who classify personalization into three main 
dimensions: The dimensions are: 1) “What to personalize?,” 
which refers to the aspect of the technological application 
that is adjusted to provide personalization, for instance, user 
interface (UI); 2) “To whom to personalize?”, which refers to 
the target of personalization – whether the personalization is 
targeted at a single individual or a group of users; and 3) 
“Who personalizes?”, which refers to the party that is 
providing personalization, meaning whether personalization 
is done by the system/service provider or by the user [57]. 
These dimensions and the aspects in these dimensions are 
intended to support the design of personalization at the level 
of the technological applications. When it comes to 
personalization, developers have often lacked the theoretical 
frameworks for personalization [58]. These dimensions have 
also been considered in the design of technological 
applications in the domain of healthcare [59]. 

Personalization through technological application. 
The second personalization approach considers 
personalization more broadly than in terms of just the 
technological application itself, focusing instead on 
personalization that can be mediated through the 
technological application. Personalization through 
technological application is referred to as technology-
mediated personalization (TMP) [60]. Shen and Ball [60] 
classify personalization through technological application 
into three main categories: 1) “Interaction personalization”, 
which refers to the use of technological applications to 
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address the user by name, for example, through personalized 
emails or greetings; 2) “Transaction outcome 
personalization”, which refers to the use of technological 
applications to allow the user to personalize certain aspects 
of the product of service, for instance, in the form of a 
webpage layout in which the user is allowed to make 
adjustments based on his/her preferences; and 3) “Continuity 
personalization”, which refers to continuous personalization 
based on the learning and knowledge of the user and where 
the gained expertise is used to provide even more 
personalized products and services to this individual user 
[60]. The TMP approach connects to personalization 
literature in the field of service marketing, where 
personalization takes place in the service interaction between 
the customer and the service provider [61][62], and where 
the role of the service provider is emphasized in 
personalization [63]. 

Role of the technological application(s) in 
personalization. The third personalization approach 
considers personalization even more holistically, at the level 
of the entire service process, where instead of a single 
technological application, several different technologies can 
support the service process to make the service pathway 
more personalized for the individual user. The focus at this 
level is on the role technological applications can play in the 
personalization of the entire service pathway. According to 
Korhonen and Isomursu [64], the role of technological 
applications in the personalization of the entire service 
pathway can be classified into three categories: 1) “Coercive 
personalization” in which personalization is provided 
automatically by technological applications without the 
involvement of the human actor (for instance, based on 
predefined personalization parameters); 2) “Data display 
personalization” in which personalization is provided 
automatically by technological applications, but is 
interpreted manually by the human actor; and 3) 
“Collaboration-based personalization” in which 
personalization is supported by technological applications, 
but the focus is on the interpretation and co-creation of 
personalized services between the human actors. 

V. APPLYING MOTIVATIONAL FEATURES AND 
PERSONALIZATION IN A MOBILE APPLICATION FOR 

PHYSIOTHERAPY 
This section describes how different motivational and 

personalization theories were applied as features in the 
developed application. 

A. Applying motivation and behavior change theories 
GST influenced the design of the application in relation 

to creating goals and different types of rewards (see Figures 
3 and 4). Goals could be set by the physiotherapist or by the 
user him/herself. In the design, the goals were closely related 
to each exercise. Both proximal (short-term) and distal (long-
term) goals could be set within the application. Although 
originating from GST, the distinction between short-term 
and long-term goals can also be found in the autonomy part 
of SDT. Short-term goals were set by the physiotherapist and 
were related to the exercises, and the long-term goals were 

set by the user. The users self-evaluated their progress on 
their long-term goals in terms of reduced pain (Figure 3). 
One social outcome was the evaluation that was conducted 
by the physiotherapist, which could be seen from the 
perspective of SDT’s relatedness. 
 

 
Figure 3.  Possibilities to see progress in relation to the set goals 

 

 
Figure 4.  Reward for doing the exercises every day for a week 

SDT consists of different types of motivation, and the 
external motivational aspects were relevant for the design of 
the application. The concept of autonomy – the freedom of 
choices a user has – was applied through GST and 
particularly by implementing self-set goals. The concept of 
competence – the person’s belief in the extent to which they 
can conduct a task – was applied through personalization of 
services, in this case through discussion with the 
physiotherapist in which they together set exercises, 
repetitions and goals in a way that made the healthcare user 
feel competent and capable. This was also covered in the 
concept of self-efficacy – the belief in one’s own ability to 
conduct a task – which is part of SCT. 

To cover the relatedness part of SDT and the social 
aspect of SCT, social comparison theory was applied. Due to 
the tight timeframe of the project, it was a challenge to apply 
social comparison theory fully since a number of different 
users are needed for comparisons. However, potential users 
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of the application were asked during the interviews about 
what types of comparisons they would like to be engaged in. 
The phrasing was altered in order to avoid the word 
comparison due to its challenging nature (i.e., people often 
reject comparisons). In the application, comparisons were 
implemented in relation to the physiotherapist’s advice and 
the healthcare user’s adherence to it. Such comparisons 
between the healthcare users could be related to performing 
the exercises suggested by the physiotherapist in a consistent 
manner, or in relation to the completion of the medical 
questionnaires that had been made available by the 
physiotherapist. 

The HBM was applied in relation to the visualizations of 
the scans. For example, perceived severity and susceptibility 
could be influenced through the 3D scan visualizations. The 
idea behind this was that people are unaware of how their 
body moves, but by looking at the visualizations they could 
be able to better understand harmful movement patterns that 
on a long-term basis could lead to problems and chronic 
pain.  

Stage theories such as PAPM and TTM were found to be 
difficult to apply. The TTM is time-based and at least one 
month to one year of interaction with a functional prototype 
of the application is needed in order to be able to see any 
changes in the user’s behavior. However, we used the PAPM 
to understand the users’ initial intentions and readiness to 
change. 

B. Applying personalization approaches 
Personalization approaches can provide support at 

different levels. Personalization approaches at the 
technological application level [57] can help in 
understanding what can be personalized, for instance, in the 
training program. On the other hand, personalization through 
technological applications [60] can provide insights to 
consider, for instance, how the physiotherapist can adjust the 
training program based on the feedback. Finally, the role of 
technological applications in personalization [64] can help in 
considering the role of technology, whether it can provide 
data-display support for the physiotherapist only, or whether 
it is intended more as a tool for collaborative decision-
making between the user and physiotherapist for 
personalization. Personalization approaches in the developed 
application were connected to the use of the technological 
application in order to understand the user needs, but also to 
the use of the technological application in order to 
personalize the physiotherapy services for these needs. 

VI. EXPLORATIVE USER STUDY 
As a part of the iterative development, a set of user tests 

were conducted. One of these tests focused on motivational 
features and personalization. This was an explorative study 
in which the aim was to gather feedback from possible users 
about how motivational features could be integrated into the 
application in a meaningful way. 

A. Method 
There were seven participants in the test, five men and 

two women, in an age range between 33 and 52 years. All 

participants had university educations and held a Master of 
Science degree or higher. The materials used were a digital 
mock-up prototype designed in Figma [65] and a scenario 
description (Figure 5).  
 

Scenario: You have done the scan and discussed your result with your 
physiotherapist. Imagine that a hip problem has been detected (or 
another problem that you want to choose). You have received a training 
program from the physiotherapist to improve the hip problem and to 
prevent hip pain. In the web app, you can see what exercises to do and 
how often, as well as the number of repetitions. You can also see the 
results of the scans. 

Figure 5.  The scenario presented to the participants 

Semi-structured interviews were conducted based on an 
interview guide. The guide was formulated to collect 
information about motivational features and personalization, 
for example, types of features that would motivate the 
participants to use the system and follow the exercise plan, 
how they would like to receive feedback on their progress, if 
they would like to be able to see the progress of other users, 
or to which extent they wanted the system to be adapted to 
their preferences and needs or to support the individualized 
treatment in physiotherapy. Each interview lasted about an 
hour. The interviews were recorded, and the data collected 
was transcribed and thematically analyzed. 

B. Results 
Motivational profile. The participants’ general profile, 

based on the interviews, was that they were extrinsically 
motivated to follow their physiotherapist’s advice based on 
progress improvement and pain reduction. All the 
participants were aware and engaged with the matters related 
to physical posture, physical activity, and pain issues due to 
bad posture or sedentary life. All participants had at some 
point been instructed to act to reduce the risk of posture 
issues. However, they had been acting on this on different 
levels, e.g., they were exercising but often had to skip it 
because daily life got in the way. Finally, all described issues 
with maintenance, e.g., when the pain stopped, they started 
to neglect their physiotherapist’s advice. 

Being able to see progress. One of the most motivating 
factors was being able to see progress. The participants 
described the possibility of being able to see improvement as 
the most motivating feature, for example by comparing their 
past scan data with the results from the latest scan or being 
able to see progress with respect to goals or in terms of 
reduced pain. Being able to track the progress was described 
as one of the most important features, because the lack of 
progress could be demotivating. This showed that the 
participants were extrinsically motivated to adhere to the 
physiotherapist’s instructions. However, if the outcome was 
negative or stable, there was risk of getting the feeling of 
doing something wrong, which could lead to reduced 
motivation to continue exercising. The lack of pain (external 
motivator) could also lead to forgetting to do exercises 
prescribed by the physiotherapist. 

Goal setting and feedback from the physiotherapist. 
Goal setting and feedback from the physiotherapist was 
described as vital. The participants thought that frequent 
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personalized interaction with and feedback from the 
physiotherapist would increase their motivation to continue 
to do exercises, answer questionnaires and report pain. In 
general, goal setting was perceived as positive among the 
participants. However, they were hesitant towards setting 
their own goals. They perceived the physiotherapists as 
experts and were expecting them to set the goals. Even 
though the users had full confidence in the physiotherapist 
when it came to planning/rehabilitation, there was a desire to 
do the planning and set the goals together with the 
physiotherapist. 

Reminders. Adherence to the exercises could be 
externally motivated by discomfort induced by pain. The 
participants also pointed out that it is easy to forget to do 
exercises when the pain is no longer present. The possibility 
to get reminders was described as important by the 
participants, regardless of the existence of pain. However, 
they pointed out that the reminders should be adjustable and 
optional. 

Sharing health-related information. To be able to 
connect with others, there is a need to share information and 
be able to see other people’s information. In practice, this 
raised a lot of questions in relation to data handling, security, 
and reasons for collecting the data. Data handling and 
sharing were described as important aspects for using this 
kind of feature. 

Sharing progress with other users. Sharing progress 
with other users was a feature that some participants liked, 
and others strongly disliked. For some, it might be too 
personal to share health-related aspects, but for others it is a 
way of sharing experiences and motivating each other. To 
apply relatedness, we used social comparison theory. We 
asked the users to report how it would influence their 
motivation to see other people’s data on their persistence in 
following the physiotherapist’s advice (doing the exercises 
regularly) and in terms of filling in personalized health-
related questionnaires. Most of the participants (6 out of 7) 
thought that we asked them to compare their health progress, 
but it was clarified that we were asking only about their 
persistence in sticking to the training program or filling in 
the health-related questionnaires. Their reply was generally 
that they were uninterested in knowing about how persistent 
other users were in following their training programs or 
filling in their health-related questionnaires. However, the 
participants pointed out that gamification features in the 
application could make it more interesting to relate to other 
people’s data if, for example, the data was used for 
contributing to a group target or used in competing about 
being the most persistent user. Table 3 shows some of the 
comments the participants shared about their persistence in 
sticking to the training program or filling in the health-
related questionnaires. 

Personalization as a motivating factor. It was 
important for the users to understand how the technology 
used the information they provided in the health-related 
questionnaires. The participants pointed out the importance 
of a clear connection between questionnaires and the 
feedback that was given by the physiotherapist. They stated 
that if they could not understand this connection, they would 

hesitate to answer health-related questions because the value 
of answering the questions would not be clear. Being able to 
report pain and to get personalized feedback specifically 
based on pain level were described as important aspects. This 
was understandable, because one of the primary goals for a 
healthcare user is to get rid of the pain. The importance of 
personalized feedback can also be seen by the need to have 
direct contact with the physiotherapist.  

For the participants, personalization was connected 
primarily to being treated as individuals, rather than to 
interaction with the technological application. In this case, 
the technology generated additional data points through user 
reporting that could be used in personalization. The 
participants expected that the generated data would not only 
support the physiotherapist in prescribing the most optimal 
exercises or treatment for them, but also help the 
physiotherapist to track their progress. In the study, some of 
the participants expected that the technology would enable 
advanced forms of personalized feedback from the 
physiotherapist in terms of care progress and potential 
improvement in condition. Other participants expected that 
the technology would generate data in a way that could 
trigger a personalized intervention based on input from the 
user. That is, if the user were to report an increased level of 
pain, the physiotherapist could use the data and contact the 
user with a personalized intervention. 

TABLE III.  COMMENTS FROM THE PARTICIPANTS ABOUT SOCIAL 
COMPARISON 

Comments about comparing exercise persistence 
A. “If I could see how much I contributed to the group, in a 
gamified group goal” 
B. “So as to get the feeling that you are in this together” 
C. “If we collected points together, I would be more interested than 
if competing. If other people were persistent, then I would be more 
persistent” 
D. “I would be more motivated by competing against the others in 
the group and try to beat them” 
E. “Competition is sometimes good but not here, if you make it 
more like collaboration” 
F. “It matters more to me if I am doing it than if other people are 
doing it” 
Comments about comparing questionnaire completion 
persistence 
G. “If I was the only one who didn’t fill them in, it would have 
motivated me to fill them in” 
Other insights 
H. One participant would have liked to be compared only to a 
standard value or to a value close to a standard based on a statistical 
average. 
I. One participant compared their scan results with those of a 
colleague to understand how their bodies were crooked. This was 
perceived by the researchers as a comparison that promoted 
awareness. However, the participant thought that this was a novelty 
effect and could not see any value in continuing to compare future 
data. 

 

VII. IMPLICATIONS AND USEFULNESS OF THE APPLIED 
THEORIES 

A good understanding of the most common behavior 
change and motivation theories is an advantage when 
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designing applications within this area. It increases the 
understanding of users’ attitudes to performing exercises, 
their behavior, and their motivation. For example, we 
expected users to be reluctant when it came to comparison 
since theory supports that many people will refuse to engage 
in comparisons for sociocultural reasons [41][42]. Therefore, 
alternative ways to apply comparison were considered. The 
design presented in this work was strongly based on theories 
of motivation, behavior, and personalization. However, the 
design process of an artifact is complex since it seeks to 
solve “wicked problems” in the real world [66]. According 
to Buchanan, a “wicked problem” is a complex problem that 
has many dependencies, contradictory or incomplete 
information and changing conditions. Buchanan furthermore 
links this to the need to understand the problem in its context 
in order to be able to develop solutions that are valuable 
from the user’s point of view. Therefore, a combination of 
theories was applied in the development of the application. 

A. Goal-setting theory 
Goal-setting theory (GST) is a commonly applied theory 

for health-related behavior change [67]. In the health-related 
area, the goal setting should be designed with care as it may 
harm the healthcare users, e.g., if the goal is too difficult to 
reach and the healthcare users strive to reach it. Locke and 
Latham [67] define a goal as “the object or aim of an action, 
for example, to attain a specific standard of proficiency, 
usually within a specified time limit” [48]. Four principles 
specified in the theory of goal setting – ability, commitment, 
feedback and situation resources [68] – can be taken into 
account when setting performance goals. 

Individuals need the ability to achieve a specific, 
challenging performance goal: “People cannot attain goals if 
they do not know how to do so” [68]. Studies have shown 
that difficult and specific performance goals can be 
detrimental to performance when people have not acquired 
the abilities or skills for a particular task [69]. Performance 
goals should not be set if the necessary ability is lacking 
[46]. To meet the ability of the health care user, support in 
setting the goals could be provided. The need for this was 
also shown in the conducted interviews, where the 
participants descried a desire to have goals set either by the 
physiotherapist or in cooperation with a physiotherapist. 
Goals should also be realistic and appropriate for each 
participant’s situation. Otherwise they may be too hard or too 
easy to achieve, and this can cause the user to become 
demotivated [45]. This was also something that was 
mentioned during the interviews. Besides being realistic, 
goals need to be concrete and measurable, and it could also 
be beneficial to have explanations of the goals. Motivation 
can be further supported by making it possible for the user to 
track progress towards the goals, and to see goals that have 
been reached.  

Being committed to the goals is an important prerequisite 
for success. The individual him/herself needs to be involved 
in the goals. They must be seen as important if people are to 
be committed to achieving the goals. “A goal that one is not 
committed to attain will not affect that person’s actions” 
[68]. The participants in the study described themselves as 

more committed to and more confident about goals that had 
been set together with a physiotherapist. 

Feedback should be given regularly throughout the 
treatment or process to provide support in achieving the 
goals. If the healthcare users set goals that are difficult to 
achieve, they must be able to get feedback about their 
performance in relation to their goals [70]. In the absence of 
feedback, the healthcare users have no information that could 
support whether they should change their strategies to 
achieve the goals or whether they should just continue in the 
same way as previously [46]. Therefore, it is important to 
understand and receive feedback regarding goals in order to 
be able to track progress towards the goals or see if you are 
moving away from them. It should be noted [46] that it may 
not only be enough to set performance goals; other strategies 
such as self-monitoring may also be needed to make it easier 
to achieve the goal. Self-monitoring is a personality trait that 
involves the capacity to regulate and monitor behaviors and 
emotions in different situations. Here, an individual focuses 
on skills that lead to the achievement of the goals. The 
individual can complement this with their own checklists 
and/or take notes about their own development of the 
performance of the exercises. A user should also be able to 
understand the connection between the goals and the overall 
objective. This should be done by the physiotherapist, and it 
could be beneficial to have explanations of the goals in the 
app. 

According to Latham [68], the resources that are 
necessary must be available (such as equipment needed for 
the exercises), as the lack of these may otherwise influence 
the individual’s ability to achieve the goals. 

Goal-setting theory is consistent with the results obtained 
from the conducted study (see Section 6) in terms of need for 
feedback. The participants pointed out that it is significant to 
gain feedback about progress, and that information about 
progress is one of the most important features to include in 
an application like this. This can be achieved, for example, 
by showing improvements in terms of comparing past and 
present performance, or in relation to the goals that have 
been set.  

B. Theories that include social aspects 
To apply the relatedness aspect of self-determination 

theory, social comparison theory was applied. Social 
comparison theory suggests that people evaluate their 
abilities and that they have a willingness to improve. When 
people feel insecure about their abilities, they usually 
compare themselves with others. If an individual has several 
people to compare themselves with, it is likely that he/she 
will choose someone with abilities at a similar level (e.g., in 
terms of fitness) for comparison [35]. The more different one 
individual is from others, the less he or she tends to compare 
him/herself with them. Other studies, on the other hand, 
show that some people compare themselves with people they 
are different from [71]. 

Sharing health-related data is related to the relatedness 
aspect of SDT and our will to interact with others. The 
participants in this study pointed out that they were reluctant 
to share health data since they perceived their situation and 
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their health data as unique. They therefore did not wish to 
have any comparisons, and they were also uninterested in 
seeing other people’s health-related data. However, they 
were positive to sharing data in relation to the adherence to 
their physiotherapist’s advice and with respect to 
questionnaire completion, particularly if the comparison was 
applied in the shape of gamification [1]. One thing that is 
important to note for the comparison to be meaningful is that 
the people compared should perceive each other as similar 
[35]. One solution to this is to categorize users into different 
groups based on their condition and/or exercises they have to 
do. This would enable the healthcare users to see the group 
they belong to and recognize that there are several other 
people in the same cluster. Being in contact with people who 
are struggling with similar issues could provide 
psychological support for negative feelings such as feelings 
of deviance or isolation [38]. 

In the study, some of the participants were positive 
towards sharing advice to help others or asking for advice 
from those who had managed to follow the physiotherapist’s 
advice better than they had. Healthcare users who are unable 
to keep up with new exercise routines could thus benefit 
from having the possibility to ask for advice from people 
who have managed to engage in new routines [44]. It is 
recommended that this be designed in a way so as to not 
trigger competition if that is unwanted. However, not 
everyone in the study disliked competition related to 
adherence to the physiotherapist’s advice, and several also 
thought that gamified competition could support motivation 
[43]. 

C. External motivation and rewards 
Extrinsic or external motivation is behavior driven by 

external rewards. Extrinsic motivation is a concept that 
applies every time an activity is performed in order to 
achieve a desirable outcome. Extrinsic motivation thus 
contrasts with intrinsic motivation, which refers to doing an 
activity simply for the enjoyment of the activity itself, rather 
than its contributing value [72]. SDT suggests that extrinsic 
motivation can vary greatly in the extent to which it is 
autonomous (related to the feeling of having control over our 
own selves and our actions). This can be exemplified by 
comparing two students doing their homework [72]. One 
does the homework only so as to not be “punished with 
sanctions” by his parents, and the other student does the 
homework because he personally thinks it is good for his 
future career. Neither is doing it because they find it 
interesting to learn. Both cases are extrinsically motivated, 
but the latter example has a sense of personal feeling and 
approval while the former example is only about external 
control. Both represent conscious behavior, but the two 
examples of extrinsic motivation differ in their relative 
autonomy.  

Feedback that is based on data from other users could 
also serve as external motivation. Progress may be shown 
based on reported data from another group of users. For 
example, it can be shown how successful the proposed 
exercises have been in terms of rapid progress. 

The participants in the study pointed out that they were 
motivated to follow the physiotherapist’s advice based on 
situation and existence of pain, which could be described as 
external aspects for motivation. Even if exercises are 
forgotten, their value was understood. Therefore, the 
participants expressed the need for reminders. Reminders are 
related to the HBM and its cues to action. Reminders in 
combination with motivational messages can support the 
users in remembering to do the exercises, especially when 
health improves and pain has vanished. Within an 
application, motivational messages could be based on the 
user’s actions, for example referring to a situation in which 
the healthcare user had performed the exercises. However, it 
is important that reminders are adjustable, that they are based 
on the users’ needs, and that the user can deactivate them if 
desired since they can be overwhelming. 

Another feature that might be motivating for some users 
is to add gamification. This feature is based on external 
motivation in terms of different kinds of rewards, such as 
being rewarded for performance in comparison with other 
users. Comparison, in this case, can be used for compliance 
in performing exercises and in answering health-related 
questionnaires. This can be done regardless of progress and 
without users sharing sensitive information about their 
health. Another comparable measurement is the streak (the 
number of days in a row the user did the exercises). This 
shows the user’s compliance on a daily basis. Compliance is 
also a usable motivational aspect when there has been no 
progress since it will still be possible to give rewards [73]. 

VIII. CONCLUSIONS AND FUTURE WORK 
Due to the nature of the application, motivational aspects 

related to goal setting and social motivational theories were 
the most relevant aspects to apply in the development of the 
application. Goal setting and being able to follow progress 
were important features to include. It was also shown that the 
goals for the user’s exercises needed to be realistic and set 
together with the physiotherapist. This was explained in 
terms of that the physiotherapists were experts in the 
physiotherapy domain and could therefore estimate true 
progress. However, it was important that the goals were 
meaningful and motivating for the user as otherwise 
compliance and performance could be affected [48]. 

With respect to being able to compare performance or 
progress with other users, our results were in line with the 
research conducted in the psychological field regarding the 
rejection of comparison [41][42]. However, if the 
comparison was disguised as a gamification element, the 
participants thought that people would be more willing to 
compare with others for competing, for feeling a part of a 
group or for contributing to a team. Due to the rejection of 
comparison in this study, it was impossible to get detailed 
user specifications about the design of social comparison 
features. For example, if they would like to compare specific 
individuals, compare random users of the application, or 
compare with statistics created by all the users. More 
research is needed to understand how we can make the users 
feel comfortable talking about comparisons they engage in. 
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The need for personalization was mainly related to 
receiving personalized feedback from the physiotherapist in 
a way that takes into consideration the user’s condition. 
Users described that the frequent interaction with the 
physiotherapist and the individualized exercise plan based on 
input from the users was an important aspect for sharing 
health-related data with the system. The users in our study 
were willing to provide a variety of personal information as 
long as it was used in a meaningful way that supported their 
progress. Other studies have also shown the importance of 
social interaction and of being seen by the physiotherapist. 
For some users, this social aspect might be the most 
important motivational feature [73]. 

Finally, one motivational feature that was not initially 
discussed with the participants but which came up during the 
interviews was awareness of body posture and that the 
visualization of the body could be a motivating feature. This 
could provide the user with feedback about their existing 
posture and goals showing what to strive for [73]. 

To summarize, this study conveys insights about 
applying motivational theories and provides suggestions for 
developing motivational features in applications that support 
performing exercises based on recommendations from a 
physiotherapist. We have not systematically investigated the 
use of different motivational theories and are not suggesting 
which motivational theories can be most successfully applied 
in this context. In an exploratory manner, and for this 
particular application, practical combinations of different 
theories were applied. Future work needs to be conducted, 
both in terms of applying other motivational theories and in 
terms of evaluating the applied motivational features. 
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Abstract—For an agent to teach a person a problem-solving
attitude by giving him advice that does not directly contribute
to solving the problem, a strategy that considers changes in the
person’s long-term attitude must be designed. This study aimed
to investigate how the mental state of participants performing
a task is affected during short-term and relatively long-term
periods when they are advised either based on their conditions
or mechanically at regular intervals. We focused on metacognitive
suggestions during insight problem-solving as an example of
advice that would be effective even if given by the agent. By these
means, the effect on the human mental state over a relatively
long period of time when the agent gives advice is examined. We
conducted an experiment using two types of suggestion agents
and observed that participants were likely to accept metacognitive
suggestions provided by an agent when the suggestions were given
based on an inner-state estimation of the participant. An analysis
of mental state changes based on physiological indices suggested
that the use of metacognitive suggestions by agents based on
participants’ conditions affected the mental state in problem-
solving activities in the short and long term. It is also suggested
that if the advice is not given depending on the situation,
the effect of the advice in mitigating the impasse reduces as
the task progresses. These findings will contribute towards the
implementation of a tutoring agent.

Index Terms—Human-agent interaction; metacognitive sugges-
tion; insight problem solving.

I. INTRODUCTION

This article is an extended version of the authors’ paper
“Difference in Attitudes toward Suggestions Given by an
Agent using Impasse Estimation” [1], presented at the Twelfth
International Conference on Advances in Human-oriented and
Personalized Mechanisms, Technologies, and Services (CEN-
TRIC2019). In this paper, based on the temporal changes in
the participants’ physiological indices measured during the
experiment, we analyzed in detail the changes in mental state
throughout the experiment, the changes in mental state for
each task with different properties, and the changes in mental
state due to the intervention by the agent. In this way, we
investigated not only the effect on the mental state immediately
after the agent’s intervention, but also the long-term effect on

it due to the repetition of the interventions of the agant. In
addition, we described details of the specific interventions of
the agents and the tasks performed in the experiment, which
were omitted in the proceedings of CENTRIC2019 due to
space limitations.

In learning and teaching situations, when learners are work-
ing on problem-solving, those who are knowledgeable about
the task are often encouraged to develop an attitude toward
learning. This is a way of thinking about problem-solving itself
by encouraging them to broaden their horizons and learn via
trial and error rather than by giving them direct advice to help
solve the problem. This teaching strategy does not contribute
directly to the solution of the problem. Therefore, if you do not
consider the condition of the person you are communicating
with, you may not be able to convey your intentions correctly
or you may not be able to be considered your opinions. For
example, if you repeatedly give advice about something that
the listener does not perceive to be a problem, they may ignore
the advice. Such problems become more pronounced when
systems such as agents provide advice. One of the reasons for
this is that agents’ ability to grasp the situation seems to be
relatively low from a human standpoint.

In order to avoid such issues, the agent needs to understand
the human state and give advice. However, even a human
often fails to estimate the mental state of the person they are
communicating with. When you have a trustful relationship
with the communication partner, this is not necessarily a fatal
problem. However, in a human-agent interaction, the human
often needs to infer the agent’s behavior model based on a
small number of interactions. Therefore, it is expected that a
small number of failures in interaction will cause errors in
the behavioral model of the agent constructed by humans.
For example, one approach to getting people to accept an
agent’s advice is to show that the agent has expertise by having
the agent consistently provide the appropriate advice [2]. The
human often accepts the advice of the agent when the agent
provides appropriate advice depending on the task situation.
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However, if the agent fails early in the interaction because
of misunderstandings, the human may stop accepting further
advice. In addition, it is often difficult to determine whether or
not the advice is appropriate when the advice does not directly
lead to the correct answer for the task being performed. In such
instances, effective advice cannot be given without considering
the situation and intention of the person performing the task. In
order for an agent to teach a person something like a problem-
solving attitude by giving him advice that does not directly
contribute to solving the problem, it is necessary to consider
an advice-dispensing strategy that takes changes in the long-
term attitude of the person into account.

Metacognitive suggestions are useful for problem-solving,
although they do not lead to the direct outcome of the task
being performed. Several previous studies had attempted to
improve task performance using pre-training to induce meta-
cognition. Patrick et al. [3] reported the impact of general
metacognitive training on performance. Metacognitive sug-
gestions may convey knowledge of how participants solve
problems and can facilitate changes in their way of thinking
during insight problem-solving (e.g., [4]). In this study, we
consider metacognitive suggestions during insight problem-
solving as an example of advice that would be effective even
if the agent gave it. The effect of an agent’s metacognitive
suggestions on the human mental state over a relatively long
period of time is then examined.

We tried to encourage the acceptance of metacognitive
suggestions from agents by controlling the contents and timing
of suggestion presentation as per the state of the participant.
In many previous studies (e.g., [5] [6]), the agent advises a
participant when there is a pause in the conversation. In this
study, in order to provide convincing advice to humans, we
focused not on the content of the problem, but on the state
of thinking about the problem and the awareness of problems.
The advantage of this method is that it does not recognize
the content of the task and can provide advice based on how
difficult the person is feeling the task at an appropriate time.

On the other hand, it takes a relatively long period of time
for the learners to develop an attitude toward learning and
toward problem-solving. In this study, participants were asked
to repeatedly perform a similar task that became progressively
more difficult. The purpose of this study was to investigate
how the mental state of the participants in performing a
task is affected when the participants are given advice either
depending on their conditions or mechanically at regular
intervals. If it is important to be able to customize the timing
of providing advice as per the condition of the participant in
order for the agent’s advice to be understood with long-term
effect, the method proposed in this paper may be useful when
developing a tutoring agent.

The present paper is organized as follows. The Suggestion
system using impasse estimation section contains an explana-
tion of a system developed to give metacognitive suggestions
based on the estimated state of the person performing the
insight problem-solving task. The Experiment section de-
scribes the results of an experiment to evaluate the system

implemented on the agent. In the Discussion section, the
achievements of this research and some future works are
described. The conclusions are presented in the Conclusion
section.

II. SUGGESTION SYSTEM USING IMPASSE ESTIMATION

Insight problem-solving contains four steps: impasse, incu-
bation, illumination, and validation [7]. We focus on the im-
passe step in which people repeatedly searches inappropriate
problem space that does not include a solution. In the impasse
step, advice from other perspectives is useful for constraint
relaxation and a switch of problem space. Metacognitive
suggestion is one method of providing acceptable advice for
the constraint relaxation [3] [8] [9] [10]. The metacognitive
suggestion is confirmed to be effective even if it is presented
at random timing. This is because the insight problem-solving
task is prone to fall into the impasse state, and therefore there
is a certain probability of being in the impasse state when
presented at random.

In order to confirm the appropriate timing of advice in
an insight problem-solving task, we conducted a preliminary
experiment in which an experimenter determined the content
and timing of the agent’s metacognitive suggestions using
the Wizard of Oz (WoZ) and presented them to the person
performing the task. The task in the preliminary experiment
was an “escape room game” in which players were often at a
stalemate because they were required to think from a different
perspective to win this game. In this game task, the participant
must escape from a virtual room using various game objects.
After this preliminary experiment, some participants reported
that they were “given proper advice”, so we thought that the
advice of the agent by WoZ operation was accepted. When
we observed the behavior of the participants and advice of the
experimenter in the preliminary experiment, the experimenter
provided suggestions when the participant seemed to be at a
stalemate. We regarded this state of stalemate as an impasse.
We consider that the state of stalemate is one of the appropriate
clues to provide metacognitive suggestions. In accordance with
this concept, we developed a system to provide advice by
estimating whether the interaction partner is in an impasse
state while working on an insight problem-solving task.

A. Estimation of strategies to perform the insight problem
solving task

In order to find typical strategies to perform the insight
problem-solving task, we observed the behavior of the par-
ticipants in the preliminary experiment. As a result, it was
expected that the participants switched two strategies: depth-
first search and breadth-first search. In the state of depth-first
search, participants focused on a particular object and looked
for ways to use it successfully. In the state of breadth-first
search, participants saw the overall situation of the task to
search whether there were any missing or untried methods.
Since it is conceivable that a stalemate may occur while
executing each strategy, human inner states in insight problem-
solving can be classified into 4 states (table in Figure 1). In
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Fig. 1. Outline of the system architecture.

the advice by the experimenter, there were many suggestions
that urged the participant to look for other ways to solve the
task in the depth-first search, and there were many suggestions
that encouraged the participant to look back on his/her own
behavior and to focus on the specific object in the breadth-first
search.

It is difficult to infer the inner state of thinking from the
participant’s behavior, specifically the inner state of thinking
whether the participant is at a stalemate. To estimate this inner
state, we analyzed physiological indices obtained during the
preliminary experiment. In our previous work, we reported
to estimate the feeling of difficulty of the task by using
physiological indices [11]. As a result, it was frequently
observed that Skin Conductance Response (SCR) was often
activated, when the unfamiliar object was discovered during
the task and when the situation in the task was changed. In
addition, even when the situation did not change, the SCR was
often responsive when with repeated trial and error such as
looking for hints or checking previous information. Therefore,
we regard the state as a non-impasse state (the participant is
not at a stalemate) when the responses of SCR are frequently
observed, and we regard the state to have shifted to the impasse
state (the participant is at a stalemate) when the response of
SCR is not observed for a certain time.

We also measured the electrocardiogram. However, we
have not been able to obtain a useful feature for estimat-
ing task impasse from the electrocardiogram. Therefore, no
electrocardiogram data was input to the system. We used
electrocardiographic data to assess participant’s mental states
to tasks.

B. The outline of the suggestion system using impasse estima-
tion

Figure 1 shows an outline of the agent design. This agent
basically decides own behavior based on the Belief-Desire-
Intention (BDI) architecture. This agent estimates two kinds
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SCR

SCR > 
threshold?

Monitoring 
operation

Moving > 
50%

Impasse / 
breadth-first

Impasse / 
depth-first

Progressive

Operate item or 
object in last 60s 

several times

Operate item or 
object > 40%

No

No

No

No

Yes

Yes

Yes

Yes

Fig. 2. Outline flowchart of the thinking-mode estimation.

of user states: a thinking mode (depth-first or breadth-first)
and a state of the stalemate (impasse or progressive). The
user’s overall states are categorized into one of four combina-
tions: depth-first/progressive, breadth-first/progressive, depth-
first/impasse, and breadth-first/impasse. The agent provides
a metacognitive suggestion when the estimated user’s state
includes “impasse.” A convergent suggestion is provided in
the state of breadth-first/impasse. A divergent suggestion is
provided in the state of depth-first/impasse.

The user’s physiological index and behavior are measured to
estimate the user’s state. The state of the stalemate is estimated
using the measured SCR. The agent estimates the user’s state
as impasse when the SCR does not respond during a defined
time window. The time window and the threshold to estimate
the state of the stalemate are decided based on the measured
data for two minutes from the start of the task. To estimate the
thinking mode, the operation history log of the user is used.
When the user repeatedly operates a game object (such as, a
key, a scissors, a piece of paper, a door, a dial plate, a drawer
of a desk, a closet, a button and a safe) in high frequency, the
agent estimates the thinking mode to be depth-first search. The
outline flowchart of the thinking-mode estimation is shown in
Figure 2.

Ten convergent and ten divergent suggestions were pre-
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pared. The suggestions were not dependent on a particular
task because they were metacognitive suggestions. One of the
suggestions is selected randomly when the agent provides an
advice. In general situations, it is necessary to give advice
considering the context of the task though it is a metacognitive
suggestion. In this study, we focused on the effect of con-
trolling the timing of the metacognitive suggestions provided
based on the state of the user. Therefore, the agent advised only
considering whether the context was divergent or convergent
in our experiment. The following is a list of metacognitive
suggestions we prepared.

Divergent suggestions
• Why don’t you look at something a little different?
• Don’t stick to the way you’ve been doing things, think

about different ways.
• Why don’t you consider some other ways to proceed?
• Think of a way that’s different from the way you failed.
• Is there anything else you can do?
• Why don’t you think about something different from what

you have been looking at?
• Please try to look at the situation from a different point

of view.
• Let’s think about what else you can do.
• Is there anything else you haven’t done yet?
• Try to get rid of your assumptions.
Convergent suggestions
• Let’s think about what’s important in what you have seen.
• Let’s try what comes to mind.
• Try to sort out what you have been doing.
• Think about what you need to do to escape.
• Have you missed anything so far?
• Let’s think about what’s been the inspiration so far.
• What element do you think is involved in the escape?
• Let’s think back to what you have done so far.
• If you think you can do something, try it.
• Why don’t you narrow down what you’re focusing on?

III. EXPERIMENT

When we try to intervene in the behavior or decision-making
of the other person by providing advice, especially during
interaction with a less socially related interaction partner,
it is important to provide appropriate advice based on the
estimation of the partner’s inner state. We considered the
metacognitive suggestion in the insight problem-solving task
as an example of the useful advice that the agent can provide.
Then we proposed the suggestion system based on the impasse
state estimation of the partner in order to accept the suggestion
by the agent. We used two types of suggestion agents in this
experiment. One was a state-considering agent that estimated
the user’s state before providing a metacognitive suggestion
(sc-group). Another was a fixed-interval agent that provided a
metacognitive suggestion in three-minute intervals (fi-group).

A. Task

Participants played an “escape from the room” game. The
objective of this game is to escape from a closed space such

Task control 
PC

Operation data

Measured 
data

Display the game state

Measuring 
PC

Participant

Game object area

Suggestion 
area

Operation result 
area

Send Suggestion

Fig. 3. The experimental setting.

as a room by utilizing game objects and items that are placed
in that space. In most escape games, the player cannot escape
from a room in a simple way, such as unlocking the door. The
player escapes by searching for keys that are hard to find, by
manipulating game objects in specific steps, and/or by using
items in ways that are different from their common uses. In
this game, players were often at a stalemate because they are
required to think from a different angle to escape from a virtual
room using various game objects.

The player can see images representing the four directions
of the room, as well as partial enlargements of the images.
If the player can explore the room and is able to move to
the other side of the wall by opening a door or making a
hole in the wall, the escape is successful. There are several
non-movable game objects in the room (desk, chair, window,
safe, etc.) and movable items (hammer, key, notepad, etc.).
Descriptions of the game objects or items are displayed in the
description display area in the game screen. The player can use
the keyboard and mouse to change his/her viewing direction,
zoom in on objects of interest, and use items.

The participants are asked to escape from three rooms. As
the number of game objects and items and the steps to escape
increase, the difficulty of escaping gradually increases. The
order of the rooms that the participant escaped from was fixed.
There was a 15-minute time limit to escape from each room.
The suggestion agent explained the procedure for escaping
from the room when the participant exceeded this time limit.
After escaping from a room, the participant was allowed to
rest. Participants were able to continue the game by pressing
the start button when they wanted to resume.

B. Exprimental setting

Figure 3 shows the experimental setting. Each participant
sat in front of a 27-inch monitor that displayed the game.
A video camera was placed behind the participant to record
his/her behavior and the game playing screen. The partici-
pant’s voice was recorded using microphones. Polymate was
used to measure SCR and the electrocardiogram (heart rate
variability). SCR was measured with electrodes attached to the
first and third fingers of the participant’s non-dominant hand.
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The electrocardiogram was measured by connecting electrodes
with paste to the participant’s left side, the center of the chest,
and both ears for ground and reference. The experimenter sat
out of view of the participant and observed the participant’s
behavior. The suggestions by the agent were provided using
audio and text. The participants performed the task using a
mouse.

C. Procedure

First, each participant was briefly instructed on the experi-
mental procedure. Electrodes for measuring SCR and the elec-
trocardiogram values were then attached to the participant’s
left hand and chest. After the installation, each participant
played a practice game to confirm the operating method
and basic flow of the game. The experimenter instructed the
participant on the basic operation method. In addition, the
participant was given an overview of the agent providing
metacognitive suggestions. After receiving questions from the
participant and confirming his/her understanding, the partici-
pant started the “escape from the room” experiment. After the
experiment, the participant answered NASA Task Load Index
(NASA-TLX) to measure the mental workload.

Forty-two undergraduate students, 27 males and 15 females,
participated in the experiment. The average age was 20.8 years
with a standard deviation of 1.9 years. We eliminated 13 par-
ticipants because they did not need suggestions to escape from
one of the rooms. Therefore, we used data of 29 participants
(sc-group: 14 participants, fi-group: 15 participants).

D. Results

We analyzed the frequency of metacognitive suggestions,
operation history log, mental workload, and physiological in-
dices. For the frequency of metacognitive suggestions, we an-
alyzed how many times each of the participants in each group
provided metacognitive suggestions to encourage divergence
and convergence in each room. From the operation history log,
it was analyzed whether the state transition was carried out
within a fixed time. The analysis range was 10 seconds after
the suggestion. In the analyses of the physiological indices,
we used heart rate variability (this is converted to cardiac
sympathetic index (CSI) and cardiac vagal index (CVI)), and
SCR. In the analysis of mental workload of the task, we used
the Japanese version of the NASA-TLX, which represents the
physical and psychological load of the task.

1) The frequency of metacognitive suggestions : We an-
alyzed whether there was a difference in the frequency of
metacognitive suggestions provided in the sc-group compared
with the fi-group. There were two types of the metacognitive
suggestions (divergent and convergent), so we performed a 2
(group: state-considering or fixed-interval) x 3 (room: first,
second or third) analysis of variance (ANOVA) separately.
Since each participant spent different amounts of time in each
room, we compared the number of suggestions per minute.
Logit transformed values were used in ANOVA to test for
differences. The results are shown in Figure 4, Figure 5, Table
I, Table II, Table III, and Table IV. In the tables, “SS” means
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Fig. 4. The frequency of divergent metacognitive suggestions per minute.
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Fig. 5. The frequency of convergent metacognitive suggestions per minute.

the sum-of-squares, “df” means the degrees of freedom, “MS”
means the mean squares, “F” means the F ratio, and “p” means
the p-values.

In the divergent suggestions, there were significant dif-
ferences between groups (sc-group < fi-group) and between
rooms (first and second > third). The interaction was also
significant. When tested for simple main effects, there were
significant differences between groups in second room and
third room (sc-group < fi-group). There was also a significant
difference between the rooms in the sc-group (first > second
and third). This result indicates that, in the sc-group, a rel-
atively large amount of divergent suggestions was provided
in the first room where the task execution method is unclear
for the participants, and that trial and error is encouraged. In
addition, in second room and third room where people seem
to be used to the task, suggestions were reduced.

In the convergence suggestions, there was no significant dif-
ference between groups, but there were significant differences
between rooms (first and second < third). The interaction
was also significant. A simple main effect test showed a
significant difference between groups in first room (sc-group
< fi-group). It was also found that there were significant
differences between the rooms in the sc-group (first < second
and third). This result shows that the convergent suggestions in
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TABLE I
RESULT OF THE ANOVA ON THE FREQUENCY OF DIVERGENT

METACOGNITIVE SUGGESTIONS.

source SS df MS F p
A: group 6.50 1 6.50 14.83 <0.001 ****
error[S(A)] 11.84 27 0.44
B: room 1.81 2 0.90 5.13 0.0091 **
AB 1.17 2 0.58 3.32 0.044 *
error[BS(A)] 9.49 54 0.18

+ p < .10; * p < .05; ** p < .01; *** p < .005; **** p < .001

TABLE II
THE SIMPLE MAIN EFFECT OF THE ANOVA ON THE FREQUENCY OF

DIVERGENT METACOGNITIVE SUGGESTIONS.

effect SS df MS F p
A(first) 0.38 1 0.38 1.43 0.235
A(second) 4.32 1 4.32 16.39 <0.001 ****
A(third) 2.98 1 2.98 11.30 0.0012 ***
error 81 0.26

B(state-considering) 1.90 2 0.95 5.42 0.0072 **
B(fixed-interval) 1.07 2 0.53 0.04 0.056 +
error 54 0.18
+ p < .10; * p < .05; ** p < .01; *** p < .005; **** p < .001

the sc-group was reduced in first room, which was a relatively
simple.

Overall, the control of metacognitive suggestions was rea-
sonable to some extent.

2) Operation history log: After the metacognitive sugges-
tion was provided, we analyzed from participants’ operation
history log to determine whether they were acting in line with
the suggestion. From the operation history log, we checked
whether the transition to another state occurred within 10
second after the suggestion was given. In divergent sugges-
tions, if a state transition was made, it was considered that the
suggestion was accepted. In convergent suggestions, if no state
transition was made, the suggestion was accepted. The result
is shown in Figure 6 and Figure 7. The chi-squared test was
applied to determine whether there was a difference between
the groups in the acceptance rate of divergent suggestions and
the acceptance rate of convergent suggestions.

We compared the acceptance rate of all suggestions between
groups. As a result, the acceptance rate of all suggestions
in the sc-group was significantly higher than that in the fi-
group (p = 0.0013). We compared the acceptance rates of
divergent suggestions and convergent suggestions between
groups. Although there was no significant difference in diver-
gent suggestions (p = 0.01), the acceptance rate of convergent
suggestions in the sc-group was significantly higher than that
in the fi-group (p = 0.0061). We compared the acceptance
rates of divergent suggestions and convergent suggestions in
each group between rooms. In third room, the acceptance rates
of both divergent suggestions and convergent suggestions in
the sc-group were significantly higher than those in the fi-
group (divergent: first room p = 0.72, second room p = 0.16,
third room p = 0.005, convergent: first room p = 0.44, second
room p = 0.36, third room p = 0.014). In addition, in the sc-

TABLE III
RESULT OF THE ANOVA ON THE FREQUENCY OF CONVERGENT

METACOGNITIVE SUGGESTIONS.

source SS df MS F p
A: group 0.77 1 0.77 2.03 0.165
error[S(A)] 10.21 27 0.38
B: room 1.15 2 0.57 4.10 0.022 *
AB 3.17 2 1.58 11.30 <0.001 ****
error[BS(A)] 7.57 54 0.14

+ p < .10; * p < .05; ** p < .01; *** p < .005; **** p < .001

TABLE IV
THE SIMPLE MAIN EFFECT OF THE ANOVA ON THE FREQUENCY OF

CONVERGENT METACOGNITIVE SUGGESTIONS.

effect SS df MS F p
A(first) 3.83 1 3.83 17.42 <0.001 ****
A(second) 0.015 1 0.015 0.067 0.796
A(third) 0.099 1 0.099 0.45 0.50
error 81 0.26

B(state-considering) 3.19 2 1.60 11.39 <0.001 ****
B(fixed-interval) 1.12 2 0.56 4.01 0.024 *
error 54 0.14

+ p < .10; * p < .05; ** p < .01; *** p < .005; **** p < .001

group, the acceptance rates in third room were higher than
those in first room, and the acceptance rates seems to be
gradually increasing. It is not clear whether this is because the
difficulty of the room is increasing or because the reliability
of the agent’s suggestions is increasing. In any case, the
results showed that the participants were likely to accept the
metacognitive suggestions provided by the agent when the
suggestions were given based on the inner state estimation
of the participant.

3) Mental workload: We measured mental workload using
NASA-TLX. This is major method to measure the mental
workload. Figure 8 shows the results. With the exception of
“performance,” the sc-group reported an overall lower mental
workload than the fi-group. We performed Welch’s t-test on the
total score between the two groups and there is no significant
difference (t(27)=-1.42, p=0.17). We also performed Welch’s
t-test on each individual score between the sc-group and
the fi-group. There was a significant difference regarding the
data of “temporal demand” (sc-group < fi-group, t(27)=-2.18,
p=0.038). The results suggest that advice based on human
internal state estimation reduces some of the human mental
workload. At the same time, it shows that the overall effect is
not significant.

4) Analysis of changes in mental state based on physiolog-
ical indices: To investigate whether a change that was not
apparent from the human’s behavior occurred in their mental
state, we analyzed physiological indices. The physiological
indices used in this study are heart rate variability (this is
converted to CSI and CVI), and SCR.

CSI is one of the indices of sympathetic nerve activity. The
sympathetic nervous system’s primary function is to stimulate
the body’s fight-or-flight response, in terms of perceptible
reactions such as tension and excitement. The CVI is one of
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Fig. 6. Acceptance rates of divergent metacognitive suggestions.
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Fig. 7. Acceptance rates of convergent metacognitive suggestions.

the indices of parasympathetic nerve activity. The parasym-
pathetic system is responsible for stimulating the ”rest-and-
digest” activities that occur when the body is at rest and
relaxed. We used the geometric Lorenz plot method [12] to
calculate the CVI and CSI.

SCR is a kind of electro-dermal activity that includes skin
potential activity and skin conductance activity. People sweat
during exercise but their palms have only a few sweat glands
for body temperature adjustment. Therefore, by measuring the
electrical resistance on the palms, it is possible to check for the
presence or absence of emotional perspiration [13]. Given that
the underlying mechanisms of SCR and electrocardiograms are
different, we assumed that they could be used to distinguish
between different responses from different sources of stress.
Sweating is controlled by the sympathetic nervous system [14]
and can be induced by emotional stimuli, intellectual strain,
or painful cutaneous stimulation. The underlying mechanisms
of SCR are related more to anticipation, expectation, and
attention concentration [15]. We thus expected that the SCR
could be used to tell when someone is dealing with an
unexpected or thrilling situation.

a) Analysis of changes in mental state in each room: In
order to analyze the changes in the mental state of participants
who tackled a difficult task while receiving advice from an
agent, we analyzed the state in which they started working on
the task and the state before they reached a solution in each
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room. For this purpose, the time required for escaping from
each room was divided into three for each participant and the
early and last data were extracted. For this data, CSI, CVI,
and SCR were calculated. The results are presented in Table
V. Paired t-test was performed on these data for each group.

In first room, the sc-group showed a significant increase
in CSI as problem-solving progressed (CSI: t(13)=-2.56,
p=0.024), but there was no significant difference in CVI and
SCR. In the fi-group, there were no significant differences in
CSI and CVI, but there was a marginally significant increase
in SCR (SCR: t(14)=-2.10, p=0.054).

In second room, the sc-group showed a marginally sig-
nificant increase in CSI as problem-solving progressed (CSI:
t(13)=-2.03, p=0.063) but there were no significant differences
in CVI and SCR. In the fi-group, there were no significant
differences in CSI and CVI but there was a significant increase
in SCR (SCR: t(14)=-2.38, p=0.032).

In third room, the sc-group showed a marginally significant
increase in CSI as problem-solving progressed (CSI: t(13)=
-1.94, p=0.074), but there were no significant differences in
CVI and SCR. In the fi-group, there were no significant
differences in CSI, CVI, and SCR.

Overall, the sc-group was adaptively advised via metacog-
nitive suggestions and the sympathetic nervous system was
more active in the late phase of problem-solving than in the
early phase of problem-solving, suggesting that they had been
working diligently on the problem-solving until escape. In
other words, it can be suggested that by providing advice
based on the condition of the participants, they were able
to increase their involvement in the problem-solving efforts.
In the fi-group, effects on SCR are observed in first room
and second room. SCR tends to be lower when a person is
absorbed in repeating tasks and higher when they are engaged
in various trials and errors [16]. As the difference seems to
be caused by the low SCR when they started working on the
problem-solving, it is presumed that the fi-group might have
fallen into an impasse and repeated the same action in that
time. We think that the reason here were no differences in any
of the physiological indices when the participants were in third
room is that the problem-solving became more complicated,
so the problem space became wider, and impasse in the form
of repeating the same action was less likely to occur.
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TABLE V
THE AVERAGES OF CSI, CVI AND SCR IN EACH ROOM.

CSI CVI SCR
room group early part last part early part last part early part last part

first sc 1.18 1.29 3.22 3.26 15.03 15.20
fi 1.18 1.26 3.27 3.32 14.79 15.30

second sc 1.29 1.38 3.29 3.30 14.78 14.97
fi 1.42 1.36 3.38 3.36 14.00 14.96

third sc 1.43 1.54 3.33 3.37 14.78 14.97
fi 1.40 1.52 3.39 3.40 14.99 15.21
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Fig. 9. The averages of CSI in the early part of the problem-solving in each
room.
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Fig. 10. The averages of CVI in the early part of the problem-solving in each
room.

b) Analysis of changes in mental state in three con-
secutive rooms: In the early part of the problem-solving,
differences between sc-group and fi-group seem to appear.
Therefore, we analyzed the effect of the three rooms. A one-
way analysis of variance was performed on the CSI, CVI, and
SCR data in each group. The averages of each data in the early
part of the problem-solving in each room are listed in Figure
9, Figure 10, and Figure 11.

The results indicate that there were no significant differences
in CSI, CVI, and SCR in the sc-group, but there was a
significant difference in CSI in the fi-group (F(2, 14)=3.40,
p=0.048). There was a significant difference between first
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Fig. 11. The averages of SCR in the early part of the problem-solving in
each room.

TABLE VI
MULTIPLE COMPARISONS IN THE MAIN EFFECT OF CSI BY RYAN’S

METHOD.

pair r nominal level t p sig.
second - first 3 0.33 2.33 0.027 s.
third - first 2 0.66 2.17 0.038 n.s.
second - third 2 0.66 0.16 0.874 s.

room and second room as well as between first room and
third room (Table VI). The participants in the fi-group were
more engaged in the problem-solving from the beginning in
second room compared to first room, while participants from
the sc-group demonstrated a gradual increase as they moved
through the rooms. These differences may reflect the different
attitudes toward problem-solving that were learned during the
problem-solving trials in the previous room(s).

c) Analysis of changes in mental state after advice was
given: The CSI, CVI, and SCR were calculated and compared
for 10 seconds before and after giving the advice in each room
to investigate the effect on the mental state of the participants
immediately after the advice was given. Averages of values
before and after advice are presented in Table VII. Paired t-
tests were performed on these data for each group.

In first room, the sc-group showed a significant increase in
SCR immediately after advice was given (SCR: t(34)=-4.51,
p<0.0001) but there were no significant differences in CSI and
CVI. In the fi-group too, there was a significant increase in
SCR immediately after advice was given (SCR: t(45)=-4.41,
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TABLE VII
THE AVERAGES OF CSI, CVI AND SCR BEFORE AND AFTER SUGGESTIONS IN EACH ROOM.

CSI CVI SCR
room group before after before after before after

first sc 1.21 1.20 3.25 3.26 13.26 16.56
fi 1.23 1.25 3.31 3.29 14.11 19.14

second sc 1.44 1.42 3.32 3.32 13.59 16.88
fi 1.41 1.33 3.36 3.36 15.00 18.43

third sc 1.48 1.44 3.34 3.34 13.44 16.41
fi 1.35 1.38 3.36 3.37 15.02 16.73

p<0.0001) but again there were no significant differences in
CSI and CVI.

In second room, the sc-group demonstrated a significant
increase in SCR immediately after advice was given (SCR:
t(39)=-3.64, p=0.00039) but there were no significant differ-
ences in CSI and CVI. In the fi-group, there was a significant
increase in SCR (SCR: t(37)=-3.10, p=0.0019) but no signifi-
cant differences in CSI and CVI.

In third room, the sc-group demonstrated a significant
increase in SCR immediately after advice was given (SCR:
t(57)=-4.30, p<0.0001), but there were no significant differ-
ences in CSI and CVI. In the fi-group, there was a marginally
significant increase in SCR (SCR: t(55)=-1.88, p=0.065) but
no significant differences in CSI and CVI.

Observing the overall trend, the sc-group appears to demon-
strate that there is a relatively consistent and strong influence
of advice on the participants, whereas the fi-group appears to
be less influenced by advice as the task progresses.

IV. DISCUSSION

We hypothesized that participants would be likely to accept
the advice based on the estimation of the inner state of
the human even when the agent provided advice. In this
research, we focused on metacognitive suggestions in an
insight problem-solving task, which is one of the examples
of useful advice that the agent can provide. We investigated
the effects of metacognitive suggestions that controlled the
timing of presentation based on human inner state. We im-
plemented an agent that estimated two kinds of user states:
a thinking mode (depth-first or breadth-first) and a state of
stalemate (impasse or progressive). The agent categorized the
participant’s overall state as one of four combinations: depth-
first/progressive, breadth-first/progressive, depth-first/impasse,
and breadth-first/impasse. The agent provided a metacognitive
suggestion with the goal of getting humans out of the impasse
state.

We conducted an experiment using two suggestion agents.
One was a state-considering agent that estimated the user’s
state before providing a metacognitive suggestion. The other
was a fixed-interval agent that provided a metacognitive sug-
gestion at three-minute intervals. Based on results from the
analysis of the operation history log, the acceptance rate of
suggestions in the sc-group was significantly higher than that
in the fi-group. In other words, the attitude to the metacognitive
suggestions given by the agent was different between the

participants in fi-group and those in sc-group. The partici-
pants in sc-group believed that the content of the suggestions
given by the agent should always be considered. By contrast,
participants in the fi-group typically thought that the agent’s
suggestions presented general knowledge and tended to accept
useful ones regardless of the task status. The results of the
mental workload suggest that participants in the fi-group might
interpret the agent’s suggestions as a kind of facilitation of the
task execution rather than human assistance.

An analysis of mental-state changes based on physiological
indices suggested that the use of metacognitive suggestions by
agents based on participants’ conditions affected the mental
state in problem-solving activities in the short as well as long
term. Overall, changes in mental state were mainly reflected
in CSI and SCR. While working on a single problem-solving
task, it was suggested that when the agent’s advice was given
based on the participant’s condition, the participants worked
more diligently on the problem-solving task. In multiple tasks
in succession, especially in situations where participants were
beginning to tackle a new problem, they tended to be less
likely to fall into the impasse of trying the same solution over
and over again when they received advice that was provided
based on their condition. As a short-term effect, a comparison
of physiological indices before and after advice was provided
suggested that both groups responded to such advice by trying
new trial-and-error activities. However, it was also suggested
that if the advice was not given depending on the situation,
the effect of the advice in mitigating the impasse would be
reduced as the task progressed.

During one room trial, the effect of advice based on the
participant’s condition appeared in the CSI. By contrast, the
direct effect of the advice appeared in the SCR, while there
was no change in the CSI. In addition, the direct effect of the
advice was basically unaffected by the timing of the advice.
The direct effect of advice on participants is providing a
specific way of problem-solving. Therefore, it is suggested that
the change in the current way of problem-solving by receiving
the advice itself affects the mental state of the participants.
It also suggests that mitigating the susceptibility to falling
into impasses and changing attitudes toward the problem-
solving requires appropriate advice based on the participant’s
condition. This is consistent with the different interpretations
of the sc-group and fi-group advice described above. In other
words, advice on actual task performance is considered to be
acceptable to the person by providing appropriate advice on
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the status of the task, regardless of the state of the person.
However, if we expect to improve the attitude toward the task
through advice, such as to make the person have a broader
perspective and be less likely to fall into an impasse, it is
important to understand the person’s condition at the time of
giving the advice. The advice provided by the agent in this
study was not directly helpful in solving the problem, but was
a metacognitive suggestion that indirectly suggested how to
solve the problem. Nonetheless, it is interesting to note that the
immediate effect of the advice differed from the overall effect
of the task execution. This is a finding that will contribute
to the implementation of a tutoring agent. It suggests that an
agent supporting active learning, which needs to maintain a
positive attitude toward learning tasks, should provide advice
and intervention based on an understanding of the human’s
current condition.

V. CONCLUSIONS

The aim of this study is to investigate how the mental
state of participants performing a task is affected in the short
term and for relatively long-term periods when the participants
are given advice based on their conditions as opposed to
mechanically at regular intervals. We implemented an agent
that estimated two kinds of user states: a thinking mode
(depth-first or breadth-first) and a state of stalemate (impasse
or progressive). Based on experiments using two types of
suggestion agents, we suggest that participants are more likely
to accept metacognitive suggestions provided by agents when
the suggestions are provided based on an inner-state estimation
of the participant. With respect to the participant’s mental state,
an analysis of mental-state changes based on physiological
indices suggests that the use of metacognitive suggestions by
agents according to participants’ conditions affects the mental
state in problem-solving activities in the short and long term.
As a short-term effect, a comparison of physiological indices
before and after advice suggests that both groups responded
to advice by trying new trial-and-error activities. It is also
suggested that if the advice is not given depending on the
situation, the effect of the advice in mitigating the impasse
reduces as the task progresses. These findings will contribute
towards the implementation of a tutoring agent.
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Abstract—Swarm Intelligence algorithms are inspired by ani-
mals living together in swarms. Those algorithms are applicable
to solve optimization problems like the Travelling Salesman
Problem. Furthermore, they can be extended for playing games,
e.g., board games. This paper proposes a novel approach for
playing the board game Halma by combining Swarm Intelligence
algorithms. It focuses on the implementation of a Swarm Intelli-
gence player for the Halma game by combining two state-of-the-
art algorithms, namely the Ant Colony Optimization, and the Bee
Colony Optimization. In addition, we propose a modular Model
View Controller software architecture for implementing the game
and its players. Moreover, this paper evaluates the performance
of the Swarm Intelligence agent for the single player and two
player cooperative version of Halma. The algorithm presented
in this paper is successful in learning the dynamics of the game
and provides a stable basis for further research in this area.

Keywords—Swarm Intelligence; Traveling Salesman Problem;
Ant Colony Optimization; Bee Colony Optimization; Halma.

I. INTRODUCTION

Animals like bees or ants live together in huge swarms.
Although the number of members in the swarm is large,
they are able to coordinate and divide tasks, e.g., splitting up
the food searching process. The tasks are optimized within
the swarm. Therefore, it is possible to derive algorithms,
called Swarm Intelligence (SI) algorithms, for optimization
problems, e.g., the Traveling Salesman Problem (TSP). Our
previous work, which compared and applied different SI
algorithms to the TSP problem [1], was published at ”The
Twelfth International Conference on Information, Process, and
Knowledge Management eKNOW 2020”. As SI algorithms are
well suited for optimization problems like the TSP, several
applications arise. SI approaches can be used for robotic
swarms to explore unknown environments, e.g., in space.
Another application for those algorithms are video or board
games. This paper extends a previously published paper [1] by
implementing and testing SI for a more complex application,
namely the board game Halma.

Halma is a traditional board game which can be played
using two different types of boards. Either on a square board
or, as in our case, on a star-shaped board. Halma on a star-
shaped board is also called ”Sternhalma” in Germany or
”Chinese Checkers” in the rest of the world, although it is not
a variant of Checkers [2]. This paper focuses on ”Sternhalma”,
but we will use the name Halma to refer to it. The main

similarity between the TSP and the board game Halma is the
structure of the problem. The Halma board, shown in Figure
1, is divided into nodes and edges, which is also the basis of
the TSP. For a TSP, nodes represent cities which are visited
by a salesman. He uses edges to travel from city to city. The
aim is to find the optimal solution, so the salesman visits all
nodes exactly once and reaches his starting point in the end.
For a game of Halma, a player tries to find an optimal solution
to get from its starting position to the goal position by using
the edges. Due to the similarities and successful tests of SI
algorithms for the TSP, it is promising to use SI approaches
to construct a player for the Halma game.

Figure 1. A Halma (”Sternhalma” or ”Chinese Checkers”) board for six
players

The rules of the game are simple. Yet, the game is still
challenging and interesting [3]. Its complexity is discussed in
Section IV. Halma is played by one to six players having ten
game characters each. A board with six players is shown in
Figure 1. The board is star-shaped and consists of nodes and
edges. Characters are allowed to stand on nodes and move
from node to node using the edges. Goal of the game is to
bring all game characters to the opposite side of the board.
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For example, blue needs to place all its characters on the
starting position of black and black needs to place all its game
characters on the starting position of blue. To reach this goal,
the player is allowed to move one game character at a time.
Each character has two possible types of moves which are
illustrated in Figure 2. It can either

• make a step move or
• make a jump move.

If it decides to make a step move (Figure 2(a)), the character
can be moved in any direction to the next node, requiring the
destination node to be unoccupied. If the player decides to
jump, a neighboring node needs to be occupied and the node
on a direct line behind this node needs to be unoccupied. It
is irrelevant if the neighboring node is occupied by an own
or an opponent’s piece. This move is shown in Figure 2(b).
If possible, the player is allowed to do multiple jumps in a
row with the same character. He is able to decide how many
jumps he wants to do as long as the move is valid.

(a) A character is allowed to make
one step in any direction

(b) A character is allowed to jump
over another character

Figure 2. The two different kinds of valid moves in Halma

The game ends if one player places all its game characters
on the opposite side of its starting position. As Halma is a
competitive game, it is a valid strategy to prevent other players
from winning.

In general, games are interesting problems in the fields of
Artificial Intelligence (AI). The complexity of games is often
high and there are several possible strategies. Solving them
needs a large amount of time and computational resources.
Different games provide different challenges for AI. Most of
all, board games are well suited to do research in the fields
of AI, as they have simple rules which lead to a simple
implementation. Additionally, experiments can be conducted
on hardware with less computational power [4].

An AI player can play a game to either win or to gain
experience out of it [4]. Halma, like most board games, is
a competitive game. It ends when one of the players wins.
Nevertheless, for the two player case, the shortest possible
solution to win the game can only be reached, if the two play-
ers cooperate with each other. Therefore, this paper presents a
strategy for a single player, forming a swarm of ten characters,
as well as a strategy for two cooperating players.

Additionally, we propose a Model View Controller (MVC)
architecture to realize the game. It is designed to easily
exchange the AI player with different algorithms.

For accomplishing this, the paper makes use of the results
gained in [1]. First, related work is presented. Second, two SI
algorithms, the Ant Colony Optimization (ACO) and the Bee
Colony Optimization (BCO), are presented. The complexity
of the game is discussed in Section IV. The combination of
the two SI algorithms to form a Halma player is presented
in Section V. Section VI focuses on the experimental setup,
our software architecture, and the results gained for a single
player game and a two player game. The last section (Section
VII) concludes the work and presents future work.

II. RELATED WORK

Both, [5] and [6], give a good overview of the different SI
approaches and their analogue in nature. This paper focuses on
two out of several SI algorithms, the ACO [7] and the BCO [8].
Recent researches utilize those algorithms for a wide range of
applications. Approaches based on the ACO are used, among
others, for a routing protocol for Wireless Sensor Networks
(WSN) [9], to load balance peer-to-peer networks [10] or a
fuzzy logic controller [11]. Furthermore, the ACO has been
applied in swarm robotics, e.g., for Unmanned Aerial Vehicles
(UAVs) [12], or path planning on mobile robots in [13] and
[14]. Variants of the BCO have been employed, e.g., for a
swarm of autonomous drones [15] or path planning [16].

An extensive analysis of the game Halma can be found in
[17] studying the six-piece game and in [2] focusing on the
ten-piece game.

To the authors knowledge solving the Halma game with
AI, especially with SI, is not a widely researched area. In
[18], the authors design a Halma player based on deep rein-
forcement learning. Roschke and Sturtevant [19] use an Upper
Confidence Bounds (UCB) applied to trees (UCT) algorithm
to solve the Halma game. Both papers focus on the two-player
game reducing the star-shaped Halma board to the two player
square board. Additionally, both approaches are applied to a
Halma game with six game characters per player instead of
ten, which is the number of pieces used throughout this paper.

There are also only a few approaches using SI algorithms to
learn playing games. In [20], the authors use an SI approach
for a board game called ”Terra Mystica”. Kapi et al. [21]
consider SI as a method to solve path planning in video games.
In [22], the ACO has been used to for a video game called
”Lemmings”. Daylamani-Zad et al. [23] discuss a variant of
BCO and its applicability to strategy games.

Thus, we can see that this paper tackles two ill-researched
areas and presents a novel approach in playing Halma with SI
based methods.

III. SI ALGORITHMS

In the following, two state-of-the-art SI algorithms are
presented. In this paper, the application for SI algorithms is the
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board game Halma. The Halma game, as well as the TSP, is
based on nodes connected by edges. Consequently, this chapter
focuses on the definition of both SI algorithms for discrete
problems. The introduction of the algorithms has been adapted
from our previous publication [1]. First, the ACO is presented.
Second, the BCO is summarized. Third, both algorithms are
compared for a TSP application and we evaluate their use for
the Halma board game.

A. Ant Colony Optimization (ACO)

When searching for food, ants leave pheromone trails on
their path. Other ants can sense the pheromones and plan
their path accordingly. This behavior is adapted for the ACO
algorithm [24]. Ants mediate information over the environment
and communicate therefore indirectly with the other members
of the swarm. This form of communication is known as
stigmergy communication [25]. Assume a simple example,
where an ant can choose between two possible ways to get
from the nest to the food source. One path is shorter than the
other as visualized in Figure 3.

Figure 3. A swarm of ants will choose the short path in favor of the long
path to get to the food source over time.

In the beginning, each individual ant chooses its way
randomly, i.e., both paths have the same probability to be
chosen. The members of the swarm that have chosen the short
path will reach the food source earlier than the ants that chose
the long path. When they arrive at the food source, they take
a piece of food and return to the nest. Now, they have to make
the decision once more, which way to chose. As ants leave
pheromones on the path, while they move, they sense those
pheromones on the short path. If the ants that took the long
path have not arrived at the food source yet, the ants sense less
pheromones on the long path. Ants choose the path where they
can sense more pheromones. Therefore, they will choose the
short way to get back to the nest.

To avoid a convergence of the swarm towards local minima,
the pheromones on the paths evaporate partly [26]. Neverthe-
less, the pheromone value on the shorter path is higher than
on the longer one. When the ants go to the food source and
back to the nest multiple times, the pheromone value on the
short path will grow over time. As a result, all ants decide to
take the short way in the end [24].

The ACO algorithm simulates this food searching process.
In the following, the algorithm is explained for a TSP applica-
tion. For this application, the path is represented by a sequence

of nodes, which are connected by edges. Table I summarizes
the symbols used in the equations throughout this section.

The procedure of the ACO is divided into four phases:

1) path planning depending on the pheromone values on
the path,

2) pheromone update on each ant’s path,
3) pheromone update of the global-best path,
4) pheromone evaporation on all edges.

All phases are iterated multiple times, which is visualized
in Figure 4. The next paragraphs focus on the explanation of
each phase.

1) Path Planning: Path planning of each individual ant is
based on the State Transition Rule

s =


arg maxu∈Jk(r){[τ(r, u)] · [η(r, u)]β},

if q ≤ q0 (exploitation)
S, otherwise (biased exploration)

, (1)

where r is the current node of the ant k, s is the next
node, and q is calculated randomly [27]. Equation (1) defines
the weighting between exploration and exploitation. If q is
smaller than or equal to q0, the ant chooses exploitation.
Otherwise it chooses exploration. When choosing exploitation,
path planning is based on the value of pheromones on the edge
τ(r, u) and the distance η(r, u) between the current node r and
a possible next node u. The parameter β regulates the balance
between distance and pheromone value. The maximum is
chosen from calculating [τ(r, u)] · [η(r, u)]β for all nodes that
have not been visited yet (for all u ∈ Jk(r)) [27].

TABLE I. SYMBOLS USED IN THE FORMULAS EXPLAINED IN SECTION
III-A [1]

Symbol Used Meaning

s next node
r current node
u next possible node
k ant

Jk(r) all nodes that have not been visited yet by ant k
τ(r, u) pheromone value of an edge between r and u
η(r, u) inverse of distance between r and u
β parameter to manipulate the proportion between

distance and pheromone value (β > 0)
q random number between [0...1]
q0 proportion between exploration and exploitation

(0 ≤ q0 ≤ 1)
S random variable connected to the random-

proportional rule
pk(r, s) probability to choose node s as next node

ρ pheromone decay parameter for local update
(0 < ρ < 1)

τ0 initial pheromone value
α pheromone decay parameter for global update

(0 < α < 1)
δ evaporation parameter (0 < δ < 1)
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Figure 4. Steps of the ACO algorithm [1]

For biased exploration, the node selection is made with the
random-proportional rule

S = pk(r, s) =


τ(r,s)·η(r,s)β∑

u∈Jk(r)
τ(r,u)·η(r,u)β if s ∈ Jk(r)

0, otherwise
, (2)

where S represents the result of this random-proportional rule
[27]. Equation (2) calculates a probability for each node. It
is based on the length of an edge and its pheromone value.
The shorter the edge and the higher the pheromone value, the
more likely this node is chosen. As both, the pheromone value
and the length of an edge are considered, [τ(r, u)] · [η(r, u)]β

is calculated as well [27]. This results in a weighted value
and the exploration is referred to as biased exploration [7].
The term is divided by the sum of all [τ(r, u)] · [η(r, u)]β to
calculate the probability.

Each ant leaves a pheromone trail on its path. The trail is
updated after each ant has finished its tour and has returned
to the initial node. This pheromone update is called the local
update.

2) Local Update Rule: Real ants leave pheromones on their
trail. The pheromone values increase with the quality and the
quantity of the food at the food source [24]. In analogy to
real ants, the pheromone values on a path constructed by the
artificial ants are updated with

τ(r, s) = τ(r, s) + ρ ·∆τ(r, s) , (3)

where 0 ≤ ρ ≤ 1 [27]. The local update rule is influenced
by ∆τ(r, s). Depending on the implementation, you can
choose different approaches to set ∆τ(r, s) [27]. There are
implementations which use, e.g., reinforcement learning to
determine an appropriate ∆τ(r, s) [27]. For sake of simplicity,
we use a constant value

∆τ(r, s) = τ0 , (4)

where τ0 corresponds to the initial pheromone value.

3) Global Update Rule: After the local update has been
performed and all ants have returned to the nest, the global
update is conducted. All paths that have been found by the
individual ants are compared to the global best path. For the
TSP this is the path with the shortest length. For the Halma

game this can, e.g., be a move that brings the game character
closest to the goal positions or a move that uses many jumps.
If one of the ants found a better path, the global best path
is updated. No matter if it has been updated in the current
iteration or not, the pheromone values on the edges are updated
for the globally best path. Extra pheromones are added with

τ(r, s) = τ(r, s) + α ·∆τ(r, s) , (5)

where α is a predefined pheromone decay parameter between
0 and 1 [27].

By adding pheromones to the edges in each iteration, the
pheromone values on the edges increase over time. When a
good solution was found in, e.g., iteration 10 and the swarm
does not find a better solution during the following iterations,
the pheromone value on this path is high. If an ant finds a
better solution, it takes many iterations until the swarm will
use this solution, as the pheromone value on the old best path
is still high. Therefore, it is difficult to abandon old solutions.
Consequently, we have to introduce evaporation to overcome
this issue.

4) Evaporation: To avoid rapid convergence towards a non-
optimal solution, pheromone values evaporate partly when
they are updated. It offers the possibility to explore new areas
[24]. The evaporation is regulated with a parameter δ and
results in

τ(r, s) = δ · τ(r, s) . (6)

We can also combine the evaporation with the local and global
update rule [27]. The global update rule is now calculated with

τ(r, s) = (1− α) · τ(r, s) + α ·∆τ(r, s) , (7)

whereas the local update is computed with

τ(r, s) = (1− ρ) · τ(r, s) + ρ ·∆τ(r, s) . (8)

Combining all steps, we result in the ACO as summarized in
Figure 4.

The second algorithm, our SI Halma player is based on, is
the BCO, which is presented in the following section.
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B. Bee Colony Optimization (BCO)

Another state-of-the-art SI algorithm is the BCO. It is
derived from the foraging behavior of bees [28]. In con-
trast to ants, bees use a different kind of communication.
Ants communicate indirectly over the environment by leaving
pheromone trails. On the contrary, bees communicate directly
with the other swarm members by means of dancing. Bees
fan out the hive to search for food, return and dance to the
other bees to communicate the location of a food source. The
dance is a form of advertisement to convince the other bees
to choose the food source they are advertising [28].

The BCO was inspired by this behavior to solve optimiza-
tion problems, e.g., the TSP. The algorithm mainly consists
of two steps,

1) the forward pass,
2) and the backward pass.

The algorithm is visualized more detailed in Figure 5. Like
the ACO, the BCO uses multiple iterations to converge towards
a solution. In contrast to the ACO, which constructs a path at
once, the BCO is divided into several stages. During each
stage, a bee conducts the forward, as well as the backward
pass and builds a partial solution, i.e., a part of the path.
The number of stages for the TSP application depends on the
number of nodes m the path is appended by during each stage.
The two steps, conducted during each stage, are explained in
the following.

1) Forward Pass: The forward pass is the step of building
a partial solution. Each bee fans out the hive and appends its
path by its own partial solution. This represents exploration,
as the partial solutions are calculated randomly. For the TSP
the bees append their current path by m nodes they have not
visited yet [8]. After appending the path and returning to the
hive, the bees perform the backward pass.

2) Backward Pass: The backward pass is the phase, where
the bees perform the waggle dance. Each bee has two options
to either

• abandon its partial solution (exploitation) or
• dance and advertise its solution to the other bees (explo-

ration) [28].

By abandoning its solution, the bee will exploit another bee’s
solution (one of the bees that dances) or the global best
solution (the best solution that has been found so far). For the
TSP application, the shorter the path length of another bee’s
partial solution, the more likely the bee will choose it. After
choosing a partial solution the bee will add this partial solution
to its path that has been constructed during the previous stages.
It basically exchanges its partial solution constructed during
the forward pass with another partial solution [8]. For the TSP,
cities are visited only once. Consequently, it is crucial to check
whether the chosen partial solution does contain cities that
have already been added to the path. If that is the case, for
our implementation, the honeybee returns to its own partial
solution constructed during the forward pass.

A solution for the problem has been found if the forward
and the backward pass have been finished for all stages.
Subsequently, the global best solution is updated [28] and one
iteration has been finished.

The following section focuses on the comparison of the two
algorithms and their application for the TSP as well as for the
Halma game.

C. Comparison of the Algorithms

In order to decide which of the algorithms to use for the
Halma board game, we first tested them for the TSP. The
TSP was simulated by placing ten nodes, representing the
cities, randomly on a grid. The edges, connecting all nodes,
have different length. The algorithms are supposed to find a
path which connects all nodes while traveling a minimum
distance. Each algorithm performed 200 iterations per test
and 1000 tests have been conducted. The results shown in
Figure 6 give an idea of the performance of the algorithms.
As the TSP is only an exemplary application to compare the
algorithms, the implementations are not optimized with respect
to time efficiency and performance. Additionally, this paper
focuses on a board game application and the goal is to play
against a human player, so time efficiency can be neglected.
For the evaluation of performance of each algorithm, the
interested reader is referred to [29]. Figure 6 visualizes the
average path length for each iteration. The ACO is visualized
in blue, whereas the BCO is shown in red. The parameter
configurations used for the experiments visualized in Figure 6
are summarized in Table II.

TABLE II. PARAMETERS USED FOR EXPERIMENTS [1]

ACO BCO

parameter value

iterations 200
population 100
β 0.7
q0 0.8
ρ 0.7
τ0 10.0
α 0.9

parameter value

iterations 200
population 100
m 3

The ACO converges towards the optimal solution, which is
shown on the bottom in black, whereas the BCO converges
quickly but towards a non-optimal path. Consequently, the
ACO has a better balance between exploration and exploitation
than the BCO. For the BCO, exploitation predominates over
exploration. From Table II we can see that the BCO needs less
parameters than the ACO that need to be tuned. Nevertheless,
the balance between exploration and exploitation is much
better for the ACO.

The ACO is well suited for the TSP problem, as the swarm
contributes from all solutions of all other ants and does not
only consider the global best solution found at some point in
the past. Distributing pheromones on the edges makes an easy
planning possible. If we decide to us the ACO on its own for
a Halma player, the algorithm outputs us 10 different paths
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Figure 5. Steps of the BCO algorithm [1]

for 10 different characters. Then, we have to decide which
game character executes its path, as the rules only allow one
move of one game character at a time. With its abandoning
and advertising scheme, the BCO is well suited to find the best
solution within a swarm and to decide for one game character
to move. Therefore, the ACO and the BCO are combined for
the board game Halma. All game characters first plan a path
with the ACO algorithm and then the BCO is used to decide
which character will make the move. The implementation and
combination of the two algorithms is further explained in
Section V.

Figure 6. Average length of path by solving the TSP with the ACO (blue),
the BCO (red) and the optimal solution (black) [1]

IV. COMPLEXITY OF HALMA

Even though its rules are simple, the board game Halma
offers a high complexity. In [17], Sturtevant mentions that
there are 1.73 · 1024 states referring to a game with six game
characters per player. The number of states is even higher for
the ten-piece version of the game.

Due to the different possible moves, i.e., steps and jumps,
and a varying number of players per game, and therefore also
a varying number of game characters per game, there are
usually a lot of different options per turn a player can choose
from. Furthermore, players are allowed to perform multiple
jumps in one turn with the same figure, if possible. Successive

jumps do not necessarily have to follow the same direction.
This contributes to even more different turns one can perform.
As players are allowed to jump over the characters of other
players, more players in a game allow a higher number of
possible moves. In general, it is advantageous to jump as often
as possible as this allows extra moves per turn. To reach this,
the player needs to build ladders which transport characters
quickly from one side to the other [2].

When playing Halma with only one player, the shortest
solutions are often palindromic. This means, that the second
half of moves is symmetric to the first half. According to [2]
the shortest solution possible for one player has 27 moves and
no shorter solution is possible.

For a game of two players the shortest game consists of 30
moves, that is 15 moves per player [2]. However, this only
works if both players cooperate. In this scenario, two ladders
are built. The first one is built by both players whereas the
second one is only built by the player that is going to lose.

The following chapter considers this information and
presents an implementation for a SI player for Halma using
the algorithms introduced in Section III.

V. COMBINATION OF SI ALGORITHMS FOR HALMA

To use Swarm Intelligence for playing a game of Halma,
the algorithms mentioned in Section III are combined. Figure
7 gives an overview of the implementation of an SI player
for Halma. Table III includes the symbols used in equations
throughout this chapter that have not been already introduced
in Table I.

The ACO algorithm is well suited for the local path planning
of each character. A single character is able to plan a path
based on the pheromone values on the edges between the
nodes. It decides whether to choose exploration or exploitation.
The path is planned accordingly. In Figure 7 this process
is marked in orange. The implementation of the BCO is
illustrated in green. Originally, the forward pass of the BCO is
used to make a local decision for each member of the swarm.
In our algorithm, this decision is based on the ACO, so the
forward pass is neglected, whereas the backward pass plays a
major role. It is used to make the decision which character is
going to make a move. The characters can either abandon their
choice or advertise their solution to the others. This decision
making process is further discussed in Subsection V-C.
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Figure 7. Process of choosing a character and path to make a move

TABLE III. SYMBOLS USED IN THE FORMULAS EXPLAINED IN SECTION
V THAT ARE NOT CONTAINED IN TABLE I.

Symbol Used Meaning

τ0goals initial pheromone value for the two edges con-
nected to the first row

j jumping factor to reward moves with many
jumps

g in goal factor to increase the pheromones on
edges that lead to the goal

e evaporation rate
wd weight of distance to the first row
wl weight of the length of the path
wp weight of the pheromone values of the path
fg fitness value for characters that already reached

the goal area
b influence of best game played so far on the initial

pheromone distribution
c pheromone update value added during coopera-

tive games
to threshold to update the pheromone value during

cooperative games

In the beginning, the pheromone values are distributed
on all edges. This initialization is described in Subsection
V-A. Subsection V-B discusses how the ACO can be applied
to Halma. The global backward pass and the update rule,

including evaporation, are further explained in Subsection
V-C and V-D, respectively. Subsection V-E introduces some
limitations for the pieces. The last subsection of this section
focuses on the two-player cooperation.

A. Initial Distribution of Pheromones

The Halma board is divided into nodes and edges. The
game characters need to move from node to node by using
the edges. All edges are bidirectional and it is possible to use
the same edge to move from node A to node B and from B
to A. Therefore, it is necessary to distinguish which direction
of the edge the agent moves along in order to judge if it is
approaching the goal. As a consequence, it is necessary to
double all edges for the implementation of the ACO. As a
result, there are two edges connecting two nodes A and B,
one to move from A to B and one to move from B to A.
Each of the doubled edges has its own pheromone value. This
value differs if the edge between A and B or the edge between
B and A is examined. As each edge is doubled to have both
directions, in Figure 8, one direction is marked in blue and
the other in red.
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(a) Pheromone distribution if all
edges have the same starting
pheromone value

(b) Pheromone distribution if the
best solution found in a previous
game is considered

Figure 8. Different pheromone distribution modes

Tests have shown that distributing the pheromones equally
on all edges with

τ(r, s) = τ0 , (9)

as visualized in Figure 8(a), the swarm needs a lot of time to
reach the goal. Therefore, we introduced a second pheromone
initialization mode. The pheromone values are initialized de-
pending on their distance to the goal with

τ(r, s) =
1

d
· τ0goals + τ0 , (10)

where d is the distance to the last goal position (the first
row in Figure 9(a)), and τ0goals is a parameter for the initial
pheromone value for the two edges connected to the first row.
Edges connecting goal nodes have a higher initial pheromone
value than edges connecting the start nodes. As a result, the
swarm knows the direction where to go from the beginning.
Additionally, we gave the swarm the ability to remember
pheromone values of previous games. The pheromone distribu-
tion of the best game with the lowest number of moves played
so far is stored. Its influence on the initial distribution of the
pheromones can be weighted with the parameter b. Figure 8(b)
illustrates the pheromone distribution for considering the best
solution found so far. It can be exploited by the characters in
the beginning of the new game.

After distributing the pheromones on all edges, the charac-
ters start planning their path by using the ACO algorithm.

B. Implementation of the ACO for Halma

Each game character needs to choose between exploration
or exploitation. The parameter q0 defines the probability
to choose either of them. In the following exploration and
exploitation are examined separately.

1) Exploitation: The character chooses exploitation if the
randomly generated variable q < q0. Exploitation means that
the path is generated by using the trail with the highest
pheromone value. Therefore, a character calculates all its valid
moves. For each neighboring node of the character’s position,
all valid step and jump moves are calculated. To choose one
of those paths, each path is evaluated with

p = l ·
k∑
e

τ(r, s), (11)

where l is the length of the path, τ(r, s) the pheromone value
of an edge, and k the number of edges in the path. In contrast
to the TSP application, for Halma we prefer longer paths over
short moves. Long paths mean that we found several characters
to jump over. Making several jump moves at once is crucial to
find a efficient way to approach the goal. We therefore choose
the path with the highest p. The chosen path is then considered
for the global decision, which character is going to move.

2) Exploration: If the character chooses exploration, the
general procedure is similar to exploitation. In contrast to the
standard ACO the random-proportional rule was replaced, so
the edges are chosen completely random without any bias. The
edges of the character’s path are chosen randomly from all
neighboring edges that enable a valid move. The exploration
procedure also implements both, jump moves and step moves.

In contrast to exploitation, exploration only produces one
path and no decision is needed to choose between potential
paths.

3) Balance Between Exploration and Exploitation: The
balance between exploration and exploitation is important to
generate new solutions as well as to exploit good solutions.
For exploration, choosing edges randomly leads to new paths
to visit nodes and edges which have not been part of a
path so far. With exploration it is possible to find paths to
the goal which lead to fewer draws than the already found
solutions. Those paths found by exploration can be used by
other game characters throughout exploitation. They follow
the paths that have already been chosen by other characters.
The more characters follow a path the higher is the pheromone
value on these paths. This results in the exploitation of good
explored solutions.

With the ACO each character plans the path it would take
if it is going to move. As only one character is allowed to
move at a time, the global backward pass of the BCO is used
to make this decision.

C. Global Backward Pass

For performing the backward pass, each character calculates
a fitness for its path. This fitness is calculated with

f = wd ·
1

d
+ wl · l + wp · p . (12)

To calculate the fitness, three components are taken into
account:

• the distance d between the end node of the path and the
first row (farthest goal position)

• the length of the path (l)
• the sum of all pheromone values on all edges of the path

(p)
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Each component has its own weighting factor wd, wl, wp
respectively. Those weighting factors are given as parameters.
If a character is already at one of the goal positions the
equation for calculating the fitness is changed to

f = wd ·
1

fg
+ wl · lp + wp · p . (13)

This avoids draws inside the goal, although there are still
characters at the starting position or in the middle of the
field. Here, the distance d was replaced by a factor fg that
is associated with a parameter.

After calculating the fitness of each character, the sum of
all fitness values is calculated. Then, the decision is made if
a piece abandons its path or if it presents its solution to the
others. The decision is based on a probability τ(r, s) for a
character i which is calculated with the roulette wheel rule
according to

τ(r, s) =
fi∑

c ∈ C

fc
. (14)

The fitness fi of the character i is divided by the sum of all
fitness values of all characters C.

The probability τ(r, s) defines if the character abandons or
advertises its solution. Is τ(r, s) > 1

|C| , the character advertises
its path. Otherwise, it abandons it.

Each character that decides to abandon its solution, needs
to choose one of the solutions advertised by another character.
Therefore, a similar equation to Equation (14) is used, but only
the fitness values of characters are summed up that advertise
their path.

One character is chosen from all characters that advertise
their solution by an Equation similar to (14) and makes a
move.

D. Update Rule

After a character has been chosen to make a move, the
edges of its path are updated. In contrast to the original ACO
algorithm, the update rule is only used on a global level and
the local update rule has been neglected. We use only the best
result of the paths proposed by our ten characters. The paths of
the other nine characters may be worse and would negatively
influence the pheromone distribution. Therefore, when testing
the local update rule, their results have been worse and we
decided to neglect it. The pheromone update is illustrated with

τ(r, s) = τ(r, s)+α·l·τ0·


2 · j, jump moves and l > 2

1 · j, jump moves
1, else

.

(15)
A pheromone value, depending on the properties of the path,
is added to the pheromone value of an edge τ(r, s). If the
character makes a move without jumping, a pheromone value
of α · l · τ0 is added, where l is the length of the path. If the
character’s move includes one or more jumps, a jumping factor
j, given as a parameter, is taken into account. If the character

jumps more than once, this factor is multiplied by two. This
has the effect that a long path raises the pheromone value of
the edges significantly and other characters might consider this
path as well in the next iteration.

If a character reaches one of the goal positions, the
pheromone values on all edges the character has been vis-
iting throughout the game are updated. This increases the
pheromone values on edges which lead to the goal. Other char-
acters are able to plan their path accordingly. Consequently,
after one character reaches a goal position, the probability for
the other characters increases to get to the goal faster. The
edges are updated with

τ(r, s) = τ(r, s) + ρ · τ0 · g . (16)

The initial pheromone value τ0 is multiplied by an in goal
factor g and by ρ which are both given as a parameter. The
result is then added to the edge’s pheromone value.

To avoid the algorithm to get stuck into a local minimum
the pheromone values on all edges evaporate partly. The
pheromones only evaporate after a predefined number of
moves (e), to avoid an evaporation of the pheromones on long
paths too quickly. The updated pheromone value of an edge
is calculated with

τ(r, s) = (1− α) · τ(r, s) . (17)

E. Limitations for the Characters

The characters plan their path autonomously. After doing
first tests a few problems were detected that needed to be
restricted. First of all, the characters are supposed to stay in
the goal area once they arrive there. Figure 9(a) illustrates the
goal positions of one player in red. If a character reaches one
of the red points, it is in the goal region.

To avoid that the characters do small moves in front and
inside the goal, they need to fill the goal from the end. This
is shown in Figure 9(b). If a character reaches the first row, it
is not allowed to move anymore. The second row needs then
to be filled next. The character on the left of the two nodes
is not able to move. For the characters that are not allowed to
move, no local path is calculated and they are not part of the
decision making process. If the character in the Figure 9(b)
moves to the node where the arrow is pointing to, it is not
allowed to move in future moves. The list of nodes that will
be filled next is updated so the third row is filled during the
next draws.

F. Cooperative Game

As mentioned in [2], an optimal solution for the two-
player case can only be reached if the two players cooperate.
Consequently, we implemented an option to start a cooperative
two-player game. After each move, the two players exchange
their pheromone distribution. As both players start at the
opposite of each other, the pheromone distributions are then
inverted and compared to the own distribution. The pheromone
values are then updated according to



55

International Journal on Advances in Intelligent Systems, vol 14 no 1 & 2, year 2021, http://www.iariajournals.org/intelligent_systems/

2021, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

τ(r, s) = τ(r, s) +

{
c, ifτ(s, r)o > to

0, otherwise
, (18)

where τ(s, r)o is the pheromone value of the other agent
matching τ(r, s) and c and to are given as a parameter.

(a) Visualization of the different rows in the goal
positions

(b) The goal is filled from the end

Figure 9. Goal positions of one player

The implementation proposed throughout this section has
been tested for playing Halma games with SI. The experi-
mental results are presented in the following chapter.

VI. EXPERIMENTS

This section focuses on the experiments conducted for the
SI player. First, the experimental setup is defined and the
architecture of our implementation is proposed. Second, the
experimental results for single as well as two-player games
are presented.

A. Experimental Design

In order to optimize the algorithm designed for Halma we
implemented a framework for Halma. As depicted in Fig. 10
the application is based on a Model View Controller (MVC).

Due to the modularization of the different components, we
can connect both, an agent based on the presented SI algorithm
but also an agent that uses any other algorithm. This has the
following advantages:

• It allows future research with algorithms of different
archetypes. We could, e.g., include agents based on
reinforcement learning by solely exchanging the agent.

• A learning algorithm can play against a human player
and learn from their strategy.

• It allows the initialization of the presented SI algorithm
with different hyperparameters. This can lead to one algo-
rithm playing ”defensive”, i.e., building up a ladder and
the other algorithm playing ”offensive”, i.e., making use
of the ladder to reach the other side more quickly. This
could greatly benefit the optimization of our solutions.

Figure 10. Component Diagram of the Halma framework

To test the SI player for a Halma game, we conducted
experiments for the single player and two-player game. For
both setups, the parameter configurations are the same and
summarized in Table IV.

TABLE IV. PARAMETERS USED FOR PLAYING HALMA WITH SI

Parameter Value

τ0 5
τ0goals 10
q0 0.8
β 2.7
α 0.1
ρ 0.5
j 5000
g 10
e 11
wd 2
wl 50
wp 5
fg 50
b 2.5
c 5
to 20

We want to force the players to favor jump moves over
step moves because they contribute to less draws. Therefore,
the parameter value for j and wl are high. Additionally, the
large value for fg reduces the number of draws within the goal
region. If a game has not been finished after 500 moves, the
game has been stopped and restarted.
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Goal of the experiment with one agent is the comparison of
number of moves a single SI player needs to win the game,
in comparison to the best possible solution as discussed in
Section IV. Additionally, we want to evaluate the effect of
the initial distribution of pheromones on the number of moves
needed to finish a game. Moreover, we conducted two-player
experiments to evaluate the cooperation between two agents.

B. Experimental Results

In the following, we present the results gained for single,
as well as two-player experiments. All configurations and the
evaluation of number of moves are summarized in Table V
and Figure 11.

1) Single player experiments: Figure 12 shows the number
of moves of three test scenarios for 1000 games each. The
more bold a point, the more often this number of draws has
been achieved. The blue points on the bottom represent the
number of moves without using the best solution found so
far in a previous game (Id 1). Nevertheless, it uses an initial
distribution of the pheromones introducing the direction where
the swarm has to go. The orange points in the model represent
the number of moves when using the best solution found so
far with 68 moves (Id 2). The game with 68 moves has been
the game with the smallest number of draws found when
doing experiments. It has been achieved in a previous game.
The pheromone distribution at the end of this game has been
used to initialize the pheromones. The green points on the top
represent the total number of moves when starting without
the best solution found so far and updating it throughout the
game, i.e., the first game of the 1000 played games was the
best solution in the beginning and was updated during the
experiment (Id 3). Figure 12 shows that using the best solution
that was found by the swarm in the past has an effect on
the number of draws. Using the best solution found so far
reduces the median of the number of moves. Without using
best result of the past, the median is 133. In comparison, when
starting without a best solution and updating it throughout
the experiment, the median is 120. When initializing the
pheromone values considering the best solution with 68 moves,
the median of total moves is 113. Furthermore, from Table V,
the mean, as well as the standard deviation is lowest when
using the best result found so far with 68 moves.

As a consequence, the initial distribution of pheromones has
a large effect on the number of moves needed by the swarm.
Without a hint in which direction to move, the swarm needs
more moves to win the game.

Furthermore, we tested the SI player for different balance
values between exploration and exploitation shown in Figure
13. In the aforementioned experiments, the parameter q0
balancing between exploration and exploitation is 0.8. For the
following test, we choose an initial pheromone distribution
exploiting the best solution of 68 moves. The experiment
has been conducted for 1000 games each by varying the q0
parameter. Three values for q0 have been tested, namely 0.6

(blue on the bottom), 0.8 (orange in the middle), and 1.0 (green
on the top).

As 68 moves was the best result that has been reached so far
with the algorithm, exploiting this solution more, results in a
lower total number of moves than when increasing exploration.
The SI player can exploit the pheromone values of the 68-
moves solution, because they lead to a good result in the
past. As seen in Figure 8(b), when using the best solution
for pheromone initialization, the pheromones are mostly dis-
tributed on the area directly connecting the start and the goal.
More exploring will therefore lead to worse results, as no new
faster ways besides the direct paths to the goal can be found.
Consequently, choosing q0 = 1.0 leads to better results than
q0 = 0.6. As stated in [2], the 68 draws solution is still far from
optimal. In order to improve this, we need exploration and
therefore, we chose for the following experiments q0 = 0.8.

2) Two-player Experiments: As mentioned in [2], the per-
fect game with two players consists of less moves per player
than single player games. In order to validate if that is also
the case for our SI Halma player, we present the results of
several experiments in the following.

First, we directly compare a single player game with a two-
player game using the same parameters. For this experiment,
the players do not cooperate while playing. The results are
presented in Figure 14. 1000 tests have been conducted for the
single player scenario on the bottom (blue, Id 2), whereas the
two-player scenario on the top (orange, Id 5) has been repeated
500 times. Comparing the median of the number of moves
for both experiments, the two-player scenario outperforms the
single player setup with 104 compared to 113 moves.

The following experiment focuses on the two-player setup.
Four scenarios with 500 games each have been compared and
are shown in Figure 15. If the best solution found so far has
been used, the 68 moves solution already used for previous
experiments has been chosen. The results for using the best
solution and having a cooperation between the two players (Id
4) is shown in blue on the bottom. Using the best solution,
but not having a cooperation is shown in orange (second from
bottom, Id 5). For the other two results, no best solution has
been used. For the green results (second from top, Id 6), the
players have cooperated, wheres for the tests resulting in the
red dots (top, Id 7), no cooperation has been introduced.

Both using the best result and the cooperation affect the
median of the number of moves as visualized in Figure 11.
The median of the number of moves when using both is
102, whereas it is 121.5 when not using both. Introducing a
cooperation when not using the best solution improves the
median from 121.5 to 114. When using the best solution
found so far, the cooperation slightly improves the median of
moves from 104 to 102. As visible in Figure 15, the standard
deviation when not using the best solution is much higher
than when relying on it. This is also proven by the standard
deviations shown in Table V. Despite the fact, when using the
best solution, the median of moves for cooperation is lower,
the standard deviation is higher. Although cooperation can
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TABLE V. RESULTS FOR THE NUMBER OF MOVES FOR DIFFERENT EXPERIMENTAL SCENARIOS.

ID Players Tests Best Solution Cooperation Median Mean Standard Deviation

1 1 1000 x - 133 153.46 63.27

2 1 1000 X - 113 116.82 33.42

3 1 1000 construct - 120 132.81 39.2

4 2 500 X X 102 118.35 58.45

5 2 500 X x 104 121.75 54.96

6 2 500 x X 114 142 73.32

7 2 500 x x 121.5 152.91 81.4

Figure 11. Distribution of draws until a player wins the game for the scenarios in Table V identified by the ID.

improve the number of moves, the solutions are far from the
optimal solution of 15 moves per player specified in [2].

In general we can see from Table V and Figure 11 that
we were able to improve the performance of the algorithm by
remembering the best solution found so far. In the single, as
well as the two-player scenarios, the number of total draws is
less when using the best solution found so far than when the
initial pheromone distribution is only based on the distance
to the goal. Additionally with this approach, it was possible
to reduce the standard deviation significantly. We can see that
our algorithm is able to solve the game and our modifications
including a ”memory” increased its performance. Although,
the results for the single as well as the two-player case are far
from optimal, further modifications and optimization can help
to reach the optimal solutions.

VII. CONCLUSION AND FUTURE WORK

This paper presented an application for using a combination
of SI algorithms. The ACO algorithm and the BCO algorithm
have been combined to realize a nonhuman player for the
board game Halma. Experiments have shown that the initial
distribution of pheromones has a big influence on the perfor-
mance of the SI player.

Nevertheless, the number of moves resulting from the
experiments is still high in comparison to the optimal solution.
Future work will therefore focus on decreasing the number of
moves needed to win a game with one and multiple players.
Furthermore, it is possible to compare the SI player to a human
player. Most humans will not find the optimal solution when
playing Halma. Therefore, it is interesting to do experiments
by comparing human players and SI players.

In future work, we want to make use of this architecture to
find out about the performance of other algorithms searching



58

International Journal on Advances in Intelligent Systems, vol 14 no 1 & 2, year 2021, http://www.iariajournals.org/intelligent_systems/

2021, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

Figure 12. Number of moves for 1000 games. Blue (bottom) without using
the best solution found in other games (Id 1). Orange (middle) using the best
solution found so far with 68 moves (Id 2). Green (top) starting without a

best solution and updating it whenever a better result has been found (Id 3).

Figure 13. Number of moves for 1000 games. Blue (bottom) with q0 = 0.6.
Orange (middle) with q0 = 0.8. Green (top) with q0 = 1.0.

for the shortest game possible. Furthermore, the architecture
allows the initialization of the presented SI algorithm with
different hyperparameters. This can lead to one algorithm
building up a ladder and another exploiting the ladder to reach
the other side more quickly. This could greatly benefit the
optimization of our solutions.

This paper focuses only on one board game. SI can also be
used for other board games with multiple characters. Another
possible application would be Chess. In contrast to Halma,
where all characters are equal, in Chess the members of the
swarm have different roles. The decisions of the swarm need to
consider the inequality of its members. SI can not only be used

Figure 14. Number of moves for one player using the best solution found so
far with 68 moves. 1000 games for a single player game (blue bottom, Id

2). 500 tests for two players without cooperation (orange top, Id 5).

Figure 15. 500 Tests per experiment. Blue (bottom, Id 4) using the best
solution (68 moves) and cooperation of the agents. Orange (second from

bottom, Id 5) using the best solution (68 moves) and no cooperation. Green
(second from top, Id 6) not using the best solution, but having a cooperation
of the agents. Red (top, Id 7) no using the best solution and not cooperating.

for board games, but for every game were multiple characters
play together and need to make decisions. In video games, the
human player often needs to play against other players and
characters. If the game involves armies of opposing players,
they can also act like a swarm. They need to find solutions
themselves by making decisions which consider the solution
of every single member of the swarm. Video games are more
complex than board games and the effort for implementing an
SI algorithm for a video game is higher than for a board game,
but it enables a swarm-like behavior of the opposing player.

Not only simulated swarms in games can be optimized,
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but the approaches can also be expanded for path planning
in multi-agent systems and robotic swarms.
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Abstract-The reliability of wind turbines system (WTS) is 

becoming a key issue as the penetration rate of wind energy is 

continuing to grow in the last decades. The reliability of a wind 

turbine is the reliability of all the components and sub-systems 

that compose the entire system. In this paper, we present a 

study of the wind turbines structures, currently used 

components and technologies.  A review of wind turbine 

maintenance data from multiple wind turbines firms installed 

in different countries and different climatic zones. The study 

aims to identify the most critical components of the different 

technologies used in WTS and the effect of the wind turbine 

structure on the global failure rate of the WTS. We focus on 

two of the most used configurations in WTS (Variable speed 

wind turbine with partial-scale converter and Variable speed 

wind turbine with a full-scale converter) and the power 

converters associated with these configurations. These 

converters represent one of the most fragile components 

according to the data of major reliability studies. The 

comparison between the reliability rate of the different WTS 

topologies show the importance of the choice of the 

configuration and power converter topologies to ensure the 

availability of WTS. 

Keywords-Power Electronic Converters; Wind turbine; 

reliability;  trends;  Failure rate. 

I.  INTRODUCTION  

In order to reduce the dependence of their countries on 
fossil fuels and to increase the production of electricity by 
clean energy. Government investment in renewable energies 
is increasing. Therefore, the renewable energy production is 
growing worldwide, in 2020, the global production capacity 
has reached 2799 GW, it is about a third of total installed 
electricity capacity. Wind power is the second most 
renewable energies installed in the word with 733 GW, 
which represents 26% of global energy renewable electricity 
production [1][2]. 

The used technology in wind turbine applications has 
changed since the power capacity penetration has grown 
dramatically to reach, for example, 14% of all electric energy 
consumption in Europe and 41% of all electric energy 
consumption in Denmark [3]. The first configuration used in 
wind turbine applications was a fixed-speed Squirrel-Cage 
Induction Generators (SCIGs) directly connected to the grid.  

Recently, as the power capacity of the wind turbines 
increases, regulating the frequency and the voltage in the 
grid becomes a very important issue. Manufactures are 
moving toward variable speed Permanent Magnet 
Synchronous Generator (PMSG) connected to the grid 

through a power converter. This configuration shows nice 
properties like high efficiency, small size, and low 
maintenance; hence, it is a nice choice for wind turbine 
applications.   

The purpose of this paper is to give an overview of recent 
converters technologies used in WTS. On the other hand, as 
reliability is a major challenge in WTS, a comparative study 
about the reliability of the converters is presented.  

In Section II, an overview of existing technology market 
developments of wind power generation. In Section III, the 
most used wind turbine configurations and currents 
promising power converters topologies for WTS are 
presented. In Section IV, the reliability of WTS components 
is analyzed. In Section V, as they constitute one of the major 
sources of failure, a study about the reliability of power 
converters used in WTS is presented. Finally, the 
conclusions are presented in Section VI. 

II. WIND TURBINE SYSTEMS  

The wind power installed capacity is growing 
significantly since 1999 to reach 93 GW installed only in 
2020. Therefore, the cumulative installed wind power 
capacity increased exponentially from 6100 MW in 1996 to 
733 GW in 2020. Estimation predicts that this number would 
reach 2015 GW in 2030. Approximately 10 countries have 
more than 83% of all cumulative installed wind power 
capacity in the world, including 5 countries in Europe 
(Germany, Spain, UK, France, Italy), 2 in the Asia-Pacific  
(China, India), 2 in North America (US, Canada) and 1 in 
Latin America (Brazil) [2]. This dominance is shown in 
Figure 1 and it is obvious that countries with high technology 
advancements have a higher growth rate and higher 
penetration of wind power electricity. 

 

 

Figure 1.  Renewable wind energy capacity in the word. 
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Figure 2.  Evoluion of wind turbine size since 1980. 

       
The large turbine presents a lot of advantages. They 

allow capturing a high power with low installation and 
maintenance costs compared to the small turbines. Hence, 
the size of the commercial wind turbine has greatly increased 
in the last decade, as presented in Figure 2. The largest wind 
turbine reported in 2021 is 12MW with a diameter of 220 m 
(General Electric Haliade-X 12 MW), and it will be tested to 
operate at 13MW. Siemens Gamesa has announced that they 
are developing 14 MW wind turbine with a rotor diameter of 
222 m. It announced that the turbine will be available in 
2024 [4]. 

Denmark based wind turbine company Vestas remained 
the world’s largest wind turbine manufacturer and supplier in 
2018 [5], due to its wide geographic diversification strategy 
and strong performance in the U.S. market. 

  

 

Figure 3.  Top 10 wind turbine suppliers market share in 2018 [5]. 

 
Top 10 wind turbine manufacturers in the world are 

shown in Figure 3. The world’s largest wind turbine 
companies account for over 75% of the global installed 
capacity every year, and their industrial dominance is 
expected to continue over the future.  

 
 

  

III.  WIND TURBINE CONCEPTS AND CONVERTERS 

TOPOLOGIES 

A. Wind turbine concepts 

Depending on the types of generator, power converters 
and speed control, most wind turbine structures can be 
classified into following four types: 

• Type 1: Fixed-speed wind turbine systems; 

• Type 2: Semi-variable   speed   wind    turbine     
with variable rotor resistance; 

• Type 3: Variable speed wind turbine with partial-
scale converter; 

• Type 4: Variable speed wind turbine with a full-scale 
converter. 

All these wind turbine technologies have been used and 
commercialized in the last 30 years. Due to their efficiency, 
the two last configurations are the most dominant 
technologies in the market. In the following, these two wind 
turbine concepts are going to be exposed. 

 

1)  Variable Speed Wind Turbine with a partial-scale 

converter 
Variable speed wind turbine with the partial-scale 

converter is generally associated with a doubly fed induction 
generator (DFIG), the typical configuration of this 
technology is shown in Figure 4. The induction generator is 
directly connected to the grid and the rotor is interfaced 
through a back-to-back power electronic converter. The 
converter system includes two AC/DC-based Voltage Source 
Converters (VSCs) connected by a DC-bus voltage. The 
power converter controls the rotor frequency and thus the 
rotor speed. Typically, the variable speed range is +30% 
around the nominal speed [7][8]. The main advantage is that 
only a part of the power production is fed through the power 
electronic converter. Hence, the nominal power of the power 
electronics converter system can be less than the nominal 
power of the wind turbine. In general, the nominal power of 
the converter is about 30% of the wind turbine power. The 
gearbox is essential in this type of configuration. Some 
commercial solutions using this technology are Repower 
6M, 6.0 MW; Bard 5.0, 5 MW; Senvion 6.2m 126; General 
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electric GE.6-82.5   and Acconica AW-100/ 3000, 3 MW; 
Shanghai el W3600/122, 3.6MW; Nordex N80,1.5-2.5MW; 
Sinovel, 3MW [21].  

 
 

 

Figure 4.  Variable-speed wind turbine with a partial-scale converter 

2) Variable Speed with a Full-scale Converter 
A variable speed wind turbine partial-scale converter is 

shown in Figure 5. In this configuration, the wind turbine 
uses a full-scale power converter between the generator and 
grid to enhance performance. Since all the generated power 
has to pass through the power converter, the power converter 
must be rated the same as generator capacity, which involves 
increasing the size, cost, and complexity of the system. 
However, the wind energy conversion efficiency is highest in 
this turbine compared to other types of turbines and the 
gearbox can be eliminated by using a high pole synchronous 
generator [13]. 

The PMSG, SCIG, and Wound Rotor Synchronous 
Generator (WRSG) have all been used in this type of 
configuration. However, due to the reduced losses, weight, 
and noise, the PMSGs are most commonly adopted and they 
are becoming the best seller technology in the wind energy 
market. Manufactures are commercialized several models of 
wind turbines based on PMSG full-scale technology: 
Goldwind GW140/3000; Enercon E126, 7.5 MW; Siemens 
Gamesa SG 8.0-167 DD, 8 MW; General electric Haliade 
150, 6MW; Multibrid M5000, 5 MW; Adwen AD 5-135 and 
Vestas V-112, 3 MW [7][20]. 

 

 

 

Figure 5.  Variable speed wind turbine with a full-scale  converter 

B. Converters For Wind Turbine System 

 
The power converter is one of the most important 

components of Wind Turbine System (WTS). The main 
objective of the power converters is to ensure the generator 

speed variation control in the turbine system. To accomplish 
this purpose, different topologies of converter have been 
proposed in the literature in the last decades. Recently, with 
the growing wind turbine penetration, these converters have 
to fulfil several technical requirements.  The converter cost is 
an important factor, since it represents approximately 
7%~8% of the global cost of the wind turbine system 
[9][10]. The cost of maintenance must also be as low as 
possible to reach less expensive and competitive energy 
compared with the others sources of energy, reliability is also 
an important element in the choice of the converters. The 
efficiency of the converters is also very important, especially 
in high power wind turbines where even, 1% efficiency 
improvement can save thousands of dollars over a period of 
a few years [20]. The output power quality of the converters 
is a primordial in the comparison between the different 
topologies. The output voltage should be as close as possible 
to the sinusoidal shape with low total harmonic distortion 
(THD) and small filter for a better converter [13][16][18]. 
The power converters can be classified as direct and indirect 
according to the different stages of the conversion. Overall, 
the indirect Back-to-Back (BTB) converter technology is the 
most used in the wind turbine applications [11]. 

 

1)  Two-levels Voltage Source Converter (2L-VSC) 
The two-level voltage source converters are the most 

widely used converters on the market. For its simple 
configuration this technology is mastered and well 
established in the field of wind energy conversion. It is 
considered a dominant topology used in around 90% of the 
wind turbines with power less than 0.75 MW. As illustrated 
in Figure 6, the Voltage Source Rectifier (VSR) and the 
Voltage Source Inverter (VSI) are back-to-back and are 
connected to a DC-bus capacitor. This DC-bus ensures the 
decoupling between the generator and the grid, therefore 
transient in the generator do not appear on the grid side. The 
VSR controls the torque and speed of the generator, while 
the VSI controls the voltage of the DC-link and the reactive 
power of the grid.  

The VSR and the VSI are generally made with low-
voltage transistors (LV-IGBT) arranged in a matrix. The 
switching frequency of VSR and VSI are fixed between 1 
and 3 kHz to achieve low witching loss and high power 
density [6]. 

 

 
Figure 6.  BTB based on the two-levels voltage source converter. 
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2) Parallel two-levels Voltage Source Converter (2L-

VSC) 
To achieve high current capacity, two or more VSC 

converters can be connected in parallel depending on the 
power required. As illustrated in Figure 7, two VSC modules 
are connected in parallel to reach a power of 1.5 MW 
corresponding to type 4 of the wind turbines. For type 3 of 
the wind turbines, connecting two modules in parallel can 
achieve a power of 5 MW. This configuration allows a wide 
margin for redundant operation. To improve the system 
efficiency in the case of underproduction, one or more 
converter modules can be put out of service. The redundancy 
of the converters allows the wind turbine to continue 
operating at reduced capacity in the case of a fault in the 
converters, after the faulty module is isolated. In the Gamesa 
G128, more than 6 power converters are connected in 
parallel to reach a nominal power of 4.5 MW [12]. However,  
the major disadvantage is that a large number of modules 
lead to the complexity control and congestion of the system.  
 

Figure 7.  WTS with parallel connected BTB Two-levels VSCs  
 

3) Three-levels Neutral-Point Clamped Converter (3L-

NPC) 
Another solution that has been widely studied in the 

literature for type 4 of the wind turbines is the three-levels 
Neutral Point Clamped converter (NPC). In this 
configuration, an arrangement of four power switches per 
leg, clamped with diodes to a midpoint of the dc-link. With 
this configuration, each power device has to block only half 
of the total converter voltage then the power of the converter 
can be doubled [14].  The output phase voltage of the 
converter contains three-levels leading to a reduced voltage 
variations dv/dt and electromagnetic interference compared 
to the 2L-VSC converters [13][17][21][22]. The main 
drawback of 3L-NPC is that the power switches do not have 
symmetric losses, forcing a derating of the devices. As 
shown in Figure 8, NPC converters enable medium voltage 
operation, and commercial wind turbines reached 6 MW 
rated power without connecting serial or parallel switching 
devices. These converters are installed and marketed with the 
“Multibrid M5000” wind turbine [7] [23]. 

  
Figure 8.   Three-levels Neutral-Point Clamped Converter ( 3L-NPC) . 

 

4) Three-levels Active Neutral-Point Clamped 

Converter   (3L-ANPC) 
Active Neutral Point Clamp (ANPC) converters 

illustrated in Figure 9 have a structure almost identical to the 
NPC converters, the diodes are replaced by Insulated Gate 
Bipolar Transistor (IGBT) switches. Although more active 
switches are used, that allowing more redundancy to 
maintain the frequency and the same switching losses in all 
the IGBT switches [7][13][24][25]. In similar operations, 
BTB 3L-ANPC converters are capable of handling 32% 
higher power (up to 7.12 MW) and 57% higher switching 
frequency (1650 Hz) compared to 3L-NPC BTB converters.  
This configuration has been applied more recently in the 
field of MV drives and can also be used in the wind turbine 
system sector [19]. Vestas, one of the leading manufacturers, 
is currently studying this power converter topology [20].  

 

 
Figure 9.  Three-levels Active Neutral-Point Clamped Converter (3L-

ANPC). 

 

5) Three-levels Flying Capacitor  Converter (3L-FC) 
 
The configuration of the Flying Capacitor converter (FC) 

is similar to the NPC converter, where the clamping diodes 
are replaced by the floating capacitors. The concept of FC 
was introduced in the early 1970, and was introduced into 
machine drives applications in 1990. The converter generates 
additional voltage levels while reducing voltage stress on the 
drive [15]. The power switches, setting an FC between two 
devices, are illustrated in Figure 10. Each pair of switches 
with an FC constitutes a power cell.  
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Figure 10.  Three-levels Flying Capacitor Converter (3L-FC)  

The most important difference with the NPC topology is 
that the FC has a modular structure and additional cells can 
be connected, increasing the number of voltage levels of the 
converter and the power rate. 

The advantages of the flying capacitor multilevel 
converter are flexible switch mode, high protection ability to 
power devices, to control active power and reactive power 
conveniently [26][27]. The 3-levels configuration has found 
a practical application, but has not yet found a commercial 
success in wind turbines.  

IV. WIND TURBINE SYSTEM RELIABILITY  

Recently, with the orientation of wind energy 
manufacturers towards offshore wind turbines, the issue of 
the reliability of wind systems has become a major 
preoccupation due to the maintenance costs caused by 
limited accessibility of wind farms. This problem has been 
extensively studied in literature [28-33].To identify the major 
cause of failure in wind systems. Researchers have 
conducted surveys of the reliability of wind systems at 
various wind sites around the world to identify the most 
common faults in these systems:  

 

• CIRCE 

CIRCE is a research project on the reliability of wind 
systems conducted by the University of Zaragoza in Spain. 
SCADA data are collected over a period of three years on 
different wind farms, the totality of wind turbines studied is 
close to the 4300 onshore wind turbines of variable power 

between 0.3 and 3 MW. Two wind turbines configurations, 
geared and direct drive technologies are studied in the study. 
Data from the reliability analysis of the 23 wind farms 
included in this research are published in [34]. 

 

• CWEA 
The CWEA study is carried out in China over a period of 

two years between 2010 and 2012. The data are published in  
[35] where the data analysis of 640 wind turbines with a 
power between 1.5 and 6 MW is presented. In this study, 
only the critical faults are considered, and the published data 
do not allow to differentiate the types of technologies used in 
these wind turbines. 

 

• LWK 
In [35] the LWK project data are presented. The data are 

collected over a period of 13 years from onshore wind sites 
in northern Germany. In total, the maintenance data of 643 
wind turbines of power varying between 0.2 to 2 MW per 
wind turbine are exploited in this study. The reliability of 
wind power systems of both geared and direct drive concepts 
is studied and the failure rate of different components is 
exposed. 

 

• Huardian project   
The study includes maintenance data from 26 wind farms

 located in China. These sites are made up of 1313 wind turbi
nes of different technology  type  and of  unspecified  power. 
The study is published in [36], failures are presented as a pe-
rcentage, which makes it difficult to use the data. 

 

• EPRI 
Electric Power Research Institute (EPRI) based in the 

USA is at the initiative of this project. The data come from 
maintenance data from various wind farms in California. The 
number of wind turbines exploited in the study is small (290 
wind turbines) of very low power, which varies between 0.04 
to 0.6 MW. The technology of the wind turbines studied is 
very old, due to the fact that the study was carried out 
between the years 1986 and 1987. The study is published in 
[37]. 

Subsystem  Assembly Subsystem  Assembly 

Rotor system Blade 

Hub 

Air brake 

Pitch system 

Hydraulic system Hydraulic system 

Yaw system Yaw system 

Control system Control system 

Sensors 

Data acquisition system 

Drive train Shafts and bearings 

Mechanical brake 

Electrical system 

  

Converter 

Transformer 

Electrical protection and 

switchgear 
Gearbox Gearbox 

Generator Generator Structure Tower 

Foundations Other Other 

TABLE I.  WIND TURBINE SYSTEM COMPONENTS  



66

International Journal on Advances in Intelligent Systems, vol 14 no 1 & 2, year 2021, http://www.iariajournals.org/intelligent_systems/

2021, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

• ELforsk/Vindstat 
The study was published in [38], it is based on the 

recovery of maintenance data from wind farms in Sweden. It 
comprises 723 onshore wind turbines with a capacity of 
0.055 to 3 MW monitored between 1997 and 2004. The 
study provides the failure rate and downtime of the various 
wind turbine components for the period studied. 

 

• Muppandal 
This study is based on maintenance data from the 

Muppandal wind farm in southern India. The data are 
published in [39], where an analysis of the performances, 
failure and reliability of 15 wind turbines with a power of 
225 kW are presented. The recovery of maintenance data is 
over a period of 4 years between 2000 and 2004. 

 

• NEDO 
The study is conducted by Japanese New Energy and 

Industrial Technology Development Organization (NEDO) 

and published in [40]. The study took place over a period of 
one year between 2004 and 2005. The number of wind 
turbines included in this study is 924 turbines. Only, faults 
with a downtime, greater than 72 h are considered as a 
failure in this study. This explains the very low failure rate of 
the various components of a wind power system, and makes 
any comparison with other reliability studies subjective. 

 

• WMEP 
WMEP (Wissenschaftliches Mess- und 

Evaluierungsprogramm) is a German project on the 
reliability of wind power systems. The data are published in 
[41], the study started in 1989 over a period of 17 years. The 
number of wind turbines contained in the study is 1500 wind 
turbines of different technologies and power varying 
between 0.03 MW and 1.8 MW. The study is rich in 
information, it allows us in particular to have the failure rate 
and the downtime of different wind turbine components over 
a long period of time. 

 
 

Figure 11.  Wind turbine reliability study comparison [35-43].
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• University of Strathclyde 
In [47], maintenance data from 2220 turbines were 

studied to determine the failure rate in the various 
components of these systems. The wind turbines studied are 
modern types, with power ranging between 1.5 MW to 2 
MW. They are divided into two groups, depending on the 
training configuration. The first group is made up of 1800 
turbines based on the DFIG generators. The second group 
consists of 400 turbines equipped with the PMSG generators. 
 

• OWEZ 
Offshore Wind farm Egmond Aan Zee (OWEZ) is an 

offshore wind farm launched in 2007 in Netherlands. The 
site is made up of 36 Vestas V90 wind turbines, with a 
power of 3 MW per turbine. The maintenance data are 
published annually by NoordzeeWind and are analyzed in 
[42]. 

 

• University of  Nanjing  
In 2016, a study by the City University of Nanjing on 

two wind farms in China [43]: The first project, which 
contains 61 wind turbines of 1.5 MW, with data recovered 
over a period of 4 years between 2009 and 2013. The second 
project contains a few numbers of wind turbines, 46 wind 
turbines, but with a power greater than that of the first 
project, 2 MW by a wind turbine.  

 
Figure 11 shows the results of the most relevant studies 

published in the literature and obtained from data recovery at 
different wind turbine sites around the world [34-43]. The 
distribution of wind turbine system components over the 
different subsystems is presented in Table I. The results 
show that the defect distribution rate varies between the 
different studies and this is mainly due to two reasons: the 
location of the wind turbines studied: the climatic regions 
can have considerable effects on the reliability of certain 
components. The second reason is the technology used in the 
different wind turbines, the reliability of the wind systems is 
also related to the manufacturers and the importance given to 
the reliability of the components during the development 
phase.  

 
In this section, we focus on the result of some of majors 

studies. According to a study published by the University of 
Kassel, Germany in 2006 [44], based on the recovery of 
maintenance data for 13 years, the power converters are a 
leading cause of failure in a wind system as shown in Figure 
12.  

 
 
 
 
 
 
 
 

Another study [45], shows that the use of maintenance data 
LWK allowed researchers to identify the main causes of 
failures on this site. The conclusions given in [45] show that 
the defects in the converters represent a large part of these 
defects.  They are ranked in 3rd position, just behind the 
faults in the electric system control and the mechanical 
defects in the rotor.  
 

 

Figure 12.  Share of main components of total number of failures [44]. 

More recently, in 2016, in the study [43], the researchers 
found different results: for the first project, the result shows 
that electrical systems (converters) account for 14% of the 
failures. The control of the wind system accounts for the 
largest share of these defects, with 35% of total defects 
recorded over this period. In the second project, the analysis 
of maintenance data over a period of two years shows that 
electrical systems (converters) account for 26% of failures, 
equal to failures rate found in the control system. 

 
   The wind turbines designed in 2000 are generally based 

on fixed or semi-variable speed technology, different from 
the technology generally used this last decade based on the 
synchronous machine with variable speed. It can be noted 
that the zone  of  the installation  of these fields also  plays an 
important role in the rates of defects of the components. 
Another point that can be made is that the reliability of wind 
turbine systems depends on the reliability of the used 
components and experience of the manufacturers. However, 
despite the difference in the failure rates between the 
different components of the wind system, which can be 
found in the different studies, the defects in the converters 
are considered as a major element in the shut-down of the 
service in the almost all of these studies. 
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V. CONVERTERS RELIABILITY IN WIND TURBINES 

APPLICATIONS  

In the following, a deep analysis of the different 
reliability studies  based on wind turbines around the world 
is proposed. The purpose of this analysis is to find a link 
between the different systems used in wind turbines and the 
failure rate in power converters. This study will allow us to 
identify the causes of failures in power converters and to 
propose the solutions and topologies to be used to improve 
the reliability of wind turbine systems. In [45] and [46], the 
results of the data recovered on the wind farms, affirm that, 
contrary to that is widespread in the literature, the failures in 
the systems with direct drive permanent magnet synchronous 
generator (PMSG) are more significant to those with indirect 
drive doubly-fed induction generator (DFIG). In their 
conclusions, the authors ask questions about the usefulness 
of the systems based on PMSG generators with the number 
of failures recorded, while it is supposed to improve the 
reliability of wind turbine systems. In the same study of the 
University     of     Columbia  [46],  the failure   rates   in   the  

 
 

converters used in the case of the two systems (Geared/ 
Direct drive) are studied and compared. The failures at the 
converters are greater in the case where the system is based  
on direct drive technology. In another study presented in 
[47], maintenance data from 2220 turbines were studied to 
determine the failure rate in the various components of these 
systems. The wind turbines studied are modern types, with 
power ranging between 1.5 MW to 2 MW. They are divided 
into two groups, depending on the training configuration. 
The first group  includes of 1800 turbines based on the DFIG 
generators. The second group consists of 400 turbines 
equipped with the PMSG generators. It should be noted that 
the converters used in the two configurations belong to the 
same manufacturer, which will allow us to analyze and 
compare the failures of these converters for each 
configuration. The comparison between the failure rates of 
the power converters of the two systems illustrated in Figure 
13 shows that the converter in the direct drive system with 
PMSG generators presents an annual failure rate of 0.593, 
which is approximately four times more than the failure rates 
recorded in the system based on the DFIG generators. 

 
 

TABLE II.  COMPARISON OF BTB CONVERTERS TOPOLOGIES FOR HIGH POWER WIND TURBINES [7]. 

 2L-VSC Parallel 

2L-VSC 

3L- NPC 3L- NPC-

modified 

3L-ANPC 3L-FC 

Typical power 0.75 MW 5.0 MW 3.0-12.0 MW 3.0-12.0 MW 3.0-12.0 MW 3.0-12.0 MW 

Number of 

converters 

1 6 1 1 1 1 

Number of 

switches 

12 72 24 32 36 24 

Switching devices LV-IGBT LV-IGBT MV-IGBT/ICGT MV-IGBT/ICGT MV-IGBT/ICGT MV-IGBT/ICGT 

Diodes 0 0 12 16 0 0 

Capacitors 0 0 0 0 0 6 

Device voltage 
stress 

Vdc Vdc Vdc /2 Vdc /2 Vdc /2 Vdc /2 

Reliability of 
system 

 
++ 

 
+++ 

 
+++ 

 
++++ 

 
+++ 

 
++ 

Redundancy No Yes. Module 

redundancy 

No Yes.  Leg  

redundancy 

No No 

Advantages Simple and 

matured 
technology 

Redundancy Low harmonic 

matured 
technology 

Low harmonic 

redundancy 

Low harmonic 

Equal loss 
distribution 

Low harmonic 

 

Disadvantages Limited power Complex control Unequal loss 

distribution 

Unequal loss 

distribution 

A large number of 

switches 

Complex control 

Technology status Highly mature Highly Mature Well established Research only Research only Research only 

Power density Moderate  Low High High High High 
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In [32], Koutoulakos presented a study of 643 WTs in 
Schleswig Holstein (LKW) Germany. The wind turbines are 
either fixed or variable speed configuration, and geared or 
with the direct drive concept. The study includes a data 
failure rates per turbine per year for different wind turbine 
sizes. We divided the WTs into two groups based on power 
(0.5 to 0.6 MW group and around 1 MW group). Reliability 
data of the various wind turbine components are separately 
analyzed to identify critical subassemblies of each topology. 
The comparison of geared and direct drive topologies shows 
that; the larger WTs had longer downtimes and higher cost. 
In Figure 14, the result shows that the electric failures in the 
direct driven wind turbine are more frequent for the two 
groups.  

 

 

Figure 13.  Annual failure rate [47]. 

To answer the questions on the number of significant 
failures recorded in PMSG generators systems compared to 
systems based on the DFIG generators, asked by the authors 
in, [45][46].This difference is mainly due to the increase in 
failures in power converters. Knowing that for the same 
power value of a turbine, the used converter in the PMSG 
systems must have a power three times higher than that of 
the converter used in DFIG systems. Since in the latter case, 
the power supplied via the converter represents only part of 
the overall power supplied by the turbine. Since the 
maximum power of a two-levels converter does not exceed 
750 kW, to increase the powers in PMSG systems, 
manufacturers tend to put in parallel several two-level 
converters as presented in Figure 5. This solution enables  to 
increase the number of switches and proportionally to the 
number of failures in the system. Figure 14 illustrates a 
comparison between the failures of converters recorded in 
three studies [32][46][47] with turbines of different powers. 
It is noted that the increase in the power of the turbine 
generates the increase in the difference between failure rates 
between the DFIG systems and the PMSG systems, due to 
the need of paralleling the two-level converters to achieve 
the desired power.  

 

Figure 14.  Converters failures rates based on the power of the turbine 

[32][46][47]. 

In the literature, the reliability of the power converters is 
linked only to the redundancy of the system, something 
which could be sufficient in the case of onshore wind 
turbines. Furthermore, in offshore wind turbines where for 
economy and production reasons, the reliability requirement 
is more important, any source of failure must be considered. 

Therefore, in this study the analysis of several 
maintenance data from   different   wind   farms around the 
world, allowed us to identify the importance and the need to 
take into account the number of switches used in the 
converters as a criterion for the reliability of energy 
conversation systems. Moreover, the choice of the most 
reliable converter topology is depending on the power of the 
application. In Table II, an example of reliability of 
converters for a 5 MW wind turbine, in this case the 
paralleling of 2-level converters does not offer higher 
reliability since the number of switches, which are fragile 
components becoming very important and decrease the 
reliability of the whole system.  

Several attempts to develop methods to ensure continuity 
of service in converters have been developed in the literature. 
These methods can be classified into two categories, the one 
that uses hardware redundancy and the one that has no 
hardware redundancy. The first solution ensures continuity 
of operation in the nominal mode without power reduction 
while the second solution envisaged aims a degraded mode 
of the converter, which certainly continues to operate, but 
with lower power.  

The hardware redundancy generally requires the use of 
other additional components, it was used for the 2-VSL 
converters in [51-55]. The most popular technique is based 
on the addition of a redundant arm can be activated when a 
fault is detected in one of the converter arms, this arm will be 
isolated using triacs or fuses. The same solution is used in 
[48-50] for NPC converters with the addition of an NPC 
redundant arm or FC redundant arm, as illustrated in Figure 
15. Similar strategy is also used for ANPC converter as 
shown in [56-57]. 
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Figure 15.  Redundant NPC Converter 

On the other hand, in order to improve converters 
reliability and availability, various controls strategies to 
improve the system response in case of defects without 
hardware redundancy were studied. In [58-59], the authors 
proposed a control method using voltage vector redundancy 
for a Neutral Point Clamped (NPC) inverter. Similar 
approaches that do not require additional components are 
applied for other three-level topologies, such as the T-type 
converter [60], the active NPC converter [61-63]. 

VI. CONCLUSION 

This paper presents the current technologies used in wind 
power systems and those may be a possible solution for 
WTS in the near future. A particular focus has been placed 
on power converters, as they are one of the most important 
components in the energy conversions in wind power 
systems. The other important point that we mention in this 
study is the reliability of wind power systems, a study of the 
various research and data available in the literature on the 
reliability of wind power systems is presented. Then an 
analysis and a comparison of the reliability between the 
different topologies used in wind power systems have been 
developed. This analysis allows us to observe: 

                                                                                                          
-The data from different studies on the reliability of the 

component of wind turbine systems may be different and it is 
mainly due to: the different meteorological conditions of the 
wind turbines firms studied ;  the different manufacturers and 
the importance that they give to the reliability in their 
designing processes; and the definition that researchers give 
to failure. For example, in the NEDO study, only 
breakdowns, which cause 72 hours of downtime are 
considered as failure, it explains the low rates of failures in 
this study.   

-The choice of the converters is important in the global 
wind turbines systems. The two-level converters are most 
used but with the current trend towards systems with high 
power levels and high voltage levels, multilevel converters, 
especially three-levels NPC converters represent the most 
suitable system. For reliability of the power converter issues, 
the failures at the converters are proportional to the number 
of switches used in the energy conversion system. 

- The majority of recent studies claim that, contrary to 
popular belief, failures in systems based on PMSG 

generators are greater than failures in systems based on the 
DFIG generators. In our study, we explain the reasons, 
which are mainly due to the significant increase in failures in 
the power converter systems. However, systems based on the 
PMSG generators remain the most reliable for onshore wind 
turbines since the downtime caused by a failure at the 
converters is significantly lower than that caused by a failure 
of the gearbox.  

 
In the literature very few studies allow access to 

components maintenance data according to the structure of 
the studied wind turbines, most of this research separates the 
studied wind turbines only according to their power. Except 
these information are important for comparative analyzes 
and to deduce more reliable conclusions. 
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Abstract—The lockdown due to the pandemic of COVID-19 led 

to an unprecedented impact on education. Higher education 

institutions were forced to shift rapidly to distance and online 

learning. On the one hand, this fact revealed the weaknesses of 

adoption and utilization of e-learning strategies and 

technologies, but, on the other hand, it resulted in a digital 

revolution in education.  However, the wide adoption of e-

learning strategies and technologies and the complete 

transformation of the physical learning process to a virtual one 

pose the challenge of personalization of the learning process. 

This paper proposes a recommender system for supporting the 

professors in higher education of midwifery and maritime in 

understanding their students’ needs so that he/she adapts the 

e-learning process accordingly. To do this, it utilizes learning 

profile theory and it implements k-means clustering and 

Bayesian Networks (BN) The proposed approach was applied 

to a maritime educational institution. 

Keywords-learning profiles; learning styles; higher 

education; k-means clustering, Bayesian network; classification. 

I.  INTRODUCTION 

In this paper, we propose a recommender system for 
supporting the professors in higher education of midwifery 
and maritime in understanding their students’ needs so that 
he/she adapts the e-learning process accordingly. This 
research work extends our previous work [1] in the following 
directions: (i) We incorporated X-means clustering for 
dynamically creating the clusters corresponding to learning 
profiles; (ii) we enriched the model with the learning 
profiles; (iii) we applied our proposed approach in an 
additional higher education institution for further validation. 

According to a European Commission’s report on digital 
skills in education in 2013, an average of 65% of students in 
EU countries never used digital textbooks, exercise software, 
broadcasts/podcasts, simulations or learning games [2]. 
Since then, higher education institutions have shown a 
persistent concern with enhancing students’ academic 
performance through the use of innovative technologies that 
offer new ways of delivering and producing university 
education [3]. From an economic point of view, the industry 
of e-learning has developed considerably in the last decade. 
The market of e-learning all over the world will be over 243 
billion dollars in 2022 [4]. 

The pandemic of COVID-19 led most of the 
governments around the world to impose lockdown, 

social/physical distancing, avoiding face-to-face teaching-
learning, and restrictions on travelling and immigration [4]. 
It caused the closing of classrooms all over the world and 
forced 1.5 billion students and 63 million educators to 
suddenly modify their face-to-face academic practices [4]. 
This closure led to an unprecedented impact on education. 
Higher education institutions were forced to shift rapidly to 
distance and online learning. On the one hand, this fact 
revealed the weaknesses of adoption and utilization of e-
learning strategies and technologies [5] [6]; but, on the other 
hand, it resulted in a digital revolution through online 
lectures, teleconferencing, digital open books, online 
examination, and interaction at virtual environments [7]. 

E-learning is the use of new multimedia technologies and 
the Internet to improve the quality of learning by facilitating 
access to resources and services, as well as remote exchange 
and collaboration [8] [9]. It has a great potential from the 
educational perspective and it has been one of the main 
research lines of educational technology in the last decades 
[4]. Particular attention has been given on understanding the 
adoption factors related to e-learning services satisfaction 
and acceptance by students and tutors [6] [8] [10].  

However, the wide use of e-learning due to COVID-19 
demonstrated inequalities as a result of previously 
underestimating the potential of e-learning and its exclusion 
from the digital education projects of educational institutions 
[4]. A considerable amount of literature has investigated 
inequalities between developed and developing countries [3] 
[11]. However, the wide adoption of e-learning strategies and 
technologies and the complete transformation of the physical 
learning process to a virtual one pose the challenge of 
personalization according to different learning profiles [12], 
a research area rather underexplored. E-learning provides 
people with a flexible way to learn allowing learning on 
demand and reducing the associated costs [8]. E-learning 
personalization is emerged as a major challenge [12] [13], 
especially in today’s fast adoption of this alternative way of 
learning.  

Despite the large amount of research works dealing with 
learning profiles in physical classrooms, these models should 
be further investigated and validated in the virtual 
classrooms, during the e-learning process. To this end, the 
contribution of e-learning to several learning factors 
according to the learning profiles has the potential to reveal 
the acceptance of e-learning by different learning profiles 
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and to result in e-learning process personalization in order to 
mitigate the respective inequalities. 

The objective of the current paper is to develop an 
intelligent recommender system for supporting the 
professors in higher education in understanding their 
students’ needs so that he/she adapts the e-learning process 
accordingly. In addition, the proposed recommender system 
is able to classify new records (i.e., students) to the 
appropriate learning profiles, e.g., in order to support the 
organization of the class groups. The proposed approach was 
applied to a maritime educational institution. The rest of the 
paper is organized as follows: Section II presents the related 
work on methods and approaches for evaluating students’ 
acceptance of the e-learning process as well as learning 
profile models for learning personalization. Section III 
describes the research methodology and the proposed 
approach for the development of an intelligent recommender 
system for e-learning process personalization. Section IV 
presents the results from the adoption of the proposed 
methodology in the maritime and the midwifery education. 
Section V discusses the results and the implications of the 
proposed methodology. Section VI concludes the paper and 
outlines our plans for future work. 

II. RELATED WORK 

In this section, we present the related work in order to 
present the current status in the literature and to identify the 
challenges and the research gaps on e-learning 
personalization. Section II.A reviews related research works 
on e-learning acceptance, and Section II.B reviews works 
related to learning personalization with a focus on learning 
profiles and their applicability to the e-learning process. 

A. E-learning Acceptance 

Existing literature is quite rich on evaluating students’ 
experience, satisfaction and acceptance of the e-learning 
process. In general, earlier studies focused more on content, 
customization and technology, while more recent studies 
focused on students' attitude and interaction, expectations, 
acceptance and satisfaction [10] [14]. To this end, there is an 
emerging trend towards the identification of the key factors 
for the adoption of e-learning strategies and technologies. 

Several studies have used the original version of the 
classic model, the DeLone & McLean (D&M) IS Success 
Model [15] to measure and evaluate the success of e-learning 
systems [16]-[18]. Holsapple and Lee-Post [16] introduced 
the E-Learning Success Model, which posits that the overall 
success of an e-learning initiative depends on the attainment 
of success at each of the three stages of e-learning systems 
development: system design, system delivery, and system 
outcome. Lin and Lee [17] proposed a research model to 
examine the determinants for successful use of online 
communities based on structural equation modelling (SEM) 
approach. The analytical results showed, among others, that 
system quality, information quality and service quality had a 
significant effect on member loyalty through user 
satisfaction and behavioural intention to use the online 
community. Lin [18] examined the determinants for 
successful use of online learning systems. The results 

showed that system quality, information quality, and service 
quality had significant effects on user satisfaction. 

The use of virtual learning environments in addition to 
classroom study (blended learning), were surveyed by [19]. 
They concluded that the students' performance of the virtual 
learning environment support had better results than those 
having only face to face learning. The identified key 
satisfaction factors are information quality, system quality, 
instructor attitude toward e-learning, diversity in assessment, 
and learner perceived interaction with others. The authors in 
[8] identified clear governance structure and the need of 
organized distribution of planning responsibilities and 
implementation as the main adoption factors. In [20], the 
authors concluded that perceived usefulness, ease of use, 
perceived enjoyment, network externality factor, system 
factor, individual factors, and social factors are the main e-
learning acceptance predictors. Student interface, learning 
community, content, and customization as well as ease of use 
of web courses have also been identified to have a significant 
impact on e-learning acceptance [21] [22]. 

In [23], the authors concluded that student e-learning 
adoption and attitudes in the university context are academic 
achievements mediated by digital readiness and academic 
engagement. In [24], the authors proposed an e-learning tools 
acceptance model in order to examine the level of acceptance 
and critical factors of virtual learning tools among university 
students in developing countries. Results confirm a strong 
relation between the perceived usefulness and the instructor 
preparation and autonomy in learning, as well as between the 
ease of use and the perceived self-efficacy perception. The 
reseach work of [25] developed a Technology Acceptance 
Model (TAM) for e-learning. The results indicated that 
system quality, computer self-efficacy, and computer 
playfulness have a significant impact on perceived ease of 
use of e-learning system. Furthermore, information quality, 
perceived enjoyment, and accessibility were found to have a 
positive influence on perceived ease of use and perceived 
usefulness of e-learning system. 

The authors in [26] applied process mining methods in 
order to discover students’ self-regulated learning processes 
during e-learning. They identified a high presence of actions 
related to forum-supported collaborative learning among the 
students who finally passed the exams and an absence of 
those in their failing classmates. The research work of [6] 
concluded that the main factors affecting the usage of e-
learning are: technological factors, e-learning system quality 
factors, trust factors, self-efficacy factors and cultural 
aspects. Therefore, apart from the challenges related to the 
technological infrastructure, change management, course 
design, computer self-efficacy and financial support are also 
issues of outmost importance.  

B. Learning Personalization 

Learning personalization is an important topic in 
educational sciences. Since different people learn in different 
ways, it is important to create and adapt the e-learning in 
order to maximize and speed up the learning process [12]. 
The need to adapt teaching strategies to the student’s 
preferences is a reality in classrooms, be they physical or 
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virtual [27] [28]. However, this does not mean that a method 
should be created for each student in a classroom, but that 
the best form of interaction for each of them be identified, 
building groups of learners with common characteristics 
[29]. Learning styles are cognitive, affective and 
psychological traits that determine how a student interacts 
and reacts in a learning environment [30]. The idea is to 
identify the marked characteristics of a given learner so that 
these traits influence his learning process. 

Several learning profile models have been developed in 
the literature, such as the Myers-Briggs Type Indicator – 
MBTI, Kolb’s Experiential Learning Model, the Hermann 
Brain Dominance Instrument (HBDI), the Dunn and Dunn 
Model, the Felder-Silverman Model, and the Honey and 
Mumford Model [27] [28]. With the wide adoption of e-
learning strategies and technologies, there is the need for 
applying and validating learning profile models in the digital 
and online learning era. For example, in [12], the authors 
investigated the e-learning personalization aiming at keeping 
students motivated and engaged. To that end, they proposed 
the use of k-means algorithm to cluster students based on 12 
engagement metrics divided into two categories: interaction-
related and effort-related. The research work of [28] 
presented the architecture of a system that realizes an 
evaluation of learning profiles based on categories of student 
preferences. The profile models were built according to 
categories of student preferences based on the proposal of 
learning styles put forward by [30]. 

III. RESEARCH METHODOLOGY 

In this section, we present the adopted research 

methodology for e-learning personalization forming the 

basis for the development of an associated intelligent 

recommender system. The methodology consists of six steps 

that are described in the following sub-sections: (A) Data 

Collection; (b) Learning Profile Model Selection; (C) 

Classification for Structuring the Learning Profiles; (D) 

Validation of Learning Profiles Classification; (E) 

Modelling the Relationships between Learning Profiles and 

E-learning Preferences; and, (F) Predicting the Class 
Attribute of E-learning Impact. 

A. Data Collection  

The data was collected in the form of an online 
questionnaire of 80 questions addressed to students of higher 
educational institutions. Each question was in the form of 
Likert scale (1: Strongly Disagree – 5: Strongly Agree) and it 
was related to one out of the four learning styles as defined 
by the Honey and Mumford Model [31]: activist, reflector, 
pragmatist, and theorist. For example, in an ideal scenario 
that a student has answered 5: Strongly Agree to all the 
questions matching to the “activist” learning profile and 1: 
Strongly Disagree to all the others, he/she is classified as 
“activist”. 

B. Learning Profile Model Selection 

As it was mentioned, the selected learning profile model 
is the Honey and Mumford Model [31], which includes four 

learning styles: activist, reflector, pragmatist, and theorist. 
However, this classification is usually not straightforward 
since most of the students belong to a mixture of learning 
styles, meaning that they incorporate characteristics from 
more than one profile [31]. The main characteristics of these 
four learning profiles are described below [32]. 

Activist refers to an individual’s preference for active 
involvement in the learning activity (through problem 
solving, discussion, creating their own models). Activists are 
enjoy new experiences and are not willing to participate in 
repeated tasks. They prefer brainstorming as a format of 
discussion. Therefore, the teaching and learning activities 
that are effective for this group need to provide new 
experiences, problem-based learning, games and group 
research. The teaching and learning activities that are not 
effective for this group are one-way lecture, passive learning, 
learning that involves many mixed and unarranged data, 
repeating the same activity. 

Reflector prefers learning by watching and thinking. The 
reflector responds more positively to learning activities 
where there is time to observe, reflect and think and work in 
a detailed manner. Reflectors like to collect and analyse data 
and are careful at making decisions. They do not like to 
become leaders. The teaching and learning activities that are 
effective for this group need to be stimulating and to provide 
them with time to think before reacting and to provide 
conclusions without pressure. The teaching and learning 
activities that are not effective for this group are placing 
them in the role of leader or having them perform in front of 
people. They experience stress if required to perform 
immediately after a brief instruction 

Pragmatist wants to know how to put what they are 
learning into practice in the real world. They experiment 
with theories, ideas, and techniques and take the time to 
think about how what they’ve done relates to reality. 
Pragmatists prefer to come up with new ideas, and solving 
problems especially for real life situations. The teaching and 
learning activities that are effective for this group are 
demonstrating practical techniques, providing them with the 
opportunity to express what they have learned and focusing 
on the practical issues. Learning methods that are not related 
to immediate need and performance with no clear practice or 
outline are not suitable for this group. 

Theorist seeks to understand the theory behind the action. 
They follow models and reading up on facts to better engage 
in the learning process. Theorists are quite objective, and 
they do not enjoy things that are subjective. They prefer to 
make conclusions based on evidence, data analysis and logic. 
They have clear minds. The teaching and learning activities 
that are effective for this group are providing them with time 
to organise their feelings and to ask questions and process 
the methodology, assumption or logic in detail. The teaching 
and learning activities that are not effective for this group are 
learning that involves emotion, feelings, and activities that 
are unstructured. 

C. Classification for Structuring the Learning Profiles 

The classification of the student to the learning profiles is 
not straightforward since they may have characteristics of 
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more than one profile. Therefore, according to the given 
answers, the k-means clustering algorithm was applied in 
order to assign the respondents to 4 clusters (k=4) matching 
to the aforementioned learning profiles.   

k-means clustering is a method of vector quantization 
that aims to partition n observations into k clusters in which 
each observation belongs to the cluster with the nearest mean 
(cluster centers or cluster centroid) [33]. k-means clustering 
minimizes the within-cluster variances (squared Euclidean 
distances). Given a set of observations (x1, x2, …, xn), where 
each observation is a d-dimensional real vector, k-means 
clustering aims to partition the n observations into k (≤ n) 
sets S={S1, S2, …, Sk} so as to minimize the within-cluster 
sum of squares (WCSS) (i.e., variance). Formally, the 
objective is to find:  

 

 

 
(1) 

 
where μi is the mean of points in Si. This is equivalent to 
minimizing the pairwise squared deviations of points in the 
same cluster: 
 

 

 
(2) 

 
The equivalence can be deduced from the identity: 
 

 

(3) 

 
Because the total variance is constant, this is equivalent to 
maximizing the sum of squared deviations between points in 
different clusters (Between-Cluster Sum of Squares, BCSS), 
which follows from the law of total variance.  

D. Validation of the Learning Profiles Classification 

As it has been already mentioned, students may belong to 
a mixture of learning styles, in the sense that that they may 
incorporate characteristics from more than one profile. In 
order to validate the k-means clustering results of the 
previous step, i.e., the classification to the aforementioned 4 
discrete learning profiles, we implement the X-means 
clustering algorithm. 

In contrast to the k-means clustering algorithm which 
requires the number of clusters k to be supplied by the user 
and its search is prone to local minima, X-means searches 
the space of cluster locations and number of clusters to 
optimize the Bayesian Information Criterion (BIC) [34][35]. 
In this way, it can identify additional clusters representing 
mixtures of learning profiles. After comparing these results 
with the ones derived from the k-means clustering algorithm 
of the previous step, the domain expert is able to validate the 
applicability of Honey and Mumford Model according to the 
similarity of the two resulting sets of clusters. Moreover, 
they are able to select whether they will be based upon a pre-
defined model of learning styles or they will create 

dynamically learning styles in order to tackle with the 
mixtures of learning profiles that most often exist in reality. 

The X-means clustering algorithm starts with k equal to 
the lower bound of the given range and adds centroids until 
the upper bound is reached. During this process, the centroid 
set that achieves the best score is recorded. The algorithm 
consists of two operations repeated until completion:  

• Improve Parameters: which runs conventional k-
means to converge. 

• Improve Structure: which finds out if and where 
new centroids should appear by splitting centroids. 
In this operation, the advantages of two splitting 
approaches are combined: (i) One at a time: picking 
one centroid, producing a new centroid nearby, and 
running k-means to completion; (ii) Half the 
centroids: Gaussian mixture model identification 
and heuristics criteria for assessing the usefulness of 
splitting. 

 
The selection of the k values is performed according to 

the BIC. Given the data D and a family of alternative models 
Mj, X-means adopts the posterior probability P(Mj|D) to 
score the models derived from k-means clustering. To 
approximate the posterior probabilities until normalization, 
the following formula is used [36][37]: 

 

 
 

(4) 

where  is the log-likelihood of the data according to the 

j-th model and taken at the maximum-likelihood point, and pj 
is the number of parameters in Mj. This is also known as 
Schwarz criterion. 
 

The maximum likelihood estimation for the variance, 
under the identical spherical Gaussian assumption is:  

 
 

(5) 

The point probabilities are: 

 
 

(6) 

The log-likelihood of the data is: 

 
 

(7) 

Focusing on the set Dn which belong to centroid n and 
plugging in the maximum-likelihood estimates yield: 

 

 

 

 
 
(8) 

The BIC is used both globally, when X-means selects the 
best model, and locally, in all the centroid split tests. Finally, 
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the algorithm generates the number of the clusters X, 
corresponding to the unsupervised set of learning profiles, as 
well as the students assigned to each cluster. Comparing 
these results to the ones derived from the k-means clustering 
with the pre-defined 4 learning profiles, the consistency of 
the Honey and Mumford Model is evaluated in a data-driven 
way. 

E. Modelling the Relationships between Learning Profiles 

and E-learning Preferences 

Subsequently, the proposed approach models the 
relationships between the learning profiles and e-learning 
contribution to learning factors as derived from the 
questionnaire. The input to this step is typically the outcome 
of the step “C: Classification for structuring the learning 
profiles” provided that the step “D: Validation of the 
learning profiles classification” provides acceptable results. 
Alternatively, the user of the recommender system may 
prefer to use the outputs of the X-means clustering 
algorithm, instead of the ones of the k-means, in order to 
apply an unsupervised approach. The latter is especially 
useful when the X-means algorithm does not approach the 
results of the k-means. 

To do this, a Bayesian Network (BN) is applied aiming at 
identifying these causal and uncertain relationships. A BN, 
also known as belief network, is defined as a pair B = (G, 
Θ). G = (V, E) is a Directed Acyclic Graph (DAG) where V 
= {v1, …, vn} is a collection of n nodes, E ⸦ V × V a 
collection of edges and a set of parameters Θ containing all 
the Conditional Probabilities (CP) of the network [38]. Each 
node v ϵ V of the graph represents a random variable XV with 
a state space XV which can be either discrete or continuous. 
An edge (vi, vj) ϵ E represents the conditional dependence 
between two nodes vi, vj ϵ V where vi is the parent of child vj. 
If two nodes are not connected by an edge, they are 
conditional independent. Because a node can have more than 
one parent, let πv the set of parents for a node v ϵ V.  
      Therefore, each random variable is independent of all 
nodes V \ πv. For each node, a Conditional Probability Table 
(CPT) contains the CP distribution with parameters θxi|πi 
:=P(xi|πi) ϵ Θ for each realization xi of Xi conditioned on πi. 
The joint probability distribution over V is visualized by the 
BN and can be defined as:  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
(9) 

 
With BN, inference for what-if analysis can be 

supported, either top-down (predictive support) or bottom-up 
(diagnostic support). If a random variable which is 
represented by a node is observed, the node is called an 
evidence node; otherwise, it is a hidden node [39]. Based on 
the learning profiles derived from the questionnaire, a BN 
with two layers was developed: at the top layer (i.e., learning 
profiles), there are 4 parent nodes matching to the respective 
clusters of students.  

At the bottom layer (i.e., e-learning contribution to 
learning factors), there are 9 child nodes referring to 9 e-
learning factors grouping the questions. In this way, the 
model identifies the preferences of each learning profile by 
assessing the impact of e-learning on the learning process of 
each profile. Therefore, according to the learning profile, the 
user is able to select the appropriate learning strategies 
aiming at personalizing the e-learning process. 

The e-learning factors are constructed based on the 
groupping of the various questions of the questionnaire. 
Below, we describe their meaning: 

F1: Comprehension: the level of comprehension of the 
course content with e-learning. 

F2: Content digestion: the satisfaction by the content 
presented in comparison to the contents of the course. 

F3: Knowledge generalization: the capability of 
understanding practical examples and how they support the 
overall concepts and theories. 

F4: Guidance and monitoring: The level to which the 
interaction between the tutor and the students facilitates 
guidance and monitoring of students’ preformance. 

F5: Tutor communication: the level to which the 
communication between the tutor and the students is 
efficient. 

F6: Active participation: The level to which e-learning 
enables the active participation of the students, e.g. by posing 
questions, participating to discussions, etc. 

F7 Effective learning: The level to which the learning 
procedure is performed in an effective way. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1.  The Bayesian Network structure for modelling the relationships between learning profiles and e-learning contribution to learning factors for the maritime 

institution. 
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F8 Communication among students: The degree to which 

e-learning includes discussions among students and 
teamwork. 

F9 Approach by the tutor: the extent to which the tutor 
applies pedagogical approaches that are personalized to the 
learning needs of the students. 

F. Predicting the Class Attribute of E-learning Impact  

At any time, the user of the recommender system is able 
to make queries in order to investigate particular 
relationships along with their associated CPTs. Moreover, 
the model incorporates a Naïve Bayes classifier for 
predicting the class attribute of a learning profile as soon as 
new records of students’ responses are inserted into the 
database.  

Naïve Bayes classifier is highly scalable, requiring a 
number of parameters linear in the number of variables in a 
learning problem. Maximum-likelihood training can be done 
by evaluating a closed-form expression, which takes linear 
time, rather than by expensive iterative approximation as 
used for many other types of classifiers [40]. Prediction of 
the class attribute can be performed even if the questionnaire 
is not completely answered. 

IV. RESULTS 

The proposed approach was applied on a dataset of 524 
students: 268 from a maritime higher educational institution 
and 256 students of a midwifery department in a University 
in Greece. Following the research methodology described in 
Section III, the data was analyzed both as separate cases, one 
case in maritime students and one case in midwifery 
students, and as a whole. The implementation and execution 
of the experiments were performed using the sklearn.cluster 
library of Python [44] for the k-means clustering algorithm 
and the BN functionalities of the pgmpy (Probabilistic 
Graphical Models using Python) package [45].  

 
 
 

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Section IV.A presents the results from the dataset of 
maritime students. Section IV.B presents the results from the 
dataset of the midwifery students.  

A. Dataset from Maritime Institution 

The transformation of maritime from highly labour- to 
capital-intensive industry contributed to the presence of 
tertiary education in maritime studies [41]. However, the 
learning process in maritime education faces additional 
challenges due to the structure of their programs, the 
tendency of undergraduate students to combine studies and 
work, the internationalization, specialization, and 
standardization [42][43]. These make maritime education an 
interesting case study for the validation of e-learning process 
personalization.  

TABLE I.  CPS OF THE E-LEARNING CONTRIBUTION TO LEARNING 

FACTORS GIVEN THE LEARNING PROFILES IN MARITIME 

 
E-learning contribution 

Learning 

profile 
CP 

H
ig

h
e
st

 C
P

s 

F1={Neutral}, F2={Agree}, 

F3={Disagree}, F4={Agree}, 

F5={Strongly Disagree}, F6={Disagree}, 

F7={Neutral}, F8={Strongly Disagree}, 

F9={Agree} 

Activist 0.386 

F1={Disagree}, F2={Disagree}, 

F3={Agree}, F4={Strongly Disagree}, 

F5={ Disagree}, F6={Agree}, 

F7={Neutral}, F8={Neutral}, 

F9={Disagree} 

Theorist 0.295 

L
o

w
e
st

 C
P

s 

F1={Stongly Agree}, F2={Disagree}, 

F3={Strongly Agree}, F4={Neutral}, F5={ 

Disagree}, F6={Strongly Disagree}, 

F7={Neutral}, F8={Strongly Disagree}, 

F9={Disagree} 

Reflector 0.081 

F1={Agree}, F2={Strongly Disagree}, 

F3={Agree}, F4={Strongly Disagree}, 

F5={Strongly Agree}, F6={Neutral}, 

F7={Agree}, F8={Agree}, F9={Strongly 

Disagree} 

Activist 0.056 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 2.  The Bayesian Network structure for modelling the relationships between learning profiles and e-learning contribution to learning factors for the 

midwifery institution. 
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After having structured the learning profiles of the 
respondents, the BN is created and the CPTs are calculated, 
as shown in Figure 1. Table I presents the highest and the 
lowest CPs of the e-learning contribution to learning factors 
given the learning profiles for the maritime institution. 
Therefore, the highest CP is the one of a student being 
activist given the answers of the second row that is 38.6%. 
The lowest CP is the one of a student being activist given the 
answers of the last row that is 5.6%. According to the queries 
posed by the user, various calculations can be done.  As 
already mentioned, the model can also serve as a classifier 
for predicting the class attribute of learning factors as soon as 
new records of students are received and classified through 
the k-means clustering algorithm.  

In order to evaluate its classification effectiveness, we 
inserted additional records, derived from more 
questionnaires addressed to students of the maritime 
educational institution, and we created the confusion matrix 
according to Table II in order to estimate the precision and 
the recall of the classifier using (5) and (6) [46]. 

The Precision results are quite satisfactory, while the 
Recall results can be further improved. We should also take 
into account that modelling human behavior, such as the 
learning process, has a high degree of uncertainty [47]. 
Moreover, the BN model sticks to the initially identified 
relationships, i.e., the ones that have been mined during the 
model training. Therefore, when new relationships, not 
previously identified, are added, they are not classified 
correctly. These records include values that are not frequent, 
so they are not critical for decision making 

TABLE II.  CONFUSION MATRIX 

 Predicted Positive Predicted Negative 

Actual 

Positive 
True Positive (TP) = 31 False Negative (FN) = 6 

Actual 

Negative 
False Positive (FP) = 4 True Negative (TN) = 22 

 

 

(10) 

 

 

 
(11) 

 

B. Dataset from Midwifery Institution 

Evidence within higher education clearly identifies that 
the academic and personal development of students is 
enhanced by engagement with the academic and non-
academic life of college [48][49]. It is necessary for the 
development of important capabilities including critical 
thinking, problem-solving, team work, and written and oral 
communication skills, all of which are essential midwifery 
graduate competencies for practice in modern, dynamic and 
complex healthcare services [50]. 

After having structured the learning profiles of the 
respondents, the BN is created and the CPTs are calculated, 
as shown in Figure 2. Table III presents the highest and the 
lowest CPs of the e-learning contribution to learning factors 

given the learning profiles for the midwifery institution. 
Therefore, the highest CP is the one of a student being 
pragmatist given the answers of the second row that is 
37.8%.  

The lowest CP is the one of a student being activist given 
the answers of the last row that is 6.2%. According to the 
queries posed by the user, various calculations can be done.  
As already mentioned, the model can also serve as a 
classifier for predicting the class attribute of learning factors 
as soon as new records of students are received and classified 
through the k-means clustering algorithm. The confusion 
matrix is presented in Table IV. 

TABLE III.  CPS OF THE E-LEARNING CONTRIBUTION TO LEARNING 

FACTORS GIVEN THE LEARNING PROFILES IN MIDWIFERY 

 
E-learning contribution 

Learning 

profile 
CP 

H
ig

h
e
st

 C
P

s 

F1={Disagree}, F2={Agree},  

F3={ Neutral }, F4={Agree}, 

F5={Strongly Agree}, F6={Neutral}, 

F7={Agree}, F8={ Disagree}, 

F9={Neutral} 

Pragmatist 0.378 

F1={Agree}, F2={Neutral}, 

F3={Disagree}, F4={Neutral},  

F5={ Agree}, F6={Strongly Agree}, 

F7={Disagree}, F8={Neutral}, 

F9={Agree} 

Reflector 0.198 
L

o
w

e
st

 C
P

s 

F1={Disagree}, F2={Strongly Agree}, 

F3={Neutral}, F4={Strongly Disagree}, 

F5={Agree}, F6={Strongly Agree}, 

F7={Strongly Disagree},  

F8={Strongly Agree},  

F9={Strongly Disagree} 

Theorist 0.078 

F1={Strongly Disagree}, F2={Agree}, 

F3={Agree}, F4={Disagree}, 

F5={Neutral}, F6={Agree}, 

F7={Neutral}, F8={Disagree},  

F9={ Disagree} 

Activist 0.062 

TABLE IV.  CONFUSION MATRIX 

 Predicted Positive Predicted Negative 

Actual 

Positive 
True Positive (TP) = 35 False Negative (FN) = 6 

Actual 

Negative 
False Positive (FP) = 7 True Negative (TN) = 24 

 

 
(12) 

 

 
 

 
(13) 

V. DISCUSSION 

E-learning provides people with a flexible way to learn 
allowing learning on demand and reducing the associated 
costs. The wide adoption of e-learning strategies and 
technologies and the transformation of the physical learning 
process to a virtual one pose the challenge of personalization 
according to different learning. E-learning personalization is 
emerged as a major challenge, especially in today’s fast 
adoption of this alternative way of learning. The proposed 



80

International Journal on Advances in Intelligent Systems, vol 14 no 1 & 2, year 2021, http://www.iariajournals.org/intelligent_systems/

2021, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

approach was proved to be effective in classifying the 
students’ learning profiles in order to adapt the learning 
process and to provide personalized recommendations for the 
learning style. It validated in two diverse educational 
institutions and the results show a stability in students’ 
classification according to their answers to the questionnaire. 
The proposed approach can work either with a pre-defined 
learning profiles model or with a learned set of learning 
profiles. 

In the first case (i.e., pre-defined learning profiles 
model), the proposed approach was based on the Honey and 
Mumford Model, which includes four learning styles: 
activist, reflector, pragmatist, and theorist. Therefore, the k-
means clustering algorithm takes as input k=4. This case 
refers to a supervised learning approach. It should be noted 
that the learning profiles model can be a different one. Then, 
X-means clustering algorithm validates the assumption about 
the number of the clusters that was derived from the learning 
profiles model. The user may define a threshold of outliers 
that is acceptable for the model validation. If this threshold is 
not exceeded, the learning profiles and the learning factors 
along with their values feed into the BN. The latter is able to 
perform predictions and to provide useful information upon 
user’s queries. 

In the second case (i.e., learned set of learning profiles), 
the clusters corresponding to learning profiles can be created 
dynamically directly by the X-means clustering algorithm. 
This case refers to an unsupervised learning approach in 
which the learning profiles are not known in advance, and 
the resulting clusters should be interpreted by a domain 
expert. Then, the BN is structured accordingly with its nodes 
of the upper layer corresponding to the resulting number of 
clusters by the X-means algorithm. 

In both cases, the proposed approach takes advantage of 
machine learning algorithms in order to form the basis for a 
recommender system capable of supporting personalized 
teaching and learning procedures according to the students’ 
learning profile. 

VI. CONCLUSIONS AND FUTURE WORK 

During the last years, e-learning has been gaining an 
increasing attention in higher education. Especially during 
the last months, higher education institutions were forced to 
shift rapidly to distance and online learning. On the one 
hand, this fact revealed the weaknesses of adoption and 
utilization of e-learning strategies and technologies, but, on 
the other hand, it resulted in a digital revolution in education. 
A major challenge was to apply e-learning strategies and 
technologies for supporting e-learning personalization. In 
this paper, we proposed an intelligent recommender system 
for e-learning process personalization.  

The proposed approach is based on the Honey and 
Mumford Model of learning profiles and utilized k-means 
clustering, X-means clustering, and BNs in order to classify 
the students to learning profiles and to reveal relationships 
with the contribution of e-learning to several learning 
factors. The proposed approach was applied to maritime and 
midwifery education. We validated the model in terms of its 

precision and recall in predicting the learning profile when 
new records are inserted into the database. 

Regarding our future work, we plan to incorporate 
additional learning factors with respect to the e-learning 
impact. Moreover, we plan to apply more machine learning 
and data analytics methods, with an emphasis on fuzzy 
methods, in combination with different learning profile 
models. Finally, we will plan to expand our research to 
various universities in order to obtain more generalized 
results.  
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Abstract – The impact of digitalisation on industry and society 
at large is huge and has parallels with the advent of the internet 
more than twenty years ago. In the automotive sector, 
companies are also confronted with the implications of the so-
called megatrends of connected car, autonomous vehicles, 
sharing/subscription, and electrification, which are challenging 
current business models and working practices. This has 
brought about new approaches to project management 
practices, notably those relating to collaborating over distance 
between and within dispersed teams. Researchers and 
practitioners have started to think more comprehensively about 
the complexity of projects with virtual teams, and how best to 
manage them. This article is the result of the distillation of 
relevant literature relating to virtual teams and the analysis of 
in-depth interviews undertaken with industry experts. It puts 
forward a model (V-CORPS) for virtual team leadership and 
management. The authors believe these results can be of value 
in providing guidance for practitioners working in virtual 
teams, and as an analytical framework for further research 
studies in this field. 

Keywords – Project management; virtual teams; virtual 
leadership; German automotive industry; V-CORPS model  

I. INTRODUCTION 
Recent research set out a provisional model for virtual 

project leadership in the automotive industry [1]. Here, this 
model – the V-CORPS model (Virtual – Create the team; 
Organise the team; Relationship building; Performance 
evaluation; Sign-off and closure) - is developed in more detail, 
and particular focus is put on the underpinning research 
process. The model is of particular relevance because of the 
globalisation of the automotive industry and the dramatic 
changes in underlying business models and ways of working 
that are impacting the companies in this sector. This has 
brought working in virtual teams to the fore, presenting new 
challenges for project management, such as projects being led 
from a distance, with dispersed team members. This has given 
rise to the concept of “virtual leadership” (or “e-leadership”), 
which focuses on the social influencing capabilities of leaders 
of virtual teams. 

Jugdev et al. [2] concluded that project management can 
be seen as a holistic discipline for achieving organisational 
efficiency, effectiveness, and innovation. Team leading plays 
a key role here. An examination of the extant literature on 
virtual leadership reveals issues relating to project complexity, 

social process, value creation, conceptualisation, and 
practitioner development [3]. Virtual teams face a number of 
issues that can impede effective project delivery – different 
time zones, different cultures, lack of face-to-face meetings, 
reduced productivity and increased miscommunication [4]. 

The research project reported on here had the goal of 
rethinking project management leadership for dispersed teams 
in the automotive industry, looking particularly at team 
leading from a distance and its influence on team members. 
As recently noted in the National Instruments Research 
Handbook [5] “within the next 10 years, we will see 
remarkable change in the automotive industry from improved 
engine efficiency to autonomous vehicles to electrification” 
and virtual project management will likely be of increasing 
importance in an industry undergoing rapid and radical 
change. Deloitte [6] see this as consisting of four main trends 
- Connected car, Autonomous vehicles, Sharing/subscription, 
and Electrification - for which the acronym CASE is often 
used. This is leading to major changes in many aspects of the 
industry’s operations, where issues need to be resolved in 
parallel and at speed, often in different geographical locations. 
Effective operation through virtual teams will become of 
increasing significance. 

This paper is structured around five main sections. 
Following this Introduction, Section 2 outlines the research 
methodology and positions the two research objectives 
addressed in this article. Section 3 then reports the critical 
success factors (CSFs) drawn from current literature relevant 
to the research aim. Subsequently, Section 4 discusses the 
development of the initial V-CORPS framework, which was 
mainly based on concepts from the extant literature. Section 5 
then outlines how the model was further developed, enhanced, 
and validated through a series of expert interviews carried out 
between October 2020 to April 2021. The final section 
provides an overall conclusion to the issues discussed in the 
paper and suggests how the model could be further developed 
and enhanced. 

II. RESEARCH METHODOLGY 
Research design represents the structure that guides the 

appropriate research methods for the execution of data 
collection, and the subsequent analysis of the gathered data. In 
an initial stage, available literature in the automotive industry 
and in other industry sectors was investigated to ascertain 
current thinking on the leading and management of virtual 
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teams working on specific projects. Concepts and ideas from 
other disciplines were evaluated and adopted if deemed of 
value for leading virtual teams in the automotive industry. 
This was an integrative review [7] which aimed to synthesize 
areas of conceptual knowledge that could contribute to a better 
understanding of virtual team leadership and management, 
and lead to the development of an operational model. 

An integrative literature review can provide an overview 
of the literature in a given field, encompassing the foremost 
ideas, models and debates, especially the concept that is not 
explicitly stated before – in this case the dynamics of virtual 
team leadership and management. It can provide the basis for 
a summary of the existing evidence concerning this theme and 
identify gaps in the current literature that may highlight 
possible areas for further investigation. It can also help build 
a framework or model for new research activities. This is 
particularly suitable when the research area is in the early 
stages of development, where key questions remain 
unanswered and an accurate picture of current thinking and 
evidence to date is required to promote the development of 
new models or methods.  

The review of existing literature allowed the identification 
of critical success factors for the successful leading of virtual 
teams, and the construction of a provisional model for virtual 
team leading and management, which has now been 
progressed through primary research based on in-depth 
interviews with industry practitioners. A model of virtual 
project leadership in the automotive industry does not yet 
exist, and this research aimed to address this gap in the 
literature and in practice. 

 
Figure 1. The research onion (based on Saunders et al. [8]) 

In terms of the methodological choices made for the 
primary research undertaken in the study, the “research onion” 
developed by Saunders et al. [8] provides a useful structure 
and guide to record elements of the methodology. The onion 
is separated into layers, each relating to an element of research 
method (Figure 1). The outer layer of the research onion refers 
to the philosophical position of the researcher, which in this 
case is interpretivist. This position allows the integration of 
humanistic qualitative methods and interests in a study [9], 
this being appropriate for research that considered the 
opinions and experiences of experts in the automotive field. 

The next layer of the research onion indicates the approach 
used for theory development. Here, the inductive approach 
was chosen. Inductive reasoning is used when collective 
observations and experiences, including knowledge attained 
from other individuals and working practices, are combined to 
establish a “general truth” or acknowledged fact. The 
inductive approach was adopted in the analysis of empirical 
data, which was appropriate here because the model was built 
upon existing methods, experiences, and working practices 
relating to virtual team building and leading in the automotive 
industry.  

TABLE I. ROLES AND RESPONSIBILITIES OF INTERVIEWEES 

1. Head of Product Innovation: 25 years of work experience as a director of product 

development, with different teams and 22 product patents. 
2. Head of Project Management: 26 years of work experience as project manager 

in the automotive industry. 
3. President EMEA: 15 years of work experience as a Plant and Project Manager  
4. Vice President: 21 years of work experience as a Product costing analyst 
5. Project Manager: 7 years of work experience as a Project Manager 
6. Product Manager: 6 years of work experience as a Product Manager in China 
7. Head of Product Innovation: 18 years of work experience as Project and Product 

Manager. 
8. Vice President Business Development: 20 years of work experience in sales 

and project development. 
9. President and CEO: 30 years of work experience in Product development and 

strategic Project Management. 
10. Project Manager: 15 years of work experience as a Project Manager in the 

automotive industry. 
11. Senior Key Account Manager: 15 years of work experience in the sales sector. 
12. Product Certification Manager: 19 years of work experience in programme 

management and product certification in the European and Japanese regions. 
13. Agile Coach: 22 years of work experience in Project Management. 
14. Project Manager: 10 years of work experience in the automotive area. 
15. COO EMEA Region: 20 years of work experience in automotive engineering, and 

10 years as a Managing director. 
16. Development Director: 22 years of work experience in automotive engineering, 

and 16 years product development responsible 
17. Industry Representative in EMEA and CIS region: 17 years of work experience, 

and 13 years in project management 
18. Product Manager: 7 years of work experience as a Product Manager in CIS region 

The aim was to create a model for virtual team building 
and leadership. A qualitative multi-methods investigation was 
pursued, which has its challenges, as different methodological 
traditions bring with them different communication traditions 
that are associated with different technical, rhetorical, and 
aesthetic criteria and norms. In an initial survey of views and 
perspectives, eighteen senior staff (Table 1) from a single 
automotive supplier were requested to complete a 
questionnaire, containing questions regarding the initial 
model and some open-ended questions. This was followed-up 
by semi-structured interviews to clarify the findings from the 
questionnaire. Yin [10] considers the interview as an 
important source for data collection, although the way in 
which an interview is conducted can be structured in several 
different formats. Here, the first step of this process involved 
the completion of a questionnaire by the interviewee, while 
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the second step used the questionnaire responses as the basis 
for discussion during the face-to-face interviews.  

Using feedback from the initial round of interviews, the V-
CORPS model was developed and enhanced. The model and 
the proposed activities and actions were then fed back to the 
interviewees, allowing the model to be refined and validated 
in a second round of interviews. In this sense, this was a 
research case study focusing on a single automotive supplier 
in Germany. The timeline was cross-sectional (commonly 
referred to as a “snapshot”) and provided an insight into the 
current automotive working environment. The company is a 
part of a supply chain of a larger group, and is primarily 
responsible for the Europe, Middle East, and Africa (EMEA) 
region. In 2018, the company had approximately 50,000 
employees distributed over 98 production sites in 25 countries 
worldwide, with a turnover of €7.5 billion, as well as an 
annual investment in research and development of circa €1.2 
billion. The company’s language is English, and it works as a 
matrix organisation across a large geographical area and thus 
leadership over distance is of the utmost importance. 

The company, in 2021, is engaged in more than twenty 
projects operating across the EMEA region, and with the 
increasing complexity of vehicles resulting in more complex 
and extensive projects, an expansion of different suppliers for 
vehicle projects overall is required for the OEMs. A 
centralised project work scheme is more time efficient for the 
OEMs, so that suppliers and sub-suppliers will be able to work 
according to the same project standards. This time efficiency 
is necessary due to the rigid time limits of development 
projects, which usually last for approximately 2 to 2.5 years, 
as both the complexity of the vehicles and component 
requirements have increased significantly.  

In this context, the research objectives (ROs) addressed in 
the research and reported on here are: 

RO1. To review existing literature on virtual leadership 
and virtual teams and identify critical success factors for the 
e-leadership of virtual teams in the automotive industry. 

RO2. To develop a new operational model for the e-
leadership of virtual teams that minimises personal contact 
and optimises project outcomes in the automotive industry. 

III. CRITICAL SUCCESS FACTORS 
Project management has become more versatile and 

complex in terms of people and project leading over the past 
few decades, especially when project teams are 
geographically dispersed. This has been done with the 
support of a variety of project management methods and 
concepts and the use of faster and cheaper communication 
technology, which have collectively facilitated the 
achievement of project goals and milestones more 
effectively. Whether these methods would also work for 
virtually managed teams in the automotive industry is a gap 
in the literature. A review of the extant literature suggests a 
number of factors as critical to the building and leadership of 
virtual teams. These may be seen as key concepts emerging 
from the integrative literature search on project management 
and team development, which the authors have considered of 

particular relevance to virtual team leadership and 
management. They are taken from the literature on both the 
automotive industry and other different industry sectors, and 
the relevant elements of project management methodologies. 

These CSFs are as follows: 
Build trust: A number of authors, including Maes and 

Weldy [11] and Ford et al. [12], have emphasised that trust 
between leaders and their team members, as well as amongst 
team members themselves, is the most important aspect for 
leading from a distance, and that it is possible to see trust as 
a key starting point for working with virtual teams. The 
building of trust is a pre-requisite for team cohesion, and the 
gaining of trust is part of social influence for distance-led 
team members, as discussed by Scheunemann and Bühlmann 
[13]. It is a major challenge in overcoming distance and time 
barriers and winning over team members. Building trust is an 
essential and challenging aspect for leading, and this is 
highlighted in the literature [11] [14]. Ford et al. [12] describe 
trust as the key to a capable virtual team.  

Create a team structure: A team operating virtually, at a 
distance, needs to be underpinned and supported by a clear 
team structure. A team structure can engender intra-team 
communications and foster a collective, shared approach to 
the working behaviour of the team. This structure can be 
viewed as a contract for team members that allows them to 
pursue individual and project objectives effectively. 
Klitmøller and Lauring [15] found that communication and 
knowledge sharing were more challenging in a virtual team 
environment than with face-to-face counterparts, and that a 
clear team structure was essential in overcoming these 
challenges.   

Overcome cultural and language barriers: The avoidance 
of the possible negative impact of cultural differences is a 
necessary preventive measure to mitigate possible bias 
between the different team members. Nader et al. [16] note 
that cultural barriers are a serious impediment to the 
effectiveness of virtual teams. It is essential that the general 
understanding and respect of culture is recognised by the 
leader, and that neither origin nor gender plays a role in the 
team, with only ability and merit counting. 

Language barriers are an important issue which cannot be 
underestimated. Due to the fact that the members of virtual 
teams often do not speak the same language, many companies 
opt for mutual understanding through English [13]. It is 
essential that the leader considers this issue and 
accommodates language differences during complex 
negotiations. Team members may need to develop agreed 
procedures for avoiding misunderstandings and time wasting 
through misinterpreted instructions or information. 

Manage time and distance barriers: One of the most 
important pre-requisites for successful virtual working is the 
effective management of time and distance barriers. The 
“follow the sun methodology” allows the phased deployment 
of teams around the globe, and the increased use of 
collaboration and communication tools can facilitate more 
autonomous work, and yet also allow all team members to be 
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in one virtual space during critical situations. Effective 
communication across time and distance barriers is essential 
to give team members a form of security (the feeling that they 
are not alone) and can be seen as the “project life-blood” of 
the team. Layng [4] found that communication was a key 
factor in the success of virtual teams. 

There is a range of available technologies to support 
communication and co-working in virtual teams, which have 
seen increased deployment in the lockdown periods brought 
in as a response to the coronavirus pandemic. In addition to 
standard phone, texting and email, there are more 
sophisticated messaging services like Microsoft Teams, 
WhatsApp and Facebook Messenger. Video conferencing 
and meeting tools such as Skype and Zoom support virtual 
meetings across time and distance boundaries, and many of 
the standard project and document management tools will be 
used by virtual teams. Similarly, if virtual teams are 
interacting with the customer, shared access to customer files 
(probably via a customer relationship management system) 
will be necessary. The use of the Cloud to provide shared 
access to these software systems is an option.  

Influence through horizontal communication: Virtual 
teams are frequently multi-functional, composed of 
individuals and specialists drawn from different departments, 
with virtual leaders who often have no direct line 
management authority. Influencing skills are thus of 
particular importance, especially in virtual teams when there 
are limited opportunities for face-to-face meetings. The 
influencing of team members can take place through adopting 
elements of nonviolent communication (Observations, 
Feelings, Needs/Values, and Requests) to minimise 
escalation of disagreements and minor disputes among team 
members. Alistoun and Upfold [17] discussed how virtual 
team leaders can be trained to successfully influence team 
members, deploying computer-mediated communication, 
building trust, shortening subjective distance, sharing 
information, processing gains and losses, dealing with 
feelings of isolation, encouraging participation, and 
enhancing coordination and cohesion. If the leader can appear 
to communicate on the same hierarchical level as team 
members (horizontal communication), the leader is seen to be 
on the “same wavelength” as the team members, only 
revealing their true hierarchical position in urgent or 
emergency situations. Influencing team members is a topic 
which has an impact on team and work behaviour, and must 
be considered before and during the project, and constantly 
being improved upon by getting to know the team members. 

To have social influence on team members, virtual team 
leaders need to use a range different communication 
technology to ensure a social presence [18]. The use of 
communication technology makes the virtual socialisation of 
team members possible, allowing leaders to assess their 
teams’ capabilities, and receive, provide and accept feedback 
from their team members. For team members, it promotes a 
sense of connectedness to leaders, as well as allowing leaders 
to create a social presence [19]. 

These CSFs suggest the key issues for establishing a 
successful virtual team, but also indicate which factors are 
necessary for successful virtual leading. The tendency to 
work virtually is growing [10], and recent research reports an 
improvement in the effectiveness of virtual teams from less 
than 30% in 2006 [20] to 68% in 2016 [21]. 

IV. BUILDING THE V-CORPS MODEL 
The automotive industry operates globally and working 

with virtual teams has become an inevitability. Building a 
team that has to work virtually requires the main focus to be 
on people. The integrative literature review suggests that 
virtual team development and leadership can usefully be 
based on the team development stages defined by Tuckman 
[22] and Tuckman and Jensen [23] for small co-located 
teams. 

 
Figure 2. Stages of team development (after Tuckman [22])  

The four stages depicted in Figure 2 can be seen as the 
group developmental process for interpersonal relationships 
between team members of co-located teams. In the first part 
of the model's development, interpersonal relationships and 
task activities are considered, resulting in a four-stage model 
in which each stage needs to be successfully navigated in 
order to reach effective group functioning [22]. 

TABLE II. TUCKMAN AND JENSEN’S GROUP STRUCTURE AND TASK 
ACTIVITIES [25] 

Stages Group structure  Task activity 
Forming Testing and dependence Orientation of the task 

Storming Intragroup conflict 
Emotional response to 
task demands  

Norming 

In-group feeling and 
cohesiveness 
development; new 
standards evolve, and 
new roles are adopted 

Open exchange of 
relevant 
interpretations; 
personal opinions are 
expressed 

Performing 

Roles become flexible and 
functional; structural 
issues have been 
resolved; structure can 
support task performance  

Interpersonal 
structure becomes the 
tool of task activities; 
group energy is 
channelled into the 
task; solutions can 
emerge 
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Adjourning 

Anxiety about separation 
and termination; sadness; 
feelings; towards the 
leader and group 
members 

Self-evaluation 

Tuckman and Jenson [23] added one further stage – 
Adjourning - as a separate and distinct final stage in which 
separation of team members would be considered. The stages 
of development are not seen as a process, but more as a life 
cycle (Figure 3) for spin-off and reintegration of team 
members. Tuckman and Jensen [23] found that in groups 
where substantial amounts of activity take place, 
interpersonal relationships are developed, and group 
dissolution becomes an extremely important issue for many 
of the members. The authors developed the model to indicate, 
for each stage, a description of their associated group 
structures and task activities (Table 2). The group structures 
were seen as “the pattern of interpersonal relationships - the 
way members act and relate to one another”, whilst task 
activities were “the content of interaction as related to the task 
at hand” [25].  

Tuckman’s model has some limitations. It was developed 
with therapeutic groups in mind, and its interpretation and 
application in other working environments is challenging. 
Cassidy [26] notes that the Storming stage in particular may 
not be clearly defined for practitioners outside of therapeutic 
groups. It is thus difficult to apply directly to daily working 
lives and needs to be customised for individual team 
development situations. The model also does not consider 
how team personnel may change over time and the steps that 
must be taken to introduce and integrate new team members, 
which is particularly challenging when a project is at an 
advanced stage [27]. The objective of the research, therefore, 
was to attempt to adapt this model to the automotive industry, 
and at the same time to interweave the CSFs discussed above 
into a new adapted framework, customised for this industry 
sector.

Figure 3. Tuckman and Jensen’s Group Development Lifecycle 
  [23] 

The initial framework (Table 3) looked to build upon the 
CSFs identified in the literature and incorporate some of the 
thinking evident in Tuckman’s model. In addition, elements 
of project management methodologies were incorporated into 
the five-stage model, which also takes into consideration a 
number of management challenges for virtual teams – such 
as differences in employment and occupational health 
legislation across different countries, norms regarding social 
interaction, a lack of mutual knowledge of context and access 
to dispersed knowledge, stress and fatigue issues, and data 
security [28] [29].  

It is important to note the differences between co-located 
and virtual teams, and how they communicate to reach their 
goals. As pointed out by Berry [30], a co-located team is a 
group of individuals who interact interdependently and who 
are brought together or come together voluntarily to achieve 
certain outcomes or accomplish particular tasks and are able 
to have face-to-face conversations or meetings at any time. 
Virtual teams could theoretically comprise the same 
individuals as co-located teams, with the premise of working 
over the world and communicating through the use of 
information and communications technology. Virtual team 
members consist of individuals spread across geographies, 
cultures and time zones.  

Managing virtual teams is different to, and more complex 
than, managing face-to-face teams. Virtual teams are groups 
of individuals that still share most of the characteristics and 
dynamics found in traditional teams. The challenge for virtual 
teams is in cultural differences, mentalities, work-settings etc., 
which are of significance for the virtual leader when 
influencing team members from a distance. Cortellazzo et al. 
[31] state that when focusing on behavioural norms, it is 
particularly important for virtual teams to have a clear 
definition of the norms pertaining to their use of 
communication tools, through which information flows and 
activities are performed. Berry [30] suggests that the effective 
management of virtual teams requires knowledge and 
understanding of the fundamental principles of team 
dynamics, regardless of the time, space, and communication 
differences between virtual and face-to-face working 
environments. 

These considerations and the CSFs discussed above 
underpinned the development of the initial 5-stage model for 
virtual leadership and management of virtual teams. Using 
indicators evident in the existing literature, some initial key 
activities were assigned to each cell in the 5x5 matrix (Table 
3). The stages in the model are outlined below. 

Creating the team: To support virtual team members in 
achieving a high level of performance, some key 
considerations need to be taken into consideration in the 
creation of the team. The choice of the appropriate team 
members is vital – not only those that have the relevant work 
experience for project requirements, but also those that are 
able to work remotely, being self-motivated and independent. 
The project manager has to make a pre-analysis of the team 
members and speak to their line mangers to get an impression  

Forming
orientation, 
testing and 

dependence

Storming
resistance to 

group influence 
and task 

requirements

Norming
openness to 
other group 
members

Performing
constructive 

action

Adjourning
disengagement
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of their ability to work in a virtual environment. This pre-
analysis is essential prior to taking the next steps of team 
member selection since virtual teams tend to be more sensitive 
to trust issues and the need for communication [32]. 

Caulat [20] concludes that people who are very process-
oriented and structure-driven might be effective when 
managing the virtual process of communication between the 
members during a project but might find it challenging to 
facilitate and participate in virtual meetings where spontaneity 
is required.  

Cross-cultural awareness is also necessary for team 
cohesion, influence, and trust promotion. It is essential that the 
project manager be in place as the first team-building measure, 
with an overview of team member actions and reactions, 
especially during the team creation period. The project 
manager can assess how team members score against the 
project CSFs. 

Building trust, as Seshadri and Elangovan [33] note, is an 
interpersonal challenge faced by managers to foster 
collaboration with team members through communication and 
building relationships. Caulat [20] argued that, by working  

with cultures as diverse as Japanese, Indian, Swedish, and 
Russian, she realised that cross-cultural awareness may help 
in understanding each other, but that it is certainly not 
sufficient for establishing a sound basis for the development 
of trust within the team. Although the pre-investigation of 
team members is essential, it is the first meeting where the 
project manager meets his team face-to-face, and can leave a 
positive, lasting impression, which can establish the tone and 
modus operandi for future project procedures [34]. 

Organising the team: Maintaining a uniform team 
structure before and during the project is an essential factor in 
avoiding time-consuming discussions regarding the modus 
operandi of the team.  

The organisation of virtual team structures needs special 
consideration, not only for the establishment of working 
procedures, but also regarding social aspects, and the 
avoidance of miscommunication or misunderstandings which 
can affect the entire team’s behaviour. It is essential to 
sensitise each team member to the potential impact of social 
behaviour. This structure is significant in facilitating 
communication and knowledge sharing, which is more 
challenging than with face-to-face counterparts [17].  

TABLE III. THE INITIAL V-CORPS MODEL 

CSF/ V-CORPS 
Stage Creation Organisation Relationship 

Building 
Performance 

Evaluation Sign-off & Closure 

Build trust 

First impressions 
– preferably via a 
face-to-face 
meeting – are 
important in 
building trust 

Clearly define project 
tasks and responsibilities 
and assign roles for 
individual team members 

Conduct the “Big Five” 
analysis of each team 
member 
Offer support in critical 
situations 

Performance 
evaluation underlines 
mutual dependence of 
team members in 
achieving successful 
project outcomes 

Acknowledgement of 
lessons learned and 
reflection on team 
leading can reinforce 
mutual trust and 
respect 

Create team 
structure 

Explain and apply 
corporate policies 
for team working 
Clarify expected 
outcomes 

Define and agree terms 
and conditions, project 
rules and team 
composition 

Introduce ‘team 
working contract’ and a 
team chat/forum to 
facilitate team 
communication  

Highlight the 
importance of the 
team structure in 
achieving project 
success 

Team dissolution. 
Creation of long-lasting 
relationships 

Overcome 
cultural and 

language barriers 

Establish whether 
any cultural or 
language barriers 
exist 

Clarify support actions 
and steps to be taken in 
the event of language or 
cultural issues. Provide a 
common understanding 
of working posture and 
customer requirements 

Equal treatment and 
support during 
breakdown of 
communication. 
Explain how and when 
to escalate properly to 
avoid time wasting 

Stress the importance 
of a standard work-
culture across the 
team. Ensure that 
team performance 
comes before 
individuality 

Private contact data 
exchange (if desirable). 
Stay in touch with team 
members after project 
closure 

Manage time 
and distance 

barriers 

Investigate and 
evaluate 
implications of 
geographical 
differences and 
discuss how to 
overcome them 

Define ways of working to 
accommodate time and 
distance issues. Establish 
technology platforms to 
be used for virtual team 
operations 

Show dependencies 
between tasks and 
team members. 
Implement simulation 
procedures to avoid 
unnecessary product 
testing. 

Review impacts of 
time and distance 
differences across the 
team  
Adjust working 
practices accordingly 
Provide appropriate 
training 

Avoid anxiety about 
separation and project 
closure 

Influence 
through 

horizontal 
communication 

Round of 
interviews  
Project manager 
treats team 
members as 
equals 

Highlight the importance 
of teamwork and the 
value of the project to 
the company 

Intervene only when 
necessary, e.g., key 
decisions, supportive 
role, problem 
escalation 

Create a relaxed 
environment while 
focusing the team on 
specific project 
milestones. Avoid 
coercion 

Project evaluation. 
Encourage mutual 
support. Team 
members leave the 
project feeling 
appreciated 
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A clear organizational structure is also of particular 
importance when dealing with a complicated project 
environment that includes challenges in language, political 
climates, organisational policies, time zones, and cultures 
[35]. To counteract these challenges, it is essential to outline 
the CSFs for the project through the organisation stage and 
discuss each of them with the team members, to define rules 
for working with each other. The project manager may need 
to act as a moderator between the team members and intervene 
in critical situations (e.g., escalations between team 
members).  

It is also essential to consider the language skills of the 
team members before and during the project process because 
virtual workers with low language proficiency invoke 
apprehension and uncertainty in individuals [36]. The 
organisational structure can be used as the framework, within 
which issues can be tackled and team cohesion enhanced, and 
through which the project manager can discuss and explain 
what he/she expects from team members. 

Relationship building: The team organization structure 
provides the starting point for relationship building between 
the project manager and the team members. Building 
relationships is the foundation of all teamwork, especially for 
virtual teams, and can help counteract the multiple negative 
aspects of working over distance [4]. It is necessary to 
confront prejudices about the working performances of the 
different nationalities of team members.  

It is advisable that communication between the individual 
team members takes place at least two weeks before the start 
of the project [4], as this will, in the best case, enable the group 
to become more socially grounded through a personal meeting 
or by participating in "virtual water cooler communication", 
thereby increasing their loyalty to the group [37] [38]. This 
will support relationship building and similarities between the 
team members can be found before the project starts. It is 
important for virtual leading teams to create a social 
environment to promote team cohesion, which will be 
established through interpersonal challenges for the project 
manager and ensure that team members communicate with 
each other, build relationships and foster trust [32]. This builds 
commonalities, which creates sympathy, trust and encourage 
team spirit.  

In the relationship building phase, a number of techniques 
can be used, such as Goldberg’s Big Five model [39] for 
assessing and understanding personality traits. Project 
managers can try to analyse themselves and the team members 
to find out what kind of leadership is right for each member, 
and how to employ the right team member in the right 
position. This model is also useful for relationship building 
between team members, for working from a distance and 
improving mutual influencing effectiveness. The leader must 
not neglect the social behaviour of the team members, and one 
possible tactic here is to book a short slot at the beginning of 
each team meeting to speak about non-project themes. This 
gives an added value of trust, which can greatly improve team 
effectiveness and relationship building. 

Performance evaluation: Leading a team during a project 
is an evolving and ongoing process. It is essential to update 
the team regularly and be responsible for enabling 
communication. The more team members are up to date, the 
better their performance is, and the fewer miscommunications 
and misunderstandings there are. It is advisable to try to bring 
more personality and dependency to the virtual world. It is 
also important to make clear to team members that their 
performance levels depend on each other, and to get them to 
consider what kind of impact their performance has on project 
outcomes and the company. The quality and effectiveness of 
information exchange also impacts on team performance – 
used correctly, it can empower individuals, alter behaviour, 
and help develop a cohesive team.  

The same is true for decision-taking, where team 
performance counts. Care taken by the project manager (for 
example in including all team members in certain decisions) 
can enhance the overall performance of the whole team. In 
virtual teams, language and mental barriers must be 
considered. Shared understanding of key decision options is 
important. Horizontal communication is essential, where team 
members get the feeling that they are on the same working 
level and can contribute to a discussion and decision. 

Sign-off and closure: The bonding between team members 
during the project phases can create a form of psychological 
contract, which will reflect the social team influence of the 
project manager, and that of the team members themselves. 
The dissolution of this contract is a key element of the project 
sign-off and closure stage, and it is an important aspect for the 
possible future creation of new virtual teams. King [40] 
defines a psychological contract as an individual’s belief in 
the perception of reciprocal obligations between that person 
and another party. For working in a virtual team, this can be 
considered as a contract between team members, which is 
unofficial, but essential for the project. 

The disbanding of the psychological contract will likely 
involve a meeting between the project manager and the entire 
team on site when project completion meetings can be held 
with each team member. Project disbandment can be done in 
a virtual way, but psychological effectiveness, in terms of the 
appreciation of individual team members, is not as valuable as 
when there is a local presence face-to-face. In the final 
discussion, both positive and negative aspects of the project 
can be reviewed, and the further growth of the team in 
subsequent projects can be discussed. The project manager 
should also have their team ready at the end of the project to 
give some reflection and feedback on the project management 
process, so that negative aspects can be aired and reviewed. 

V. MODEL DEVELOPMENT AND VALIDATION  

The V-CORPS model was developed and refined in a 
series of stages. A questionnaire was designed to reflect the 
initial V-CORPS model and emailed to eighteen experts, all 
with relevant experience in project management (Table 1). 
The questionnaire contained eight questions relating to the 
initial model and respondents were asked to give their views 
on its contents. Some used a Likert scale [8] allowing 
respondents to register their level of agreement or 
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disagreement with certain statements relating to the model. 
The questionnaire concluded with questions aimed at 
identifying whether or not some CSFs were necessary for the 
final build of the model, and to further understand the value 
of these CSFs in the experts’ opinion. This feedback provided 
an indicator of support or otherwise for the general direction 
of travel embodied in the model, and of the possible future 
development of the activities at each stage (Table 4). It gave 
a clear picture of the views of the experts regarding the 
challenges of virtual project management, and the obstacles 
of virtual team building and leadership in the automotive 
industry. In addition, it also became clear that secondary 
aspects such as capacity bottlenecks and time-critical project 
milestones are particularly important in a virtual environment 
and can undermine project success. The answers in the 
questionnaire also highlighted how strongly the experts felt a 
duty towards their team members and their commitment to 
playing the main role in a functioning project. 

TABLE IV. INITIAL QUESTIONNAIRE FINDINGS: ORGANISATION STAGE 

 
Overall, the experts showed a keen interest on the V-

CORPS model, and this provided a basis for subsequent 
discussion in one-to-one interviews to flesh out further 
suggestions and recommendations relating to each cell in the 
matrix – trying to garner as many ideas as possible for 
activities that would typically be required across a virtual 
project. This produced a significant number of new ideas and 
activities for each cell in the matrix, which were recorded in 
the model, cell by cell. In a second round of interviews, this 
material was then presented back to interviewees for 
discussion and prioritisation, thereby providing the basis for 
a filtering process (Figure 4), which identified the activities 
that were generally supported by the experts for each stage in 
the model. The final operational V-CORPS model (Table 5) 
was again returned to interviewees for final comment and 
ratification. 

 

Figure 4. Example of activity reduction in the relationship Building 
       Trust stage for the Building Trust CSF 

This represented the final step in a research process that 
comprised six interlinked steps, each of which was 
undertaken sequentially (Figure 5). Research was based on a 
survey conducted in a single company, but due to the 
selection of experts (from line management to the CEO) a 
wide range of data was obtained. The interviews were 
analysed through data reduction and coding. These were 
summarised in the form of statements and implemented in the 
model’s development. The conceptual framework was 
validated through a survey and semi-structured interviews 
with eighteen experts. These data were used to create a 
preliminary operational V-CORPS model, which was then 
tested and validated via a follow-up survey with six experts. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Question Outcome Finding Research action 
Organisation Stage 

1.  
94.4% positive feedback 

5.6% negative feedback 

A clearly-defined role in a 
team for each team 
member promotes team 
cohesion and trust 
improvement 

Definition of roles in a team is a 
part of trust building which must 
be implemented in the model 

2.  100% positive feedback Adherence to project rules 
and procedures is important 

To be implemented in the model 
and considered as a critical factor 

3.  100% positive feedback Team has to know how to 
escalate when necessary 

The model must indicate that the 
leader needs to clarify the 
escalation process 

4.  
94.4% positive feedback 

5.6% negative feedback 

The definition of working 
guidelines is important in 
virtual teams 

This must be evidenced in the 
model 

5.  
88.3% positive feedback 

5.9% no opinion 

5.9% negative feedback 

Emphasising the team is 
one unit is important for the 
team in the early stages  

Clarify regarding this CSF in the 
model 

 

 
Figure 5. The V-CORPS model development and evaluation research        

process 

 

 

Literature review to identify
the CSFs Conceptual framework 

(preliminary V-CORPS)

Survey & Semi-
structured Interviews
18 participants

Conceptual V-CORPS
Model 

Survey
6 participants

Operational V-CORPS 
Model
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VI. CONCLUSION  
The research project reported upon here has now 

successfully addressed the two main research objectives 
noted above. Analysis of the existing literature was used as 
the basis for the development of five CSFs for virtual teams. 
Then, by taking some of the principles and concepts from 
Tuckman’s staged model for group facilitation [22], and 
combining them with the CSFs, a new model for virtual team 
operation in the digital era was developed, refined, and 
validated. The CSFs have relevance to each of the five stages 
on the V-CORPS model, which can be used as a guideline 
and point of departure for those assembling and leading 
virtual teams. This will require new ways of working and a 
change in management culture and can best be viewed as 
what Chan Kim and Mauborgne [41] call “non-disruptive 
creation.” They suggest that, compared with disruptive 
change in business models, “non-disruptive creation opens a 
less threatening path to innovation for established 
companies”, and that “it doesn’t directly challenge the 
existing order or the people who make their livelihoods based 
on it” (p.9).  

All stages on the V-CORPS model are important, but as 
Tuckman [25] concluded in his studies of group 
development, the outcomes from the performance evaluation 
stage will be critical to final project results. This means, from 
the leader’s perspective, it is necessary to bring the team to 
the most effective performance level to fulfil the project 
requirements. Team creation, team organisation and 
relationship building are all of significance in supporting and 
progressing this objective. It is also important that virtual 
teams are equipped with the process capability and 
technology support to respond to changes quickly and 
effectively [42].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

This research clearly has its limitations. It is based 
primarily on a set of interviews from one company in the 
automotive supply chain, and project realities in other 
industry sectors will vary in some regards. This suggests 
testing and development of the model in other corporate 
environments, in which virtual projects play a significant 
role, would be worthwhile. This could include not only other 
automotive companies, but also other industries involved in 
product development using globally dispersed resources. As 
globalisation and the widening application of digital 
technologies changes working practices, frameworks like the 
V-CORPS model that provide guidance on the process and 
people aspects of change management will be of increasing 
relevance and value.  
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TABLE V. THE VALIDATED V-CORPS MODEL  

CSF/ V-
CORPS 
Stage 

Creation Organisation Relationship Building Performance Evaluation Sign-off & Closure 

Build 
trust 

• Get first impressions (Face-
to-face or video meeting) 

• Be prepared to answer 
questions from the team  

• Facilitate introductions to 
each other (What am I good 
at?) 

• Get to know each other 
through games (Common 
first task) 

• Offer help as requested 

• Get a first impression from the 
respective team members and 
show appreciation 

• Show trust in the team and the 
project 

• Find out each team member’s 
expectations 

• Create an outage plan 
• Promote mutual assistance in the 

team 
• Connect through social media 
• Create a WhatsApp group 

• Conduct an assessment of each 
team member 

• Handle introverted and extroverted 
team members accordingly 

• Consider the needs of the team as a 
whole 

• Create outside activities 
• Promote appreciation 
• Provide feedback to team and the 

leader (two-way) 
• Offer support in critical situations 
• Create rules of conduct amongst 

each other 

• Outline the importance of 
reliability between team 
members and the dependency 
on performance 

• Review the concerns of team 
members identified in the 
relationship phase 
(appreciation) 

• Create commitment 
• Show the consequences of 

subtasks for the whole team 
• Create compatibility 
• Use Agile project planning tools 

• Acknowledge lessons learnt, 
reporting results into the 
company  

• Recognize the team's 
achievements and celebrate 
them 

• Get constructive feedback in 
both directions (360 ° feedback, 
no negative emotions) 

• Leave a positive impression 
• Admit mistakes openly 
• Use virtual meetings & Big data 

analyses 

Create 
team 

structure 

• Address corporate policies 
• Develop vision and mission  

• Explain project scope 
• Address project guidelines 

and values 
• Highlight the common goal 

and the expectations of the 
team and the leader  

• Create a team charter, 
explaining why people are 
there and what to expect  

 

• Assign roles for individual 
members 

• Discuss working methods 
• Determine meeting culture 
• Address consequences in case of 

non-compliance  
• Provide understanding of 

exceptions for special cases 
• Highlight importance of 

completing tasks on time and 
communicating when not 

• Set technology standards, 
procedures, and guidelines. 

• Organise standard IT training 
programme 
 

• Agree working practices 
• Establish communication channels 

and technical team communication 
• Create on-site visits (if possible) 
• Create regular meetings (15 min 

stand up meeting if possible) 
• Promote mutual support  
• Create virtual face-to-face meetings 

and a chat/forum 
• Call instead of email! 
• Create rules for the decision-making 

and reporting processes 
• Present the effectiveness through 

cloud computing 

• Highlight the importance and the 
effectiveness of the project 
structure 

• Create project goals and regular 
effectiveness reviews 

• Create measurement and key 
indicators for the team 

• Consider retrospective issues 
(are there points that have crept 
in that stand in the way) 

• React to changes quickly! 
• Reduce reactive work 

• Ensure smooth team dissolution 
• Create a long-lasting relationship 
• Write letters of 

recommendation 
• Show consideration for each 

individual team function 
• Build / enlarge network 

Overcom
e cultural 

and 
language 
barriers 

• Identify cultural or language 
barriers and address them 

• Ensure common language  
• Organize cultural training – 

and use as an ice breaker  
• Build confidence from the 

first stage 

• Observe company guidelines and 
policies 

• Define support actions and the 
steps to be taken should an issue 
arise 

• Identify and support language 
weaknesses 

• Take away the fear of 
communicating with the leader 

• Explain work organization 
correctly 

• Emphasise that private views 
have no place in professional life 

• Create cross-cultural seminars 
• Active mobile use 

• Develop corporate identity 
• Intervene in an emergency 
• Create consequences for certain 

actions 
• Appoint a mediator who 

understands the culture and will 
support you as a coach 

• Exemplify professional and equal 
treatment in the team 

• Stress the importance of work-
culture 

• Ensure that performance comes 
before individuality 

• Avoid pack formation in the 
team 

• Promote team spirit across 
locations 

• Characterize discipline 
• Respect Individuality  

• Exchange (if desirable) private 
contact data  

• Stay in touch with team 
members after project end 

• Create an individual farewell 
according to cultural customs and 
norms 

• Maintain on-going network  
• Stay connected through social 

media 

Manage 
time and 
distance 
barriers 

• Introduce and regulate 
technology deployment 

• Investigate means of 
communication (are we up to 
date?) 

• Define communication 
channels (usual times) 

• Address hardware and 
software resources for the 
team 

• Develop regular exchange of 
information (weekly 
feedback) 

• Define team planning (how 
do I use the team members to 
save my time) 

• Define the use of working tools 
for the project 

• Define the preparatory work to 
avoid time loss due to time 
differences (e.g., Follow the Sun 
methodology) 

• Define processes, methods, 
documents, with templates as 
appropriate 

• Make special tools available for 
certain functions 

• Define working time windows 
• Analyze distribution of working 

hours 
• Define time for communication 
• Organize training if necessary 
• Offer help (mutually) 

• Show dependencies between tasks 
and team members 

• Ensure that team members can rely 
on one another 

• Develop regular results review 
• Increase promotion of 

understanding 
• Offer support with prioritization 
• Underline that the behaviour of an 

individual influences team results 
• Create flowcharts and solution 

paths 
• Present Big Data analyses 

 

• Demonstrate ways of working 
that avoid wasting time 

• Specify tools for teamwork in 
detail 

• Emphasise that methods and 
procedures must be known and 
followed 

• Work on training courses and 
problems in a team 

• Work in a way that promotes 
quality 

• Present the effectiveness of cloud 
computing 

• Avoid anxiety about separation 
and ending 

• Promote contact retention 
• Offer perspective wherever 

possible 
• Give self-confidence 
• Give outlook for possible future 

projects and cooperation 

Influence 
through 
horizont

al 
communi

cation 

• Create round of interviews 
• Champion working in a 

collaborative way 
• Develop flat hierarchy 
• Distribute roles and 

responsibilities 
• Show openness for social 

media 
• Present Agile Methods 

• Highlight the importance of 
teamwork (One team = One unit) 

• Develop equality (equal 
treatment for all team members) 

• Create understanding and 
acceptance by the team that the 
leader has overall responsibility 

• Develop ‘acting as a team’ (get 
through success and failure 
together) 

• Give positive feedback where 
possible 

• Address errors openly 

• Intervene only when crucial e.g., 
key decision making, supportive 
roles, and escalating situations 

• Maintain self-control 
• Keep calm (no heated actions) 
• Create a pastoral care function 
• Be consistent in using the virtual 

meetings technology 

• Create an environment where 
the team can focus on project 
milestones 

• Avoid increased workload 
• Always motivate to 

communicate 
• Establish an environment based 

on trust 
• Function as a role model 

• Ensure team members leave the 
project feeling appreciated 

• Encourage mutual respect after 
project completion  
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Abstract—The term “smart city” is widely used, but there is no
consensus on the definition. Many citizens and stakeholders are
unsure about what a smart city means in their community and
how it affects cost and privacy. This paper describes how city
planners and companies envision a smart city using data from
the 2015 Smart City Challenge. We use text analysis techniques
to investigate the technology and themes necessary for creating
a smart city using surveys, document similarity, cluster analysis,
and topic modeling from the seven finalists from the 2015 Smart
City Challenge Applicants. With this investigation, we find that
smart city requests include various technologies, and the goal
of smart cities is to enhance and connect the communities to
improve the lives of its’ citizens. On average, aspiring smart cities
requested 12 new or improved technologies. We also find that two
of the seven studied smart city applications center privacy in their
proposals. The analysis within gives governments and citizens a
common interpretation of a smart city.

Index Terms—smart city; privacy; networks; text analysis.

I. INTRODUCTION

The concept of a “smart city” has recently led people,
cities, and governments to pursue idyllic improvements to
municipal infrastructure. Each stakeholder may have different
expectations for how their city should invest in improvements.
Currently, no standard definition for a smart city exists causing
variable expectations of residents, city governments, and other
community stakeholders.

Citizens have an expectation of privacy, affordability [1],
and timely and interactive information from a smart city [2].
While innovations in technology continue, citizens are critical
about how unvetted smart cities can violate intrinsic rights [3].
People are inventing methods to disguise themselves from
surveillance systems using fashionable masks [4]. Citizens also
depend on other products to curtain themselves from other

This material is based upon work supported by the National Science
Foundation under Grant No. 1952181.

devices, such as smart speakers [5][6]. Recent studies have
shown that some popular smart technologies, such as smart
thermostats, may not provide stated benefits [7]. However,
laws are being proposed and passed to ensure the respon-
sibility of the city or company protects the privacy of the
citizens [8][9]. Significant costs are incurred when deploying
sensors equipped with 5G or WiFi connectivity due to data
subscription fees [10][11]. The transformation into a smart
city is expensive (e.g., between $30 Million and $40 Billion),
and only a few cities are able to obtain the resources required
for upgrades [1].

In this paper, we study the finalist applications from the
2015 Smart City Challenge [12] to understand what types
of technologies cities requested along with the funding re-
quirements needed to bring smart cities to fruition. Figure 1
describes the main concerns of the citizens and city govern-
ments when envisioning smart cities according to the Smart
City Challenge applications.

In Section II, we describe a survey to understand the
perceptions of smart cities in relation to privacy and cost.
In Section III, we perform a detailed textual analysis of the
submitted smart city applications. We then propose solutions to
the cost and privacy issues in Section IV-A and Section IV-B,
respectively. Furthermore, we describe a case study of a
privacy-enabled low-cost smart city technology implemented
in a U.S. city in Section IV-C. Finally, we summarize our
findings in Section V.

II. SURVEYING PERSPECTIVES OF SMART CITIES

We deployed a survey (IRB #13565) to learn about the
current understanding of people tangentially involved with
smart city implementation or governance. The survey was
compromised of eighty-eight questions and had a respondent
size of six participants. The average time to complete the
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Fig. 1. Citizen and City concerns with Smart City Technology and Services.
Citizens concerns centers around information, privacy, costs, and quality of

life. City concerns in regards to Smart Cities focus on expenses, safety,
data, and participation of the community.

survey was twenty-seven minutes. The participants were able
to complete the survey online and it did not require the
participants to answer every question. The survey focused
on participant’s knowledge of privacy, their respective gov-
ernment/companies’ involvement with developing smart cities,
and the current cost of data collection. Participants were asked
about projected costs spent on technologies, knowledge of
smart city efforts, and understanding of privacy expectations
(see Table I).

Respondents had insightful answers when asked to define
smart cities. One participant highlighted “pressing issues for
its residents and businesses” and defined a smart city as:

“One that employs technologies to improve ser-
vices to the community and/or make government
operations more efficient and effective. A truly smart
city/community should also be targeting the most
important and pressing issues for its residents and
businesses not just applying technology for technol-
ogy’s sake.” – Survey Respondent

Another respondent stated that a smart city is:
“A city whose residents are connected by tech-

nology, high-speed broadband, providing services
online and interactively, tele-health services, using
IOT and AI in traffic management, air quality man-
agement, parking, waste management, public safety,
utilities, autonomous vehicles, etc.” – Survey Re-
spondent

Beyond understanding what people defined as a smart city,
we wanted to gain insight into the privacy concerns in potential
and deployed smart cities. When asked to define privacy,
participants highlighted the need to be able to revoke access
to their data.

“. . . I would include the ability to control or
at least delete personal data as well that has been
collected especially if the data has become obsolete
or inaccurate.” — Survey Respondent

When asked about what data privacy protection methods
would help improve their willingness to take part in city data

sharing, several participants stated they would like the “ability
to review” any data collected by the city concerning them. If
data is collected anonymously, there is an inherent difficulty
when designing systems to review personalized data requests.
To solve this, respondents suggest block chain or smart con-
tract techniques to provide anonymous keys to support audit
requests. Analyzing the current results, we found common
concerns around the concept of privacy. The words personal,
private, uninvited surveillance and protect are the noticeably
frequent words used to describe and articulate how privacy
is visualized for both pedestrians and companies. The survey
further asks about data sharing. Participants were asked if they
were comfortable sharing their data for the development and
enhancement of smart cities. However, the results show partic-
ipants are skeptical about sharing their data with smart cities.
The reasons provided by the participants included possible
increased policing in under-served communities, vulnerability
to data leakage, and not being aware of the purpose of data
collection.

TABLE I. THE SURVEY IRB #13565 WAS COMPROMISED OF
MULTIPLE-CHOICE QUESTIONS AND SHORT ANSWERS. WE ADD
SELECTED QUESTIONS FROM SURVEY RELATED TO DEFINING A

SMART CITY, PERSPECTIVES OF PRIVACY, TECHNOLOGY, AND
SPENDING.

Number Question

1 How would you define a smart city/community?

2 How would you define privacy?

3 What data privacy protection methods would increase your
willingness to share data with the city?

4 Would you be comfortable sharing personal data within these
smart communities?

5 What makes you feel uncomfortable with sharing your per-
sonal data within smart communities?

6 How do you use the pedestrian counting data – for what
purpose(s)?

7 How much do you spend annually on pedestrian counting
data?

8 Where are the locations you need to have pedestrian counting
data?

When asked about pedestrian counting for marketing and
economic development, some of the pain points concerning
pedestrian counting include cost and frequency of pedestrian
counting, while privacy is the most valued feature with sim-
plicity as the second most valued. According to the preliminary
survey responses, companies spend between $11,000 - $20,000
annually on counting pedestrians. The average amount com-
panies spend on data collection for traffic counts is approxi-
mately $25,000 annually; while the maximum allotted amount
for traffic counting is $150,000. We also found that, although
companies use pedestrian counting for marketing, economic
development, safety, and infrastructure development; some of
the pain points or challenges concerning pedestrian counting
are cost and frequency of pedestrian counting. The most
common places for pedestrian counting include intersections,
downtown, or shopping areas.
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III. ANALYZING SMART CITY FINALIST APPLICATIONS

In 2015, the United States Department of Transportation
announced the Smart City Challenge, which asked cities in the
US to create an integrated, smart, and efficient transportation
system built on data, applications, and technology in an effort
to improve the lives of their citizens [12]. The Smart City
Challenge received 78 applicants describing what a smart city
looked like for their community. From this challenge, the seven
cities chosen as finalist include: Columbus (Ohio), Austin
(Texas), Denver (Colorado), Kansas City (Missouri), Pitts-
burgh (Pennsylvania), Portland (Oregon), and San Francisco
(California). Figure 2 displays U.S. cities that are applicants
2015 Smart City Challenge Applicants, of these, the red
circles denote the seven finalists (the circle area denotes the
population size).

✦ Portland

✦ San Francisco

✦ Kansas City✦ Denver

✦ Austin

✦ PittsburghColumbus  ✦

Fig. 2. Smart City Challenge Applicant locations in the United States; red
circles denoted the seven finalists.

In an effort to understand the needs and wants of smart
cities, we evaluate the finalist from the Smart City Challenge.
We perform text analysis methods from each submitted ap-
plication. We first describe the document preprocessing to
transform the PDFs into a usable format (Section III-A). We
then perform document similarity, where documents refer to
the finalist applications, and we analyze overlap in the ap-
plication requests (Section III-B). Next, we performed cluster
analysis to group the finalist applications by themes according
to word usage in each document (Section III-C). Additionally,
we performed topic modeling to derive the dominant themes
present across the documents and provide insights on what a
“smart” city is compromised of (Section III-D). Furthermore,
we provide details on the requested technology (Section III-E)
and privacy mechanisms (Section III-F) for the Smart City
Challenge finalists considered for implementation.

A. Document Preprocessing

Each finalist document was downloaded from the Smart City
Challenge website where their vision statements were made
publicly accessible as a PDF file [13]. We extracted the textual
content from the files with Python code using the PyPDF2 PDF
manipulation library [14].

Figure 3 shows the distribution of word tokens across all
documents with a truncated tail. The documents are cleaned by

Fig. 3. Token Frequency Distribution across the Smart City Finalist Corpus.
The higher frequency tokens are conjunctions and overly common words.

removing stopwords and alphanumeric text, then those words
are stemmed. The words are further processed and embedded
using natural language processing tools. Stopwords are derived
from a list of typically infrequent words or misspellings
(e.g. “asd”, “buisness”) or overly common words (e.g. “the”,
“a”, “is”) and overly specific city names. We calculate tf-idf
scores [15] with

tft,d =
ft,d∑

t′∈d ft′,d
, (1)

where t, d are the term and document, respectively, and the
ratio ft,d is the frequency of a term t in document d. We
multiply the tf score for each term by an idf term to account
for words that appear in each document. The inverse document
frequency is given by

idft = log
(1 + n)

(1 + dft)
+ 1, (2)

for each term t, where n is the total number of documents,
and dft is the number of documents where t appears. We the
value tft,d ∗ idft to remove additional terms that add little
to no meaning to the content of the topics and themes. The
repetition and frequency of unimportant words can influence
the text analysis results.

The process of removing alphanumeric terms can alleviate
typos as well as unsupportive words. Another pre-processing
method we used was stemming. We used the Porter Stemmer
to remove the endings of words to set them to the root [16].
When using this Stemmer, you will notice endings such as
“ing”, “ed”, and “es” being removed. With this collection of
processed documents, we create a corpus which is used in
the analysis steps. With the use of Text Analysis, we can
extract the text from these documents to create machine-
readable information to perform machine learning tasks to
better understand the content.

B. Document Similarity

With a cleaned corpus, we can gain insights of the docu-
ments by comparing them with similarity metrics. The doc-
ument similarity can be calculated by comparing vectorized
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documents with the Euclidean distance measure. When two
documents are compared, the Euclidean distance score be-
tween them acts as a proxy for the similarity of the documents.
These distances are visualized in Figure 4.
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Fig. 4. Similarity Matrix for Finalist Documents; darker shades describe the
similarity strength of the Smart City Finalist Applications.

Figure 4 shows relations by varying the intensity of the
colors between the range of 0 to 1. The stronger correlations
are noted in the darker shades with the values being closer to
zero. Weak correlations are shown in the lighter shades with
the values being closer to one. From Figure 4, we observe
that the documents with the strongest similarity are San
Francisco, Columbus, and Austin. The applications
for the cities of San Francisco and Austin show the
closest similarity among all documents. The moderate color
variation across the corpus insists that the documents have
similar content, but also distinctive features as shown in the
additional analyses below.

C. Cluster Analysis

Cluster Analysis was performed to group similar documents
together. The documents that are found in the same cluster are
more similar than those in the other clusters. The cluster anal-
ysis was completed using K-Means clustering [17]. K-Means
is an iterative centroid based clustering method that creates
groups based on closeness or similarity. It uses expectation
maximization to place the centroids at an optimal location in
the data space such that similar documents are in a cluster
and dissimilar documents are not clustered. For the K-Means
algorithm, we must define a k value, which is the number of
clusters the K-Means Model should produce. To obtain the
k value, we evaluated the elbow of the corpus by fitting the
model to various values of k between two and six. This elbow
analysis of a corpus helped us determine the optimal number
of clusters for the respective corpus [18]. The optimal k value
was found when the cluster number is set at 4. The corpus was
then passed into the K-Means Model to cluster the documents.

To create this visualization, we used Principal Component
Analysis (PCA). PCA is traditionally used as a dimension re-
ductionality method. We employ PCA to create a visualization

that helps us understand the clusters – we choose the first
two principal components as the axes of a two-dimensional
plane. This cluster visualization is shown in Figure 5. From
this visualization, we notice four distinctive clusters.
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Fig. 5. Two Component PCA for visualizing K-Means Clustering for Smart
City Challenge Finalists.

The cities of Denver, Portland, and Kansas City
are individual clusters which imply that they differ from one
another as well as the large cluster. The larger cluster is com-
prised of Pittsburgh, San Francisco, Columbus,
and Austin. The content in these documents are closer
in similarity. The centroid of this cluster is positioned on
Columbus. We also see that there is heavy overlap in San
Francisco’s and Austin’s applications, which are also
present in the similarity matrix described in Section III-B.

D. Topic Modeling

To start the Topic Modeling process, we begin to define
phrases and vocabulary from the corpus. When building the
word dictionary for this model, we choose the words that
appear in more than two documents but less than 90% of
all documents. After this process is complete, we create a
Latent Dirichlet Allocation (LDA) Topic Model [19]. LDA can
produce weighted topics based on the analysis of the corpus.
Our corpus consists of seven documents and a vocabulary
size of 2,282. With this generative probabilistic model, we are
able to derive themes and topics that are representative of the
corpus. Topics are represented as a list of weighted terms of
which we take the top-k. Our LDA model creates 3 topics that
are used to discover themes for our documents. In Table II,
the three topics are displayed with their respective words and
themes.

The terms denoted in gray have little to no contribution
to the theme of the cluster. These terms are used based on
their assigned weight from the output values of the LDA
model and the assigned topics. From Table II, we see that
Topic #1 includes four cities (Columbus, Kansas City,
San Francisco, Austin), Topic #2 includes two cities
(Denver and Pittsburgh), and Topic #3 includes one
city (Portland). These applications focus on several topics,
but the overall similarity of the document content allowed
the model to group and create topics. The documents were
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TABLE II. TOPICS AND THEMES DERIVED FROM THE LDA
MODEL. THE GROUPS ARE LISTED WITH ASSOCIATED CITIES,
TOPICS, AND THEMES. THE TOPICS LISTED CONTAIN THE TOP

TEN WORDS.

# Cities Topics Theme
1 Columbus,

Kansas
City, San
Francisco,
Austin

grant, proposal, event, digital,
automated, university, demon-
stration, automated vehicle,
deploy, tool

Autonomous
Technology
and Tools

2 Denver,
Pittsburgh

component, grant, department
transportation, university,
benefit, consortium, efficiency,
foundation, percent, avenue

Building
Partnerships
and
Infrastructure

3 Portland device, efficiency, equity, per-
cent, market place, university,
cloud, engineering, payment,
benefit

Connecting the
Collegiate Ex-
perience to the
City

assigned to these groups by their dominant topic. The themes
derived from these groups encompass the various focuses a
smart city can have. From these themes, it is implied that cities
can become “smarter” with the use of autonomous technology,
building partnerships and infrastructure, and connecting to the
local universities in the city.

E. Technology Enhancements

To define the essence of a Smart City, we establish the
universal technologies requested by smart cities. We introduce
definitions needed to build a basis for understanding the
foundation of the technologies requested by these Smart City
finalists. These definitions provide a foundation to understand
the types of connectivity and technology smart cities need to
be operational and effective. There are additional technologies,
networks, and sensors not mentioned that smart cities can
implement in their community.

Many cities are interested in Dedicated Short-Range Com-
munications (DSRC), which allows vehicles to communicate
with each other and other road users directly. It is a wireless
communication technology that can function properly without
involving cellular or other infrastructures. It can save lives
by cautioning drivers of a looming, threatening situation or
occurrence in time to take necessary actions to help evade the
situation.

Cities are also interested in technologies that improve
efficiency for travelers. Traffic Signal Priority (TSP) can be
defined as technological set of operational improvements to
shorten the wait time at traffic signals for vehicles and prolong
the time for green light signals. This can be done by using the
existence of vehicular locations and wireless communication
to extend the time of the green light at a traffic signal.
TSP can be implemented at street intersections. Additionally,
pedestrian counters can be implemented in these intersections
as well. Pedestrian counters can be defined as an electronic
device that is used to classify, count, and measure pedestrian
traffic amongst along a particular road. These counters can
be used to measure the direction of the traffic by time and
location. With this technology, corporations can find peak

traffic times, identify entry and exit points of travelers, and
set travel management protocols. Smart kiosks can serve as a
gateway for pedestrian counting as well. A smart kiosk is an
information kiosk that detects and tracks prospective clients
and sends/stores information about these prospects as data for
usage [20]. These kiosks can serve as a medium among the
citizens, the city, and additional technologies. Smart parking
technologies can be defined as a strategy that infuses the use of
technology to inform citizens about free and occupied parking
spaces over the Web or mobile apps. Simultaneously, it can use
minimal resources there by reducing time and consumption of
fuel.

Electric transportation is any vehicle whose propulsion
and accessory systems are powered exclusively by a zero-
emissions electricity source. Electric transportation vehicles
have rechargeable batteries. The E-bikes use rechargeable
batteries battery mounted on the bike frame, and electric bus’
battery is under the hood or protective barrier. Cities are inter-
ested in planning charging stations to support electric vehicles.
Expanding from electronic transportation, smart cities are also
interested in implementing autonomous vehicles.

Similarly, cities are interested in promoting autonomous
transportation, or vehicle that drive with minimal human
intervention. Also called driver-less or self-driving vehicles;
autonomous transportation requires detailed real-time environ-
mental sensing for detection and classification of surrounding
objects along navigation pathways. Cities should also un-
derstand the evolving regulations of transportation governing
automated vehicles. These electric and autonomous vehicles
can include cars, scooters, bikes, and buses [21][22].

TABLE III. REQUESTED TECHNOLOGIES FROM SMART CITY
CHALLENGE FINALIST. THE TECHNOLOGIES ARE LISTED IN

DESCENDING ORDER. TECHNOLOGIES CAN BE REQUESTED BY
ALL CITIES.

Technology request Number of
Cities

Smart Traffic Signals 7
Web Applications 7
Electric Vehicle Charging Station 7
Use of Sensors 7
Use of WiFi/Communications 7
Use of Cameras 7
Autonomous Vehicles 6
Connected Vehicles: DSRC technology 5
Smart grid 3
Use of GPS 3
Kiosks 3
Use of Cellphone signals 3
Autonomous home delivery 3
Smart Parking 3
Bike and/or pedestrian Counters 2
Electric Bus 2
Information screens for bus stops 2
Road condition monitors 2
SMART roadside lights 2
Traffic Management Centers 1
Universal smart access card 1
Bike sharing 1
Transportation Hubs 1
Interactive Voice Response 1
Smart Pedestrian Guides 1



99

International Journal on Advances in Intelligent Systems, vol 14 no 1 & 2, year 2021, http://www.iariajournals.org/intelligent_systems/

2021, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

In Table III, we display the requested technology for the
cities. Among the seven finalists, 25 technologies were re-
quested. The average city requested 12 technologies to be used
in their smart city. The amount of technology requested by
the city could vary depending on the population as seen in
Figure 6.

Fig. 6. Comparing the city’s population size with the amount of technology
requested. A linear regression line shows the projected fit for the cities.

The winning city, Columbus (Ohio), requested a total
of 16 technologies to implement their smart city. Following
close behind is the city of Austin, TX with a total of
15 technology requests. The remaining cities had 13 requests
(Denver, CO), 12 requests (San Francisco, CA), 11
requests (Kansas City, MO and Pittsburgh, PA),
and 9 requests (Portland, OR). To integrate these tech-
nologies, the cities use sensors, video, Global Positioning
Systems (GPS), and radio signals from pedestrians, vehicles,
and equipment. These cities also use these video and GPS
feeds for license plate recognition and to track crime-related
incidents. The goal of becoming a smarter city revolves around
connecting communities to opportunities, decreasing health
disparities, reducing air pollution, and increasing the mobility
of citizens by relieving congestion of roadways. Assisting low
socioeconomic and disabled citizens has risen to the forefront
of smart city development strategies. In an effort to make these
advancements more inclusive of those communities, smart
cities have proposed the use of:

• Smart kiosks enable advanced payment options by in-
corporating additional features, such as braille and voice
feedback

• Electronic signs can provide visual and audio cues to
pedestrians crossing intersections

• Autonomous car sharing allows commuters first and last
mile transportation with a reduction in costs

• Information screens provide real-time transportation up-
dates through audio and video

With the incorporation of these additional technologies, we
see these cities becoming more inclusive and smarter for
all. On top of an already costly smart city, these specialized

technologies introduce additional expenses tied to continuous
maintenance for supporting the aforementioned technologies.

F. Privacy Considerations in Smart Cities

A major concern for citizens in literature is understanding
how increased technologies in cities will affect their privacy [3]
[4][8][9]. Furthermore, cities will become a 24-hour hub
for collecting information about the mobility and efficiency
of transportation, but also personally identifying information
of its’ travellers [20]. In the Smart City Challenge [12],
we examine how applicants describe risks and mitigation
strategies for the deployment of technologies to their cities.
From these concerns, we focus on the risks associated with
residents and visitors of the city. The main concerns listed
by the cities include data sharing, individual privacy, system
security, data privacy, and data management.

In Table IV, we reviewed these Smart City Finalist proposals
and assessed a score based on a Likert Scale (Excellent,
Average, Poor) from the five central themes found in the
documents: Data Sharing, Individual Privacy, System Security,
Data Privacy, & Data Management. From the proposal and
discussion, a city will receive a rating for all five privacy
categories:
• Excellent: The proposal has thorough discussion about

the risks and mitigation strategies related to topic and a
solid plan of action.

• Average: The proposal has moderate to little discussion
about the risks and mitigation strategies related to topic
and a general plan of action.

• Poor: The proposal has little to no discussion about the
risks and mitigation strategies related to topic and no plan
of action.

We give each of the five categories a definition to describe
their clarity of the topic in the documents. Data manage-
ment outlines access control procedures, storage schema,
and storage policies for smart city data and databases. Data
privacy entails the encryption of items in the data, and what
information is stored from the citizens and anonymization
schemes. Data sharing includes the procedures and policies
of which the smart city data will be shared with organizations,
entities, or the public. Individual privacy focuses on the
protection of citizens in the city. This protection could include,
but not limited to, encryption schemes, consent documents,
and privacy mitigation techniques. System security details the
overall protection mechanisms for the smart city infrastructure.

Data sharing and data privacy concerns are addressed by
the majority (4 of 7) of the cities. Strategies for addressing
data sharing included access management, encryption, and
anonymization. Individual privacy, system security, and data
management categories are each addressed by three of the
cities. Columbus is the only city without a risk analysis
in their proposal. This city will develop their plan during
the implementation of their city, but would this be enough?
Immediately after winning, Columbus created the Smart City
Program Office to assess possible risks and mitigate them. Of
the finalists, none of these cities provide a detailed description



100

International Journal on Advances in Intelligent Systems, vol 14 no 1 & 2, year 2021, http://www.iariajournals.org/intelligent_systems/

2021, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

of the protection they will provide their citizens in their
proposals. To mitigate the proposed risks these cities seek to:
(1) implement standards from government and industry, (2)
anonymize or mask sensitive personal data, and (3) partner
with cyber-security experts and government.

TABLE IV. RATING OF PRIVACY DISCUSSION BY CITY. EACH CITY
RECEIVES A RATING (POOR, AVERAGE, OR EXCELLENT) BASED

ON FIVE CATEGORIES.

City Data
Shar-
ing

Individual
Privacy

System
Security

Data
Privacy

Data
Manage-
ment

Columbus,
OH

Poor Poor Poor Poor Poor

Austin,
TX

Poor Poor Excellent Excellent Excellent

Denver,
CO

Poor Poor Poor Average Poor

Kansas
City, MO

Poor Average Excellent Poor Poor

Pittsburgh,
PA

Poor Poor Poor Average Poor

Portland,
OR

Average Poor Poor Average Average

San Fran-
cisco, CA

Poor Poor Poor Poor Poor

Beyond security breaches and attacks, what protection will
these cities use to ensure the privacy of those who want
to remain anonymous in an “always on” city? Researchers
have investigated the concerns of privacy leaks and the types
of privacy leaks on social media [23]. These privacy leak
concerns can be expected in a smart city where citizens are
continually being monitored. To help cities protect their citi-
zens, we propose the use of a visual mitigation library used for
videos and images based on existing literature [24]. This work
provides a foundation for several mitigation techniques used
for social media networks; however these same technologies
can be implemented to protect the citizens from surveillance
concerns and privacy issues. Beyond the citizen’s concern for
anonymity or protection of minors, there is a concern for the
type of information that is revealed in a public setting.

IV. DISCUSSION

We provide essential interpretations and considerations for
smart city infrastructure. Based on the Finalist’s Applications,
we propose the use of a low-cost and privacy-enabled smart
city. Furthermore, we explore an existing smart city technol-
ogy and provide discussion its’ privacy-enabled and low-cost
features.

A. Proposed Solution: Low-Cost Smart Cities

Smart City projects can be expensive to deploy and manage.
Cities around the world such as San Diego, New Orleans,
London, and Songdo have either proposed or invested in Smart
City projects that cost between $30 Million and $40 Billion.
In addition to the cost of deploying and maintaining the IoT
devices themselves, a significant portion of the expense is
a result of providing Internet connectivity via 5G or WiFi
to those devices. These costs are a major barrier to the

widespread deployment of Smart City technology and the
social benefits that may ensue from that technology [25].

To alleviate the costs, opportunistic communication, such as
Delay Tolerant Networks (DTNs) can be used as a backbone
for Smart City communication to facilitate data that does not
have real-time Quality of Service (QoS) constraints. DTNs
traditionally provide opportunistic networking connections in
areas with little to no infrastructure. Messages are delivered
with some delay which is directly correlated with the layout,
density, and mobility of nodes in the network [26][27]. Recog-
nizing that some data are needed in real-time, edge-computing
can be utilized as long as the placement of internet-connected
nodes are optimized in the network. For data that can tolerate
delays, the natural movement of people and vehicles through
a city to transfer data between nodes. In this way, the citizens
become an integral part of the smart city network itself.

In order for low-cost Smart Cities to flourish and DTNs
as backbone to be practical, both the technology questions
related to the devices and the network itself, as well the social
aspects of how people and vehicles move through a city must
be addressed. For almost 20 years there has been a substantial
amount of research in opportunistic communications and de-
lay tolerant networks; unfortunately real-world deployments
traditionally fall short of their simulated counterparts [28].
Related efforts, [29][30][31][32][33][27][34][35][36], have
proven the ability to deliver messages when connections are
intermittent, but generally are limited to performing within
simulation environments [37].

B. Proposed Solution: Privacy Mitigation Library

Cameras can be integrated into several requested technolo-
gies which makes it popular commodity. We consider how
the privacy risks of cameras and video surveillance can be
mitigated in smart city infrastructure. In a city where facial
recognition systems are used can lead to privacy leaks due
to individual privacy rights. Pedestrians carry identification,
purchase items with their credit or debit cards, use physical
keys to enter restricted areas, and virtual passcodes to access
sensitive information. These types of sensitive content will be
captured in those videos and image feeds [38][39], with the use
of obfuscation we can ensure that content will not be leaked to
others. Studies have shown that the use of obfuscation methods
[40][41][42] can protect individual privacy. These obfuscation
methods can include blurring, blocking, adversarial noise, or
replacing items in visual content. Methods such as blurring and
blocking alters the pixelation of the visual content to provide
distortion to the human eye. These methods can be added on
to objects, faces, and text in visual content. The technique of
adversarial noise [43] adds a few pixels that can (1) impede
a computer’s ability to learn anything from the visual content
even if it is in their possession, and (2) still allow the images to
be visible to humans. To protect individuals identities, studies
have suggested face swapping [44][45][46] which can switch
detected faces of citizens with a pre-existing library of faces
at their disposal.
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To address this concern, we suggest the deployment of the
ViperLib. This mitigation library will allow the Smart Cities
to select from a library of mitigation techniques that can be
integrated into their systems. As proposed by [24], mitigation
techniques can be integrated into mobile applications, servers,
IoT devices, and comprehensive systems. Techniques such
as obfuscation (e.g., adversarial noise, blurring, blocking),
interception, and blind vision can be integrated into this
library easily ready for use. The library can also facilitate
active engagement strategies for alerting authorized personnel
about pertinent privacy concerns and suggesting the possible
mitigation strategies for that visual content. These types of
alerting strategies are similar to Chaperone Bot or Privacy
Patrol from previous works [24]. These alerting systems can
alert officials of private information that is displayed in public
settings before the data is stored without additional protection.
We hope that this can provide security to the data privacy and
storage methods smart cities will implement. These alerting
strategies are important to provide a human-in-the–the-loop
system at various phases of the deployment and collection
processes that these cities will have.

The ViperLib open-source library can be integrated into
existing “off-the-shelf” packages. Citizens can select the pri-
vacy protection features that must be integrated into deployed
systems. Such libraries can provide safety, security, and peace
of mind to the citizens that reside in those areas.

C. Case Study: Deployed Technology in a Smart City

Smart city technology must be reliable, low-cost, and con-
sider privacy to attract citizens to engage with those platforms.
The Smart City Applications Platform (SCAP) is an example
of a privacy-aware system coupled with reliable and effective
management. It serves as a strong example for organizations to
model pedestrian counting and computer vision technologies
in smart cities. In this study, SCAP is deployed in city C.
SCAP was created by a major utility company. This platform
consists of a complete hardware and software solution which
identifies various types of moving objects common to an
outdoor urban environment such as bicycles, pedestrians, and
scooters. At its core, SCAP is a Field Node with computer
vision software that analyzes data from a high-definition
camera on an edge compute device and transforms it into
object count data (Figure 7A). The Field Node is available
in a stand-alone enclosure or as an integrated subsystem of a
digital information kiosk as seen in Figure 8. The Field Node
kiosk is integrated in city C’s downtown infrastructure. This
data can be uploaded to the Cloud (Figure 7B) as anonymized
statistics after data analysis is complete (Figure 7C). The data
can then be viewed in a portal or accessed via an Application
Programming Interface (Figure 7D).

In order to provide data in as real-time of a manner as
possible, the video analytics data is sent from the local device
to the Cloud. Should the network connection be lost, data is
queued in the Field Node compute device and transmitted once
the network returns. This connection uses Message Queuing
Telemetry Transport (MQTT) between the edge and cloud for

B

A

C

D

Fig. 7. High-level overview of the deployed Smart City Applications
Platform (SCAP).

communication. MQTT is a standard publish and subscribe
technology that uses machine-to-machine communication with
low bandwidth requirements. The cloud database is set up in
a cluster for backup and redundancy purposes. SCAP utilizes
a cloud based user management system to control access to
the Portal and to the Cloud API. In order to access any
system information or data, a username and password must be
created. The Platform is designed to utility-grade cybersecurity
and network security standards. It is important to note that
the SCAP software does not collect or record personally
identifiable information, such as facial images, phone numbers
or mobile phone MAC addresses. Rather anonymized target
object count data is collected and provided to the user.
Furthermore, all video is processed on a local computer and
no images are recorded or stored ensuring piece of mind for
citizens and visitors.

In consideration of robust physical security, the SCAP Field
Node or digital kiosk features an enclosure with a specially
keyed locking system. Both the incoming and outgoing data
to the Field Node is encrypted. Through the monitoring and
control software, licenses for the Field Nodes can be remote
enabled or disabled. Each Field Node utilizes a compute device
with storage capability. As a result, should the Field Node
become compromised, the larger system is unaffected.

While the SCAP Field Nodes have the capability to work
with a variety of wired and wireless data back-haul networks,
the most common type is anticipated to be cellular. One of the
major advantages of the SCAP is that it has low bandwidth
requirements. This allows the use of the lower bandwidth CAT-
M1 network when cellular communications are required. As
the Smart City Applications Platform is still in its infancy
and undergoing field trials, there will be ample opportunity to
reduce the cost of both system deployment and operations.
For example, the complexity of mounting the Field Node
equipment to appropriate street furniture or buildings will be
simplified and as system requirements are better understood,
optimization of the Field Node components will allow for
a reduction in the Bill of Material costs as well as annual
operating costs.
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(a) (b) (c)

Fig. 8. Field Node Designs provided by Smart City Applications Platform. (a) Field Node Integrated in a Kiosk, (b) Opened Field Node Kiosk deployed in
the city, (c) Rendering of Field Node Integrated with a Light Pole (refer to Pole-Mountable Camera Support Structure, US Design Patent D902,985 S) [47]

V. CONCLUSION AND FUTURE WORK

The finalist of the Smart City Challenge showcased what
their city would look like throughout their application. We
analyzed the applications to reveal the intricacies in the ex-
pectations of smart cities. When becoming a smart city, the city
government and citizens could create multiple goals or mile-
stones. From our analysis, an innovative smart city proposal
would include creative approaches to deploying autonomous
technology and tools such as drone delivery, building part-
nerships and infrastructure, and bridging the local collegiate
experience in the smart city. This analysis also alluded that
the typical smart city will require 12 new technologies on
average to become a smart city, which is more than a city
with smart technology. With creativity and development of
smart city infrastructure, it is important to take cost and privacy
in consideration. Using our survey and analysis, we find that
privacy and cost can continue to be concerns for citizens
and corporations in these environments. In the analysis of
the Finalist’s proposals, we find that the discussion of privacy
and cost is not at the forefront of developer concerns; rather
technological innovation. The winning city from the Smart
City Challenge proposed innovative ways to develop their
city, but showed less interest in privacy and cost than other
applicants.

The analysis and evaluation of smart cities using the 2015
Smart City Challenge and deployed surveys are important
to understand the needs and wants of smart cities, but also
understand perspectives of individuals in those cities. These
insights show the disconnect between citizens and organization
who develop these smart cities. With the input of citizens for
smart cities, the organizations will be able to create inclusive,
adaptable and trusted relationships to aid in the acceptance
and assimilation to the futuristic growth of the city.

In summary, this paper argued that smart cities have the
capability to be both private and inexpensive in deployment
and long-term sustainability. During planning and implementa-

tion of these cities, officials along with citizens should further
consider the high cost and privacy concerns associated with
their development choices. The need for privacy mitigation in
smart cities extends from the protection of personally identi-
fying information to the choice of anonymity and protect of
minors. Beyond the deployment of the ViperLib, we proposed
the use of DTNs to lower the cost of smart cities and allow
citizens to assist in the transmission of data across the city.
Deploying traditional IoT infrastructure is prohibitively ex-
pensive for most cities and expanded development introduces
privacy risks. However, low-cost smart cities and privacy-
enabled technologies can achieve the goals of smart cities
while allowing citizens to feel secure and protected.

Future research considers the potential effects of security for
cyber-physical systems in real IoT deployments. To do this,
we will collaborate with Louisville, Kentucky, a Smart City
Applicant, to discuss future strategies and deployment plans
for ViperLib as part of NSF Grant (#1952181).
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Abstract—Interacting with the environment, mobile robots could
benefit from advanced tactile sensors complementing optical
sensors, consequently gathering overlapping information. In the
animal kingdom, there are numerous examples of tactile sensors
just as the vibrissae of rats. These tactile hairs enable the
animals, inter alia, to detect object shapes based on few contacts.
Vibrissae themselves consist of dead tissue and, thus, all sensing is
performed in the support of each vibrissa. This characteristic and
simple measuring structure provides an inspirational framework
for developing tactile sensor concepts. Within the present paper,
we take advantage of a recently developed mechanical model of a
vibrissa-inspired sensor for 3D object shape scanning and recon-
struction. It consists of a cylindrical, one-sided clamped bending
rod, which is swept along a 3D object surface undergoing large
deflections. Instead of assuming an ideal contact (no frictional
effects) as in previous publications, the contact model includes
Coulomb’s friction. Simulating frictional scanning sweeps, the
focus is on both generating the support reactions (observables)
at the base of the rod theoretically and subsequently using these
quantities in order to reconstruct a sequence of contact points
approximating the scanned object surface. Our investigation
reveals that (of course) the generated support reactions are
affected by friction, but (surprisingly) the reconstruction error
seems to be largely invariant against friction.

Keywords–Vibrissa; tactile sensor; surface sensing; surface
reconstruction.

I. INTRODUCTION

Object shape detection and obstacle avoidance are key
topics in mobile robotics [1][2]. In nature, almost all species
solve these tasks by sensing overlapping information of the
environment, e.g., combining information provided by the
sense of vision and touch. However, in mobile robotics, the
majority of data is frequently gathered solely relying on optical
(vision) sensors – the NASA Rover Perseverance1 of the 2020
Mars mission serves as a striking example. In some cases,
completely dispensing with tactile sensing carries the risk of
missing information under poor visibility and impedes the
interaction with environmental objects. Therefore, advanced
tactile sensors hold great potential to complement optical
sensors. Developing tactile sensors, engineers often draw their
inspiration from biology. Besides the human skin, another
prominent and particularly well-researched tactile sense organ
are the mystacial vibrissae in the snout region of the rat. Based
on few contacts with an object of interest, these tactile hairs
allow for the detection of the object’s distance, orientation,
shape and texture [3]–[5]. Moreover, vibrissae are used for
sensing fluid flows [6].

1https://mars.nasa.gov/mars2020/spacecraft/rover/cameras/, June 09,2021

Basically, a vibrissa consists of a long and slender hair-
shaft with no receptors along its length, which is conically
and pre-curved shaped [7][8] and supported by the Follicle
Sinus Complex (FSC) [9][10]. Making contact with an object
of interest, mechanical stimuli are transmitted through the
hair-shaft to the FSC, where the actual sensing is realized
by a wide variety of mechanoreceptors. Despite the fact that
it is not conclusively clarified how exactly animals manage
to determine object features, e.g., object shapes [11], the
remarkable structure of natural vibrissae has frequently been
transferred into technical sensor concepts over the last decades.
A variety of these approaches pursue the goal of scanning
and reconstructing object shapes. Basically, these approaches
all share a common structure: a slender, more or less flexible
probe, mimicking the vibrissal hair-shaft, one-sided attached to
some kind of measuring device, representing the FSC. Besides
this basic structure, approaches differ considerably in modeling
the probe and its support, as well as in the evaluated signals
(observables) and the procedure of localizing contact points
in space. For the process of object scanning, two different
approaches have been established in literature [12]:

• The tapping strategy: The object is scanned by repeat-
edly pushing the probe against various points of the
object. In doing so, the artificial vibrissa is retracted
from the object right after the very first contact (small
pushing angles). Consequently, the deformations of
the probe remain small and a linear bending theory
is sufficient to accomplish the localization of the
contact point [13]–[16] based on measurements of the
curvature or torque [16], angles and/or moments [13]–
[15] at the support of the probe.

• The sweeping strategy: For object scanning, the probe
is pushed against an object far beyond the very first
contact, consequently undergoing large deformations
and sliding over the objects surface [12][17]. There-
fore, a highly flexible and elastic probe is mandatory.

The latter strategy is a particularly promising approach due to
its passive feasibility [12], e.g., using the robot movement as an
actuation without the need of repeatedly making and releasing
contact. Moreover, due to the high flexibility of the used probe,
the sensor design offers high collision robustness. Passing an
object, the probe bends out of way, consequently sweeping
along the object and continuously transducing signals to the
measuring unit, see Figure 1. Due to these advantages, we fo-
cus on the sweeping strategy, which has received less attention
in the literature than the tapping one [12].
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Figure 1. Schematic application example of a rover exploring a circular
object adapted from [20].

In [18], the authors used a steel probe attached to a six axis
hub load cell to measure the support reactions (three forces and
three moments) at the base of the probe. The whole assembly
was swept along several edged 3D objects while measuring the
support reactions. During scanning, lateral slip of the artificial
vibrissa was prevented by actively adjusting the scanning
direction w.r.t. the surface normal, which was continuously
determined exploiting the measured support reactions. An
initial-value problem based on a non-linear bending theory was
used to determine the contact position in space. Finally, the
authors successfully reconstructed a cloud of contact points
and, thus, provided a proof of concept. A similar approach
was used in [17] considering the process of object scanning and
reconstruction as a plane problem and focusing on an analytical
treatment. The presented sensor concept consists of a one-sided
clamped probe, which is swept along a 2D object contour.
Just as in [18], the sensing concept is based on the support
reactions, i.e., two forces and one moment at the clamping of
the probe. By analogy with [18], the deformation of the probe
is described using an arc-length parameterization of the rod
axis and using non-linear Euler-Bernoulli bending theory to
express its curvature. However, the major difference compared
to [18] is that the problem is sub-divided into two (inverse)
steps, which are both treated fully analytically and validated
using an experimental setup:

• Step 1: simulating scanning sweeps in order to gener-
ate the support reactions (observables) at the base of
the rod theoretically, assuming the object contour to
be known, and

• Step 2: using the generated support reactions from
the previous step in order to reconstruct a sequence
of contact points, finally approximating the original
object contour.

In contrast, [18] used a numerical approach and limited the
consideration to Step 2.

In [12], a sweeping-based reconstruction algorithm was
presented, which is based on repeatedly inferring from one
contact point to the next one by continuous measurement
of the moment and rotation angle at the base of the probe.
This method dispenses the need of force measurements, but
it is limited to tangential contacts along the probe and is not
suitable for 3D reconstruction.

In [19], the authors modeled an artificial vibrissa using a
multi-body system. There, the step of generating the support
reactions in 3D space was included, but only for a preset
(a priori known) impressed force. In addition, this force was
restricted to be always perpendicular to the probe tangent at
the contact point. Finally, focusing on the design of the probe
considering pre-curved and tapered shapes, the reconstruction
process was realized based on a neural network - in this way,
unique mappings between the input and output signals are
proven but without any analytical correlations.

Summarizing the mentioned approaches, the focus is fre-
quently on the reconstruction of the contact point location in
space based on different measured signals at the support of the
probe (Step 2). Thus, a theoretical generation of the support
reactions (Step 1) is rarely taken into account. However,
including the latter process into consideration holds great
potential to gain insights into the scanning process and to
provide a simulation tool, allowing for parameter studies to
investigate the sensor system without having to rely on a
large number of experiments. For instance, the theoretical
generation of support reactions allows us to provide a data
basis for different predefined (well-known) friction parameters.
In practice, such parameters are mostly unknown and hard
to predefine. Therefore, following [17] and [1], we focus on
both mentioned Steps 1 and 2. Our investigation differs from
previous works in using the sweeping scanning strategy for 3D
object reconstruction passively, i.e., without actively adjusting
the scanning direction w.r.t. surface normals of the object [18].
Moreover, as far as the authors know, it is the first work to
consider frictional effects in that context. To date, it is an open
question how friction affects the 3D reconstruction result when
using the sweeping scanning strategy. For instance, imagining
two objects of the same shape made of different materials,
it is unclear if different friction pairings (probe/object) might
erroneously lead to different shape estimations.

In contrast to [18], our investigations are not limited to
edged 3D objects. Instead, objects with wide-ranging curvature
are scanned in the presence of lateral slip. The presented model
differs from [19] in considering a reaction force resulting
from the sweep of a rod along a mathematically described
object surface instead of a preset impressed force. Unlike
[12], our reconstruction method is suitable for 3D object
shapes. Moreover, it is not limited to tangential contacts, but
also includes tip contacts between the probe and the object.
Finally, we present a novel approach to approximate the micro-
mechanics of the contact during object scanning based on
Coulomb’s law of friction, which distinguishes the present
paper from similar works.

The remainder of the paper at hand is structured as follows:
In Section II, we present the mechanical model of the vibrissa-
inspired sensor for 3D shape scanning and reconstruction,
starting with the basic setup in Section II-A. In Section II-B,
we focus on the contact mechanics during object scanning
assuming Coulomb friction. After some preliminary geometri-
cal considerations, we derive the deformation equations of the
probe. Then, following the procedure of [17], we separately
analyze the above-mentioned Steps 1 and 2, respectively. In
Section III, we firstly demonstrate the general appearance of
the simulated scanning sweeps. Subsequently, the simulation
results of Steps 1 and 2 are analyzed with the overall goal of
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clarifying the influence of the friction coefficient on both, the
support reactions at the base of the probe and the reconstruc-
tion error. Finally, the results of the present paper are summed
up and some future research subjects are identified in Section
IV.

II. MODELLING

Within this section, we build up and mathematically de-
scribe the mechanical model of the vibrissa-like tactile sensor
concept step by step, starting with the basic setup.

A. Basic setup

The mechanical model consists of two interacting compo-
nents in a fixed Cartesian coordinate system (x, y, z) (global
frame), see Figure 2:

1. a highly flexible probe, one-sided clamped at it’s lower
end (“foot”, “base”) with constraint direction ~ez;

2. a fixed 3D target object.

The probe is modeled as a circular cylindrical rod with an
originally straight axial line. Its shape is characterized by the
length L and a constant circular cross-section, resulting in a
constant second moment of area I . Guided by the biological
paragon vibrissa, the cross-sectional dimensions of the rod are
extremely low compared to its length. Moreover, we assume
the rod to consist of a homogeneous and isotropic, linear elastic
Hooke’s material. Based on these assumptions, the mechanical
behavior of the rod is essentially determined by a constant
Young’s modulus E resulting in a constant bending stiffness
EI . From the outset, we introduce the following units of
measure in order to allow any kind of scaling [17]:

[length] := L,

[force] :=
EI

L2
,

[moment] :=
EI

L
.

(1)

Remark 1. We point out that, e.g., [lenght] := L denotes
that all lengths are measured in the unit and value of L.

The object is assumed as a rigid body with a strictly
convex, smooth surface z = C(x, y). Within the present paper,
we consider the example of an elliptic paraboloid

(x, y) 7→ C(x, y) = a x2 + b y2 + h, (2)

with a, b > 0 and h ∈ (0, 1) and unit normal vector

~n(x, y) =
1√

4a2x2 + 4b2y2 + 1

(−2ax
−2by
1

)
(3)

The scanning sweep of the rod along the object’s surface
is realized by a kinematic drive, i.e., the clamping position
P0(x0, y0, 0) of the rod (system input) is shifted incrementally
along a straight trail in the x-y-plane. This process is consid-
ered quasi-statically. Interacting with the object, the rod gets
bent in the inference of some unknown contact force ~f forming
an elastic line in R3. In doing so, the strict convexity of the

object ensures, that there is always only one contact point
P1(ξ, η, θ) between the rod and the object [21], see Figure 2.

Figure 2. Mechanical model for object shape scanning and reconstruction
rod in contact with an object’s surface adapted from [1].

B. 3D frictional contact model

It was concluded in [20], that (based on the assumptions
in Section II-A) the elastic line of the rod shrinks to one in
some deformation plane Eψ with (yet) unknown orientation ψ,
see Figure 2. However, this plane bending working hypothesis
was made assuming an ideal contact, i.e., in the absence of
friction. Here, we now analyze the problem using a more
realistic approach, roughly approximating the micro-mechanics
of the contact using Coulomb’s law of friction [22]. Therefore,
we assume the constraining force ~f , transmitted through the
object contact as composed of two components, see Figure 3:

~f = ~fn + ~ft (4)

The component ~fn is aligned with the outer normal vector ~n1
of the surface C at P1.

~fn = |~fn| · ~n1, (5)

In contrast, lying in the tangent plane at P1 of C, the com-
ponent ~ft still has an unknown orientation. Both components
are coupled by Coulomb’s law of friction:

~ft = −µ|~fn|
~v

|~v|
, (6)

where µ = |~ft|
|~fn|

= tan(ζ) is the coefficient of friction with
friction angle ζ and ~v is the sliding velocity. Being restricted
to a quasi-static model, we cannot make any statements about
the sliding velocity ~v. However, according to (6), the tangential
force solely depends on the direction of sliding but not on
the actual speed of sliding. Therefore, the basic idea within
the present paper is to interpret a sequence of contact points
(P1,i)i∈N as the trajectory of P1 on C, see Figure 3. Then, the
direction opposing the sliding velocity at some point P1,k is
approximated using the previous contact point P1,k−1 in the
following way:

~f∗t = |~f∗t | · ~t∗, with ~t∗ =
P1,k−1 − P1,k

|P1,k−1 − P1,k|
(7)
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The distance P1,k−1 − P1,k of two successive contact points
decreases with decreasing step size of the system input and,
thus, using tiny incremental steps, (7) approaches a tangent
vector of C at P1,k, pointing from P1,k to P1,k−1.

Figure 3. Sequence of contact points between rod and object, representing
the trajectory of P1 on C with the constraining force at P1,k (see enlarged

section).

C. Preliminary geometrical considerations

Figure 4 shows the constraining force ~f acting at P1 for
both friction partners, i.e., for the object’s surface in Figure 4(a)
and for the bending rod in Figure 4(b). As can be seen from
Figure 4(b), all forces are considered to act at the center of
the rod’s cross-section for sake of simplicity and, thus, their
lines of action intersect the axial line of the rod. Otherwise,
the contact forces might create moments about the axial line,
possibly causing twist deformations, which are neglected in our
theory. This simplification is justified by the extremely small
cross-sectional dimensions of the rod under consideration (and
the natural paragon vibrissa).

(a) (b)

Figure 4. Components of the constraining force ~f at P1: (a) infinitesimal
surface element; (b) infinitesimal rod element.

Dropping twist deformations of the rod, Figure 2 and
Figure 4 clarify the following geometrical relationships: The
constraining force ~f defines the deformation plane Eψ in such
a way that the geometrical condition {P0, P1, ~ez, ~f} ∈ Eψ is
fulfilled [20]. Introducing the local coordinate system (u,v,w)
(local frame), see Figure 2, we come up with the following

transformation rules [20]:(
~eu
~ev
~ew

)
= T(ψ) ·

(
~ex
~ey
~ez

)
,

(
~ex
~ey
~ez

)
= T−1(ψ) ·

(
~eu
~ev
~ew

)
(8)

with T(ψ) =

(
cos(ψ) sin(ψ) 0

0 0 1
sin(ψ) − cos(ψ) 0

)
(9)

In the following, all considerations are restricted to the plane
Eψ (u-v-plane). This plane intersects the surface C in some
intersection curve Cψ = Eψ ∩ C, see Figure 2. The tangent
and normal directions

~tψ = ~ew × ~n1 ~nψ = ~t1ψ × ~ew (10)

of Cψ at P1 are used to split the constraining force ~f into
two orthogonal components ~fnψ, ~ftψ ∈ Eψ , see Figure 4.
The relation ~f = ~fn + ~ft = ~fnψ + ~ftψ is visualized by
means of a rectangular cuboid in Figure 4. There, the purple
diagonal plane is spanned by ~fn and ~ft, the brown diagonal
plane, namely Eψ , is spanned by ~fnψ and ~ftψ and the line of
intersection of these planes denotes the resulting force ~f .

D. The plane elastic line

The analysis within this section is largely analog with [20]
and therefore roughly outlined here. Within the deformation
plane Eψ (u-v-plane), the elastic line of the rod is described
parameterizing the axis of the rod by means of its slope angle ϕ
in dependence on its natural coordinate arc length s. Moreover,
using Euler’s constitutive law κ(s) = m(s) in dimensionless
representation (mind (1)) we finally end up in a system of
Ordinary Differential Equations (ODEs) [20]:

u′(s) = cos(ϕ(s)) ϕ′(s) = κ(s)

v′(s) = sin(ϕ(s)) κ′(s) = f cos(ϕ(s)− α)
(11)

In (11), f is the magnitude of ~f and α is defined as the signed
angle between ~f and −~ev , see Figure 2:

α = atan2(~eu · ~f,−~ev · ~f) (12)

The ODE system (11) describes the plane elastic line of
the rod. Depending on the corresponding problem, Boundary
Conditions (BCs) or Initial Conditions (ICs) are to be adjoint
in Section II-E and II-F, respectively.

E. Step 1: Generating the support reactions theoretically

The preliminary process of theoretically generating the
support reactions at each particular clamping position P0 re-
flects/replaces the actual experiment of sweeping the rod along
the object while measuring the support reactions (observables).
For Step 1, we assume

• the object surface C,

• the clamping position P0,

• and the friction coefficient µ

to be known (preset) in advance. In this way, Step 1 is used
as a valuable tool allowing for the generation of the support
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reactions during scanning sweeps with different preset friction
coefficients.

Following [1] and [20], we distinguish two different contact
phases, see Figure 5:

• For tip contacts, the position of contact along the rod
s1 = 1 is known, but the angle ϕ1 = ϕ(1) > α̃ is
unknown.

• In contrast, for tangential contacts, the position of
contact along the rod s1 is unknown, but instead, we
have the angular relationship ϕ = α̃.

Figure 5. Comparison between tip and tangential contact with angular
relationships within the deformation plane Eψ .

Inspired by Figure 5, we define the angle α̃ as the tangent slope
angle of Cψ at P1:

α̃ = atan2(~eu · ~nψ,−~ev · ~nψ) (13)

Consequently, we find the following BCs for tip (14) and
tangential contacts (15), respectively:

u(0) = 0 u(1) = u1
v(0) = 0 v(1) = v1

ϕ(0) =
π

2
κ(1) = 0

(14)

u(0) = 0 u(s1) = u1
v(0) = 0 v(s1) = v1

ϕ(0) =
π

2
ϕ(s1) = α̃

κ(s1) = 0

(15)

In (14) and (15), u1 and v1 are the coordinates of P1 w.r.t. the
local frame. Finding equilibrium states of the rod in contact
with the object is achieved using a Matlab algorithm. Basically,
the algorithm repeatedly solves the Boundary-Value Problems
(BVPs) (11)&(14) and (11)&(15) for each clamping position
using shooting methods to determine the unknown parameters
s1, |~fn|, u1 and ψ.

Remark 2. More specifically, assuming reasonable start-
ing values for these unknown parameters, the used algo-
rithm proceeds using (2)–(15) in the following way:
For each clamping position P0...

(a) ... determine
- the orientation of the local frame using (8),

- the contact point P1 evaluating (2) and (8),
- the coordinate v1 using (8),
- the normal force ~fn using (3) and (5),
- the tangential force ~ft using (6) and (7) ,
- the resulting force ~f based on (4),
- the components ~fnψ and ~ftψ of ~f using (10),
- the angles α and α̃ using (12) and (13).

(b) ... try to find a solution for the BVPs (11)&(14) or
(11)&(15), respectively.

(c) ... repeat A and B varying the parameters s1, |~fn|,
u1 and ψ until an equilibrium state has been
found.

Once all relevant parameters are known, the support reactions

f0u = −f sin(α), f0v = −f cos(α) (16)
m0w = f [u1 cos(α) + v1 sin(α)] (17)

are calculated and expressed w.r.t. the global frame using (8):

~m0 = m0x~ex +m0y~ey +m0z~ez (18)
~f0 = f0x~ex + f0y~ey + f0z~ez (19)

Finally, this procedure results in a sequence of support reac-
tions for an entire scanning sweep, starting from the very first
contact between the rod and the object and terminating with
the detachment of the rod.

F. Step 2: Reconstructing contact points

The process of reconstructing a sequence of contact points
in space based on the support reactions of Section II-E reflects
the actual sensor application. Of course, the shape of the
object, as well as the friction coefficient, are unknown in this
context. Instead, only the following quantities are assumed to
be known in advance:

• the support reactions (18)&(19) generated in Step 1
(or measured using a real experiment)

• the clamping position P0

However, compared to Step 1, the mechanical problem of Step
2 is relatively simple, as the orientation of the deformation
plane Eψ is directly evident evaluating

ψ = −atan2(m0x,m0y) (20)

Then, expressing (18)&(19) w.r.t. the local frame using (8), f
and α follow from (17)

f =
√
f20u + f20v, α = −atan2(f0u, f0v) (21)

and the curvature at P0 writes

κ(0) = −m0w (22)

Using (22), we have the following ICs:

u(0) = 0

v(0) = 0

ϕ(0) =
π

2
κ(0) = −m0w

(23)
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In contrast to Step 1, including a BVP, Step 2 is characterized
by the IVP (11)&(23), which can be solved without shooting
methods. Instead, it is integrated numerically using an event
function, which cancels further computation if the termination
condition κ(s1) = 0 is fulfilled. This condition results from the
single contact point scenario due to the modeling assumptions,
in contrast to [21]. Then, the last step of the numerical
integration includes the solutions for s1, u1, v1 and ϕ1, see
Figure 5. Finally, the contact position in space is expressed
with respect to the global frame using (8).

III. RESULTS & DISCUSSION

The following results are based on simulated scanning
sweeps of the probe along a 3D object, which are illustrated in
Section III-A. We analyze the theoretically generated support
reactions at the base of the probe in Section III-B. In Section
III-C, these support reactions are used to reconstruct sequences
of contact points.

A. Simulated scanning sweeps

Within the present paper we use (2) with the parameters
a = 0.5, b = 1 and h = 0.4 as an exemplary object surface.
The geometry parameters are chosen based on preliminary
studies. On the one hand, a 6= b ensures, that the results are
not restricted to surfaces of revolution. On the other hand, the
chosen object distance h ensures the occurrence of both tip and
tangential contacts. The scanning trail is assumed to be parallel
to the x-axis. The clamping position P0(x0, y0, 0) of the rod is
displaced along this trail decreasing the system input x0 with
constant y0. In doing so, we simulated scanning sweeps for
y0 = −0.4 : 0.2 : +0.4 and µ = 0 : 0.1 : 0.4 resulting in a
total number of 25 scanning sweeps, of which four exemplary
sweeps are shown in Figure 6. There, the scanning sweeps are
represented by sequences of elastic lines (equilibrium states),
where tip contacts are colored in blue and tangential ones in
red for s ∈ (0, s1) and black for s ∈ (s1, 1). For reasons of
clarity, only one in ten calculated deformation states is shown
in Figure 6. Essentially, a scanning sweep may exhibit two
fundamentally different characteristics, see Figure 6:

• For the special case y0 = 0, the scanning trail entirely
lies within a symmetry plane of the object (x-z-plane).
Regardless of the friction coefficient, this arrangement
results in a special case of an entirely plane scan-
ning sweep, see Figure 6(a) (µ = 0) and Figure 6(b)
(µ = 0.4). Such a plane scanning sweep always
terminates with a “snap-off” (dynamical detachment)
of the deformed rod from the object [23]. It is to
be noted, that increasing friction coefficients result
in slightly delayed “snap-offs” and, thus, increase the
scanning range, compare Figures 6(a) and 6(b).

• For the more general case y0 6= 0, a completely
different scanning behavior is observed: As seen in
Figure 6(c) (y0 = 0.2, µ = 0) and Figure 6(d)
(y0 = 0.2, µ = 0.4) the rod bends around the object
and finally smoothly detaches from the object stress-
free, i.e., without any snap-off. In general, for the case
µ = 0, the symmetry of the object w.r.t. y-z-plane
results in a symmetric appearance of the elastic lines,
see Figure 6(c). This symmetry is not maintained with

increasing mu, see Figure 6(d). Instead, the orientation
of the bending plane Eψ in Figure 6(d) seems to lack
behind the one in Figure 6(c) as a consequence of the
frictional force.

Remark 3. The reason for showing Figure 6 at the very
beginning of this section is to create a figurative idea
about the scanning process. However, it is important to
highlight that Figure 6 actually results at the very end of
the simulation process after performing Steps 1 and 2.

(a) (b)

(c) (d)

Figure 6. Exemplary scanning sweeps in negative x-direction represented by
sequences of elastic lines: (a) y0 = 0, µ = 0; (b) y0 = 0, µ = 0.4; (c)

y0 = 0.2, µ = 0; (d) y0 = 0.2, µ = 0.4.

B. Step 1: Generating the support reactions

Figures 7 and 8 show the components of the support
reactions (18) and (19) resulting from ten exemplary scanning
sweeps plotted against the system input x0 in dependence
on different friction coefficients µ. In both figures, the phase
transitions from tip to tangential contact and vise versa are
marked with an ’o’. Note that Figures 7 and 8 are to be read
from right to left due to the scanning direction (negative x-
direction). Figure 7 represents the plane special case (y0 = 0)
identified in Section III-A and, thus, the dark blue (µ = 0) and
yellow curves result from the scanning sweeps in Figures 6(a)
and 6(b). Regardless of the friction coefficient, the components
f0y , m0x and m0z are zero during the entire scanning sweep
and therefore obscure each other for different values of µ.
This fact confirms the observation that for y0 = 0 all scanning
sweeps entirely take place in the x-z-plane. It is striking
that the remaining components of the support reactions are
affected by the friction coefficient, e.g., the component f0z
consistently increases with increasing µ. Moreover, comparing
the values x0 at the end of each scanning sweep (left side
of each curve), confirms that an increasing coefficient results
in a longer overall contact phase. It can be seen that the
phase transitions are characterized by discontinuities (kinks).
However, the friction coefficient seems to have little impact on
these discontinuities and the location of the phase transitions
in general.
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(a) (b)

(c) (d)

(e) (f)

Figure 7. Components of the support reactions (observables) ~f0 and ~m0

resulting from simulated scanning sweeps with y0 = 0 plotted against the
system input x0 in dependence on different preset friction coefficients µ.

Exemplary considering the case y0 = 0.2, Figure 8 rep-
resents the more general case y0 6= 0 of a scanning sweep,
see Section III-A. Again, the dark blue (µ = 0) and yellow
curves correspond to the scanning sweeps in Figures 6(a) and
6(b), respectively. In contrast to Figure 7, only the component
m0z is zero during the entire scanning sweep due to the
plane bending assumption (ignoring twist deformation), see
Section II-C. The remaining components are strongly affected
by the friction coefficient. The dark blue curves (µ = 0) are
vertical or point symmetric as a consequence of the object’s
symmetry. For increasing friction coefficients, the maximum
values of the support reactions are increasingly shifted in
the negative direction of x0. However, for y0 6= 0.2, the
friction coefficient has no impact on the position of the rod
detachment. Moreover, all support reactions fall to zero at
the end of the scanning sweep. This confirms the stress-free
detachment of the rod from the object. Finally, compared to
Figure 7, the phase transitions seem to be stronger affected
by the friction coefficient. For instance, an increasing friction
coefficient results in delayed phase transitions and causes
discontinuities (small jumps). These jumps might result from a
sudden change of the sliding trajectory (and, thus, the direction
of the frictional force), when the contact point s1, which is one
in case of tip contact, suddenly begins to move along the rod
axis in case of tangential contact.

(a) (b)

(c) (d)

(e) (f)

Figure 8. Components of the support reactions (observables) ~f0 and ~m0

resulting from simulated scanning sweeps with y0 = 0.2 plotted against the
system input x0 in dependence on different preset friction coefficients µ.

Summarizing, the support reactions are strongly affected
by the friction coefficient. Unfortunately, Figures 7 and 8 do
not yet allow us to draw further conclusions about the object’s
shape. Therefore, we consider Step 2 in the next section.

C. Step 2: Reconstructing contact points

Figure 9 shows 25 sequences of Reconstructed Contact
Points (RCPs) based on the generated support reactions of 25
simulated scanning sweeps. The isometric view in Figure 9(a)
shows the original object surface C alongside with the RCPs.
Moreover, a top view with hidden object surface is given in
Figure 9(b). In contrast to Figure 6, where only one in ten
calculated deformation states is displayed, the point sequences
in Figure 9 include the RCP of each single simulation step.
Consequently, each sequence of RCPs rather appears as a
line than a multitude of points. The high density of RCPs
ensures a good approximation of the tangent direction in (7).
Considering Figure 9 it becomes clear that the sequences of
RCPs depend on both the scanning trail position y0 and the
friction coefficient µ. Mind: for each scanning trail y0 =
−0.4 : 0.2 : +0.4, five scanning sweeps with different friction
coefficients µ = 0 : 0.1 : 0.4 were simulated. This results
in a bundle of five sequences of RCPs for each y0, marked
in Figure 9(b). For instance, considering Figure 9(b), scanning
the object on the red scanning trail (y0 = +0.2) results in
five sequences of RCPs (circled in red), depending on the
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friction coefficient, see color legend in Figure 9(a). For reasons
of clarity, only one scanning trail is shown in Figure 9(b), while
the others are simply pointed out giving the corresponding
values of y0 (gray).

(a)

(b)

Figure 9. Reconstructed sequences of contact points based on 25 simulated
scanning sweeps: (a) original object surface superimposed with reconstructed

contact points in dependence on the friction coefficient µ; (b) top view
including information about the scanning trails.

Considering Figure 9, the following results must be high-
lighted:

• For y = 0 it appears that the sequences of RCPs
coincide to a large extend regardless of the friction
coefficient. However, this does not mean that the RCPs
are not affected by friction. Instead, for increasing
friction coefficients, the RCPs shift along the object’s
surface within the x-z-plane. For instance, it can be
seen that for the largest friction coefficient µ = 0.4,
the sequence of RCPs exceeds all others. This reflects

the fact that (for the plane special case) increasing
friction coefficients increase the scanning range due
to a delayed “snap-off”.

• For y 6= 0, the sequences of RCPs do no longer coin-
cide for different friction coefficients. While outermost
sequences (|y0| = 0.4) differ slightly for different
friction coefficients, the inner ones (|y0| = 0.2) seem
to be stronger affected by friction. In this way, the
sequences of RCPs based on simulations with µ = 0,
are completely symmetric w.r.t. y-z-plane. In contrast,
for µ > 0 the frictional force causes asymmetries. For
the preset object distance h = 0.4, scanning sweeps
with |y0| = 0.4 do not include tangential contacts
in contrast to those with |y0| = 0.2. This statement
remains true regardless of the friction coefficient. For
|y0| = 0.2, the transitions between tip and tangential
contacts and vise versa are clearly identifiable by the
discontinuities (kinks) of the sequences of RCPs. For
instance, considering the dark blue sequence (µ = 0,
y0 = 0.2), the first discontinuity (at x ≈ 0.5) reflects
the transition from tip to tangential contact and the
second one (at x ≈ 0.5) the inverse transition, see
Figure 6(a). Increasing friction coefficients weaken the
extent of the first discontinuity and reinforce the extent
of the second one, see Figure 9(b).

Summarizing, increasing friction coefficients affect the se-
quences of RCPs. This may falsely give the impression, that
increasing friction results in increased distortion of the recon-
struction result. For instance, in Figure 9(b), the reconstruction
result appears to be distorted in a way that the width of
the object in y-direction is underrated at the beginning and
overrated at the end of the scanning sweep. This seems to
be the case especially with the yellow sequences (µ = 0.4).
However, it is important to understand that such distortion does
not take place at all. Instead, the isometric view in Figure 9(a)
suggests that all reconstructed points lie perfectly on the
original object surface. To highlight and verify this suspicion,
the reconstruction error of each RCP is calculated and shown
by the color-bar in Figure 10. The reconstruction error is
defined as the smallest (perpendicular) distance between a RCP
Prek and the original object surface C: Let P (a, b, c) ∈ C

be the point of C closest to Prek. Then ~e =
−−−−→
PPrek is

collinear with ~n(a, b) and the error of Prek is |~e|. Obviously,
the maximum reconstruction error lies within the numerical
boundaries regardless of the friction coefficient. This fact
confirms an empirical observation and hypothesis originally
made in [20] and leads to the final result of the present paper:

• For each clamping position P0 during scanning, the
frictional force affects the deformation of the rod and,
thus, the contact point P1 on C.

• Consequently, the support reactions at the base of the
rod are affected by friction

• Evaluating the support reactions in order to reconstruct
the contact position in space, different friction coeffi-
cients would result in different locations of the RCP.
For instance, a point P ∗1 , which is reconstructed in
the presence of friction (µ > 0) is different from the
point P1, which would have been reconstructed in the
absence of friction
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• However, both points P ∗1 and P1 would lie on the
original object surface C.

• Thus, friction leads (of course) to a shift of the RCPs
on the scanned 3D object surface itself, but does not
affect the reconstruction error. This is what we refer
to as friction invariant reconstruction.

(a)

(b)

Figure 10. Reconstructed sequences of contact points based on 25 simulated
scanning sweeps highlighting the reconstruction error using a color-bar: (a)

isometric view; (b) top view.

IV. CONCLUSION

Within this paper, we presented a vibrissa-inspired tactile
sensor concept for 3D object surface scanning and reconstruc-
tion. For that purpose, a one-sided clamped rod was swept
along the object’s surface by incremental displacements of its
clamping position, relatively to the object. In contrast to other
publications, we firstly approximated the micro-mechanics of
the contact assuming Coulomb friction, instead of presuming
an ideal contact (no frictional effects). Being restricted to a
quasi-static model, the direction of the frictional force was

approximated inferring from one contact point to the next
one. Based on the novel modeling approach, two consecutive
processes were analyzed separately: Firstly, scanning sweeps
along a known object surface were simulated with a preset
friction coefficient in Step 1. In this way, the support reactions
(observables) at the base (clamping) of the rod were generated
theoretically. Secondly, we demonstrated how to use the sup-
port reactions from Step 1 in order to reconstruct sequences of
contact points, finally approximating the surface of the scanned
object. Both steps were implemented in a Matlab algorithm
and simulated to demonstrate the general applicability. The
simulation results showed that friction (obviously) affects the
support reactions during object scanning. However, using these
support reactions to reconstruct contact points, it surprisingly
turned out that the reconstruction result is friction invariant,
i.e., friction does not affect the reconstruction error. This is a
novel and not self-evident finding, revealing a major advantage
of the vibrissa-inspired sensor concept. Thus, extending the
mechanical model including Coulomb friction yields new
insights compared to previous works. Instead of representing a
self-contained investigation, the present paper should be seen
as a preliminary concept study, indicating that the presented
measuring principle is highly suited to complement optical
sensors in the environmental exploration of robots. In doing so,
we aim to implement the presented concept into an intelligent
tactile sensor in the future.

Finally, it remains to mention that the results and hypothe-
ses of the present paper are based on a quasi-static model.
This means the scanning sweep is realized by incremental
displacements of the clamping, resulting in a sequence of
consecutive equilibrium states. Against this backdrop, only
static friction but no dynamical effects, e.g., stick-slip effects
can be discussed. However, instead of repeatedly stopping the
clamping position in order to wait for the stationary state, in
practice, the scanning sweep rather has to be thought of as a
continuous movement of the clamping and, thus, a continuous
sweep of the rod over the object surface. Therefore, dynamical
effects like stick-slip effects as observed in [20] are likely to
occur in reality. Therefore, it remains to verify the theoretical
results on practical examples by using an experimental setup,
which has already been attacked in the first steps.
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Abstract—Estimating the semantic similarity between texts is
important for a wide range of application scenarios in natural
language processing. With the increasing availability of large text
corpora, data-driven approaches such as Word2Vec have become
quite successful. In contrast, semantic methods, which employ
manually designed knowledge bases such as ontologies, have lost
some of their former popularity. However, manually designed
expert knowledge can still be a valuable resource, since it can be
leveraged to boost the performance of data-driven approaches. In
this paper, we introduce a novel hybrid similarity estimate based
on fuzzy sets that exploits both word embeddings and a lexical
ontology. As ontology, we use OdeNet, a freely available resource
developed by the Darmstadt University of Applied Sciences. Our
application scenario is targeted marketing, in which we aim to
match people to the best fitting marketing target group based on
short German text snippets. The evaluation showed that the use of
an ontology did indeed improve the overall result in comparison
with a baseline data-driven estimate.

Keywords–OdeNet; fuzzy sets; targeted marketing; histogram
equalization.

I. INTRODUCTION

Note that this paper is an extended version of [1]. In
comparison with the original conference paper, we updated
some of the linguistic resources (stop word list, lemmatization,
and OdeNet ontology), conducted additional experiments and
gave a more detailed evaluation. In particular, we evaluated
three additional coefficients for our ontology-based similarity
estimate, namely the Sørensen-Dice coefficient (henceforth, the
Dice coefficient), the overlap coefficient, and pointwise mutual
information. Furthermore, we investigated the distribution of
the gold standard annotations and determined milieu-wise
precision, recall, and F1-scores for the most accurate similarity
estimate.

The approach presented here was developed in cooperation
with a marketing company with the goal of facilitating market
segmentation, which is one of the key tasks of a marketer.
Usually, market segmentation is accomplished by clustering
demographic variables, geographic variables, psychographic
variables, and behaviors [2]. In this paper, we will describe
an alternative approach based on unsupervised natural lan-
guage processing. In particular, our business partner operates
a commercial youth platform for the Swiss market, where
registered members receive access to third-party offers such

as discounts and special events (e.g., concerts or castings).
Several hundred online contests per year, which are sponsored
by other firms, are launched over this platform, and an increas-
ing number of them require members to write short free-text
snippets (e.g., to elaborate on a perfect holiday at a destination
of their choice in case of a contest sponsored by a travel
agency). Based on the results of a broad survey, the platform
provider’s marketers assume six target groups (called milieus)
exist among the platform members. For each milieu (with the
exception of the default milieu Special Groups) a keyword list
was manually created to describe its main characteristics. To
trigger marketing campaigns, an algorithm has been developed
that automatically assigns each contest answer to the most
likely target group: we propose the youth milieu as the best
match for a contest answer, for which the estimated semantic
similarity between the associated keyword list and user text
snippet is maximal. For the estimation of text relatedness,
we devised a novel semantic similarity estimate based on
a combination of word embeddings and OdeNet (Offenes
deutsches Wordnet - open German wordnet), where the latter
is a freely available lexical ontology recently developed by the
Darmstadt University of Applied Sciences.

The remainder of this paper is organized as follows: In the
next section, we survey some of the related work in the area of
semantic text similarity estimation. Our proposed methodology
is described in Section III. Section IV introduces the OdeNet
ontology and compares it with GermaNet. In Section V, we
investigate the way similarity estimates can be combined that
exhibit very different probability distributions. The obtained
evaluation results are given in Section VI and discussed in
Section VII. Finally, we conclude the paper in Section VIII
with an overview of the accomplished results and possible
future work.

II. RELATED WORK

There is a multitude of existing approaches to estimating
text similarity by means of ontologies. Liu and Wang [3] match
each word of a text to a concept in an ontology and derive
a vector representation for it consisting of its weighted one-
hot-encoded hypernyms, hyponyms, and the matched concept
itself, where the weights are specified beforehand and they
assume the maximum value of 1 for the latter. An entire
document can then be represented by the centroid vector
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of all words in the documents. As usual, the comparison
with other documents can be accomplished by applying the
cosine measure on the centroids. In contrast to Liu and Wang,
Mabotuwana et al. [4] disregard the hyponyms for constructing
the word vectors and set the weight of a hypernym to the
reciprocal of the number of nodes on the shortest path in
the ontology from the matched concept to the hypernym. A
downside of this method is that simple path length count
is quite unreliable in capturing semantic similarity, which
is a finding of Resnik [5]. Therefore, the latter introduced
information content (IC), which is the negative logarithm of the
occurrence probability of a word and aims to compensate for
differences of semantic similarities between nodes of taxon-
omy edges. The IC constitutes also the basis for several novel
semantic similarity measures introduced by Lastra Dı́az et al.
[6], [7]. Mingxuan Liu and Xinghua Fan [8] propose enriching
texts with semantically related words (hyponyms/hypernyms)
to improve the categorization of short Chinese texts, which is
the approach, we want to follow here. However, in contrast
to Mingxuan Liu and Xinghua Fan, we will not represent
the words occurring in the texts by ordinary sets but instead
by fuzzy sets, that allow us to incorporate word vectors in
our similarity score. The approach using fuzzy sets has the
additional advantage that very general hypernyms or overly
specific hyponyms, which are not really related to the input
texts anymore and possibly introduce noise, can be downvoted.

All the state-of-the-art methods described so far return
a single scalar value as a similarity estimator. however,
Oleshshuk and Pedersen’s approach derives a similarity vector,
which represents the semantic similarities on different abstrac-
tion levels of the ontology as estimated by the Jaccard index
[9].

An alternative approach to estimate semantic similarity is
the use of word embeddings. These embeddings are determined
beforehand on a very large corpus typically using either
the skip-gram or the continuous bag-of-words variant of the
Word2Vec model [10]. The skip-gram method aims to predict
the textual surroundings of a given word by means of an
artificial neural network. The influential weights of the one-
hot-encoded input word to the nodes of the hidden layer
constitute the embedding vector. For the so-called continuous
bag-of-words method, it is just the opposite, i.e., the center
word is predicted by the words in its surrounding. Alternatives
to Word2Vec are GloVe [11], which is based on aggregated
global word co-occurrence statistics and Explicit Semantic
Analysis (ESA) [12], in which each word is represented by the
column vector in the tf-idf matrix over Wikipedia. The idea
of Word2Vec can be transferred to the level of sentences as
well. In particular, the Skip-Thought vector model [13] derives
a vector representation of the current sentence by predicting
the surrounding sentences. An alternative to Skip-Thought
vectors are Bert Sentence Embeddings that are based on a
transformer architecture [14]. If vector space representations
of the documents are established, a similarity estimate can then
be obtained by applying the cosine measure on the embeddings
centroids of the two documents to compare.

There is some prior work to devise similarity estimates
combining ontologies and word embeddings. Faruqui et al.’s
[15] approach aims to retrofit the embedding vectors in such a
way that related words with respect to the employed ontology
have preferably similar vector representations. Goikoetxea et

al. [16] generate random walks on WordNet to extract se-
quences of concepts. These sequences are then fed into the
ordinary Word2Vec to create (ontology) embeddings vectors.
They evaluated several possibilities to combine such vectors
with word embeddings, such as averaging or concatenating
them. A downside of this approach in comparison with our
proposed estimate is that at least 1 million of such random
walks must be generated to obtain sufficiently reliable results.
Therefore, the required format conversion, which needs to
be repeated for every change in the ontology, is quite time-
consuming.

III. PROPOSED METHOD

A straightforward and simple method to estimate the simi-
larity between two texts is applying the Jaccard index on their
bag-of-words representations [17, p. 299]. This coefficient is
given as:

jacc(A,B) :=
|A ∩B|
|A ∪B|

(1)

where A (B) is the set of words of the first (second) text. In
this scenario, the first text is the snippet entered by the user
and the second text is the keyword description of the youth
milieu.

An alternative to the Jaccard index is the Dice coefficient
[17], which is defined as follows:

DSC(A,B) :=
2|A ∩B|
|A|+ |B|

(2)

One can define distance measures for these two coefficients,
which are called the Jaccard distance and the Dice distance,
respectively, by subtracting them from 1. In contrast to the
Jaccard distance, the Dice distance does not satisfy the triangle
inequality [18, p. 29] and is therefore not a proper distance
metric. Note that the Dice coefficient and Jaccard index can
be transformed into each other by the following formulas:

jacc(A,B) =DSC(A,B)/(2−DSC(A,B))

DSC(A,B) =2 jacc(A,B)/(1 + jacc(A,B))
(3)

Furthermore, we consider the overlap coefficient, which is
given by [17, p. 299]:

overlap(A,B) :=
A ∩B

min{|A|, |B|}
(4)

It assumes the maximum value of 1 if either one of the input
sets is a subset of the other.

While these coefficients work reasonably well for long
texts, they usually fails for short text snippets since in this
case, it is very likely that all overlaps are caused by very
common words (typical stop words), which are actually irrel-
evant for estimating text similarity. One possibility to increase
the number of overlaps is to extend the two texts by means
of an ontology [8], i.e., adding to a text the words from the
ontology that are semantically close (hence reachable by a
short path) to the words of that text. In particular, we decided
to add all synonyms, hypernyms, and direct hyponyms of all
words appearing in the investigated text. Hereby we follow
the hypothesis of Rada et al. [19], which states that taxonomic
relations are sufficient to capture semantic similarity between
ontology concepts. Note that hyponyms and hypernyms may
not be uniquely defined since a single word can occur in



116

International Journal on Advances in Intelligent Systems, vol 14 no 1 & 2, year 2021, http://www.iariajournals.org/intelligent_systems/

2021, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

several synsets. In principle, two possibilities to deal with arise
in this situation:

1) Use hyponyms / hypernyms of all possible synsets for the
expansion

2) Employ Word Sense Disambiguation to select only the
synset that corresponds to the indented meaning of the
word. The drawback of this approach is that the Word
Sense Disambiguation might choose the incorrect synset,
especially with short text snippets, which can result in
missing overlaps and therefore inexact similarity esti-
mates.

Currently, we use possibility 1 but consider possibility 2 for a
future version of our approach.

The two sets used in the coefficients stated above (Jaccard,
Dice, and Overlap) are crisp, which means that all words are
treated alike. However, the words that are newly induced by the
ontology are probably less reliable for capturing the semantics
of the text than the original words are. Furthermore, not all of
the newly introduced words are equally relevant. However, our
current model cannot capture those relationships. Therefore,
we extend our set representation to allow for fuzziness (i.e.,
we employ fuzzy sets instead of conventional crisp sets).

For conventional sets, the decision of whether an element
belongs to this set is always binary (i.e., it can uniquely be
decided whether an element belongs to a set or not). This is
different from a fuzzy set, where the membership of an element
can be partial. In particular, each fuzzy set is assigned a real-
valued function µ : X → [0, 1] (X: all potential elements of
our set) assuming values in the interval [0,1] and specifying
the degree of membership for all elements. If this membership
function only assumed the values 0 or 1, the fuzzy set would
actually be equivalent to a conventional set.

Set union and intersection are also defined in terms of fuzzy
sets, namely in the following way:

µA∩B =min{µA, µB}
µA∪B =max{µA, µB}

(5)

The cardinality of a fuzzy set is defined as the total sum over
all membership values:

|F | :=
∑
x∈X

µF (x)

With intersection, union, and fuzzy set cardinality, all three
coefficients described above (Jaccard, Dice, and Overlap) can
be defined for fuzzy sets analogously to ordinary sets.

In addition to these coefficients, we also employ pointwise
mutual information, which is defined as:

pmi(A,B) := lb

(
P (A ∩B)

P (A)P (B)

)
(6)

where A∩B denotes the Fuzzy set intersection between A and
B. The probability of a fuzzy event represented in the form
of a fuzzy set E is given by |E|/n [20], where n denotes the
number of elements in the fuzzy set, in this case all lemmas
of the German language possibly occurring in one of the texts.
Note that the cardinality of E is defined as the sum of all fuzzy
membership values and is therefore different from n.

To avoid dealing with negative infinity values of the
pointwise mutual information, which occur if the sets A and B
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Figure 1. Distribution of youth milieus over the three contests.

are disjoint, we follow the approach of [21] and clip all values
less than -2.0. To combine the pointwise mutual information
with the Word2Vec-based similarity estimate, we linearly scale
all its values into the interval [0, 1].

What remains is to define the fuzzy membership function.
Let Cent(A) be the word embeddings centroid of our original
words. We then define the membership function µ as follows:

µ(w) := (max{0, cos( 6 (Cent(A), Emb(w)))})i (7)

where Emb(w) is the embedding vector of a word w and the
use of the maximum operator prevents the membership value
from being complex. The exponent i allows us to adjust the
influence of the word embeddings gradually. Full influence is
obtained by setting i to 1. In contrast, the influence diminishes
if i is set to 0.

Our similarity estimate is then used to assign user responds
from several online contests in form of short text snippets to
the best fitting youth milieu out of Progressive Postmodern
Youth (people primarily interested in culture and arts), Young
Performers (people striving for a high salary with a strong
affinity to luxury goods), Freestyle Action Sports Enthusiasts,
Hedonists (rather poorly educated people who enjoy partying
and disco music), and Conservative Youth (traditional people
with a strong concern for security). A sixth milieu called
Special Groups comprises all those who cannot be assigned
to one of the upper five milieus. The distribution of the 6
milieus over the three considered contests is given in Figure 1
as a histogram. This figure shows that the milieus are quite
unevenly distributed with the most frequent milieu Progressive
Postmodern Youth appearing around five times more often than
the rarest one (Conservative Youth).

For each milieu (with the exception of Special Groups)
a keyword list was manually created to describe its main
characteristics (see Table I). To trigger marketing campaigns,
an algorithm has been developed that automatically assigns
each contest answer to the most likely target group: we propose
the youth milieu as the best match for a contest answer, for
which the estimated semantic similarity between the associated
keyword list and user respond is maximal. In case the highest
similarity estimate falls below the 10 percent quantile for the
distribution of highest estimates, the Special Groups milieu is
selected.
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TABLE I. KEYWORD LISTS DESCRIBING THE YOUTH MILIEUS.

Youth milieu Keywords

Progressive Postmodern
Youth

clothing, music, art, freedom, culture,
educated

Young Performers rich, elite, luxury, luxurious
Freestyle Action Sports En-
thusiasts

Sports, Fitness, Music

Hedonists poor, communication, self-fulfilment,
entertainment, party, music, disco

Conservative Youth conservation of value, conservativism,
citizenship, Switzerland

TABLE II. EXAMPLE USER ANSWER FOR THE TRAVEL DESTINATION
CONTEST (TRANSLATED INTO ENGLISH).

Choice Country Snippet

1 Jordan
Ride through the desert and marvel at
Petra during sunrise before the arrival
of tourist buses

2 Cook Island Snorkelling with whale sharks and relax

3 USA Experiencing an awesome week at the
Burning Man Festival

The ontology we employ for our similarity estimate is
OdeNet, which is a freely available lexical resource recently
developed by the Darmstadt University of Applied Sciences
that will be explained in more detail in the next section.

IV. ODENET ONTOLOGY

Freely available machine-readable lexical ontologies for
German are rather sparse. On the one hand, there are websites
such as Wiktionary and Open-Thesaurus, which are targeted at
human users. Much effort would need to be spent to bring the
associated resources to a form that can be exploited efficiently
by a computer. On the other hand, there is GermaNet [22],
which is suitable both for human users as well as for automated
processing. However, GermaNet is not a free resource. While
it may be freely used in purely academic projects, as soon
as industry partners are involved, the academic license is
no longer eligible and the project partners have to sign a
commercial license agreement.

The lexical ontology of OdeNet [23] is devised to fill
this gap. It has been compiled automatically from the Open-
Thesaurus synonym lexicon (https://www.openthesaurus.de/),
the Princeton WordNet of English [24], and the Open Multilin-
gual WordNet English [25]. Afterwards, it was manually error-
checked and applied to comprehensive revisions. Similar to
WordNet, semantic concepts are represented by synsets, which
are interconnected by linguistic and semantic relations such as
hyponymy, hypernymy, meronymy, holonymy, and antonymy.
In total, it currently contains around 120 000 lexical entries and
36 000 synsets. The entire resource is available as an XML file
obtainable at Github [26]. We found OdeNet to be very easy
to use and well-designed.

V. COMBINING SIMILARITY SCORES

Besides our ontology based measure, we implemented
several other measures such as ESA, the cosine of word
embedding centroids, Skip-Thought vectors, etc. Usually, a
stronger and more reliable similarity estimate can be obtained
by combining measures. One possibility for that is majority
vote, i.e., suggesting the class that most of the measures
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Figure 2. Histograms of similarity estimates.

suggest. One drawback of majority vote is that the individual
measures should be of comparable performance and that we
need at least three of them. Furthermore, a majority vote only
returns a decision for one of the classes but no (numerical)
score. However, we actually need such a score to determine
the 10 percent quantile (cf. previous section). An alternative to
a majority vote is a weighted average. Albeit, there is again an
obstacle. While all our semantic similarity estimates assume
values between 0 and 1 (Note that the cosine of word embed-
dings centroids can assume (usually small) negative values as
well.), their distributions can be quite different (see Figure 2).
Considering this case, we would like to combine the cosine of
word embedding centroids and our ontology based similarity
measure by a weighted sum. The first type of estimate is
normally distributed and covers almost the entire value range.
However, although in principle our ontology based similarity
estimate can reach the value of 1, most of its values are located
inside the interval [0,0.1]. To make both estimates comparable
with each other, we are conducting a histogram equalization for
them prior to their combination. Such an equalization levels out
the relative occurrence frequencies of estimate intervals, so that
the resulting values are approximately uniformly distributed.
This is accomplished by transforming the similarity estimates
using the cumulative probability distribution function cdf .
Formally, an estimate s is mapped to the value cdf(s). One
downside of our method is that the resulting similarity estimate
is probably biased. However, in our scenario, we are not so
much interested in the actual value of our estimate but instead
focusing mainly on the correct ranking of target groups. Thus,
the modification of the estimate’s probability distribution is
unproblematic. The combined estimate sim is formally given
as:

sim := w · cdf (simodenet) + (1− w) · cdf (simw2v) (8)

where

• w: in the influencing weight of the OdeNet similarity
based estimate, the default value is 0.5

• simodenet: the score obtained by the OdeNet similarity
estimate (Jaccard, Dice, Overlap, or Pointwise Mutual
Information over fuzzy sets)

• simw2v: cosine of the angle between the Word2Vec em-
beddings centroids of user text snippet and youth milieu
keyword description
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TABLE III. OBTAINED ACCURACY VALUES FOR SEVERAL SIMILARITY
ESTIMATES. ODENET+EMB.: LINEAR COMBINATION OF OUR ONTOLOGY

BASED MEASURE WITH COSINE OF WORD EMBEDDINGS CENTROIDS.
RW=RANDOM WALK BASED METHOD PROPOSED BY GOIKOETXEA ET AL.,

STV=SKIP-THOUGHT VECTORS, JC=JACCARD INDEX, OL=OVERLAP
COEFFICIENT, PMI=POINTWISE MUTUAL INFORMATION, HE=HISTOGRAM

EQUALIZATION [16]

Method Contest
1 2 3 Total

Random 0.172 0.149 0.197 0.172
Jaccard 0.150 0.194 0.045 0.142
W2V 0.348 0.328 0.227 0.330
ESA 0.357 0.254 0.288 0.335
RW 0.281 0.149 0.273 0.263
Bert 0.109 0.149 0.136 0.118
STV 0.162 0.284 0.273 0.191
Emb.+JC 0.266 0.313 0.227 0.267
Emb.+JC (HE) 0.347 0.328 0.227 0.330
OdeNet(JC,crisp) 0.367 0.194 0.273 0.333
OdeNet(JC) 0.309 0.224 0.212 0.286
OdeNet(JC)+Emb. 0.380 0.269 0.273 0.352
OdeNet+Emb.+Mero 0.372 0.254 0.273 0.345
OdeNet(OL)+Emb. 0.370 0.209 0.288 0.339
OdeNet(Dice)+Emb. 0.372 0.254 0.273 0.345
OdeNet(PMI)+Emb. 0.370 0.224 0.288 0.341

TABLE IV. MINIMUM AND MAXIMUM AVERAGE INTER-ANNOTATOR
AGREEMENTS (COHEN’S KAPPA).

Method Contest
1 2 3

Min kappa 0.123 0.295/0.030 0.110/0.101
Max. kappa 0.178 0.345/0.149 0.114/0.209

# Annotated entries 1543 100 100

VI. EVALUATION

For evaluation, we selected three online contests (language:
German), where people elaborated on their favorite travel
destination (contest 1, see Table II for an example), speculated
about potential experiences with a pair of fancy sneakers
(contest 2) and explained why they emotionally prefer a
certain product out of four available candidates. In a bid to
provide a gold standard, three professional marketers from
different youth marketing companies annotated independently

TABLE V. CORPUS SIZES MEASURED BY NUMBER OF WORDS.

Corpus # Words

German Wikipedia 651 880 623
Frankfurter Rundschau 34 325 073
News journal 20 Minutes 8 629 955

TABLE VI. PRECISION, RECALL AND F1-SCORE OBTAINED FOR THE THE
YOUTH MILIEUS USING THE ONTOLOGY-BASED ESTIMATE

(JACCARD-INDEX).

Milieu Precision Recall F1-score

Special Groups 0.548 0.453 0.496
Freestyle Action Sports Enthusiasts 0.374 0.506 0.430
Hedonists 0.287 0.565 0.380
Progressive Postmodern Youth 0.507 0.211 0.298
Young Performers 0.091 0.064 0.075
Conservative Youth 0.200 0.032 0.056

All 0.335 0.305 0.289
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the best matching youth milieus for every contest answer.
We determined for each annotator individually his/her average
inter-annotator agreement with the others (Cohen’s kappa). The
minimum and maximum of these average agreement values
are given in Table IV. Since for contests 2 and 3, some of the
annotators considered only the first 50 entries (last 50 entries
respectively), we specified min/max average kappa values for
both parts.

Before automatically distributing the texts to the youth
milieus, we applied on them a linguistic preprocessing con-
sisting of tokenization, stop word filtering, lemmatization, and
compound analysis. The latter was used to determine the
base form of each word, which was added as an additional
token. Next to our own similarity estimates, we evaluated
several baseline methods, in particular random assignments,
Jaccard, ESA, the ontology-based approach of Goikoetxea et
al. [16], cosine of word embedding centroids, Skip-Thought
vectors, and Bert embeddings. The accuracy values given in
Table III are obtained by comparing automated assignments
with the majority vote of the assignments conducted by our
human annotators. Since the keyword lists used to describe the
characteristics of the youth milieus typically consist of nouns
(in the German language capitalized) and the user contest
answers might contain many adjectives and verbs as well,
which do not match nouns very well in the Word2Vec vector
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representation, we actually conduct two comparisons for the
Word2Vec centroids based on similarity estimate, one with
the unchanged user contest answers and one by capitalizing
every word beforehand. The final similarity estimate is then
given as the maximum value of both individual estimates. For
our proposed ontology based similarity estimate, we use the
parameter settings i = 0.5 and weights of linear combination:
0.5, which performed best in several experiments with varying
parameter values. Setting i to 0.5 seems to us to be a good
compromise between considering only the ontology structure
(i = 0) and fully weighting the word embedding vectors
(i = 1).

In total, the following methods are evaluated:
1) Random: Just randomly assign one of the youth milieus

to a text snippet
2) Jaccard: Estimate the semantic similarity of a text snippet

and youth milieu keywords by applying the Jaccard index
directly to their bag of words representations

3) Word2Vec: Estimate the semantic text similarity by apply-
ing the cosine measure to the word embedding centroids

4) ESA: Estimate the semantic text similarity by applying
the cosine measure to the ESA embedding centroids

5) RW: Similarity estimate based on random walks over an
ontology (here: OdeNet, in the original paper: WordNet)
as proposed by Goikoetxea et al.

6) Bert: Estimate the semantic text similarity based on the
centroids of Bert embeddings

7) STV: Estimate the semantic text similarity based on the
centroids of Skip-Thought vectors

8) Emb.+JC: Averaging estimates of methods 2 and 3
9) Emb.+JC (HE): The same as above but additionally

conducting a histogram equalization.
10) OdeNet (JC,crisp): OdeNet based similarity measure us-

ing the Jaccard with exponent i set to 0 which results in
crisp (non-fuzzy) sets

11) OdeNet (JC): OdeNet based similarity estimate employ-
ing Jaccard index with exponent i set to 0.5

12) OdeNet (JC)+Emb.: Averaging estimates of methods 3
and 11

13) OdeNet (JC)+Emb+Mero: Averaging estimates of meth-
ods 3 and 11, where in method 11, the lemmas are
expanded not only by hyponyms but also by meronyms

14) OdeNet (OL)+Emb: Similar to method 11 but instead of
Jaccard the overlap index is used

15) OdeNet (Dice)+Emb: Similar to method 11 but instead of
Jaccard the Dice index is used

16) OdeNet (PMI)+Emb: Similar to method 11 but instead of
Jaccard Pointwise Mutual Information is used

The Word2Vec word embeddings were trained on the
German Wikipedia (dump originating from 20 February 2017)
merged with a Frankfurter Rundschau newspaper corpus and
34 249 articles of the news journal 20 minutes, where the latter
is targeted to the Swiss market and freely available at many
Swiss train stations (see Table V for a comparison of corpus
sizes). By employing articles from 20 minutes, we want to
ensure the reliability of word vectors for certain Switzerland
specific expressions such as Velo or Glace, which are un-
derrepresented in the German Wikipedia and the Frankfurter
Rundschau corpus.

The accuracy of the combined OdeNet / Word2Vec em-
bedding score with respect to the weight of the OdeNet score

is given in Figure 4. This diagram shows that the maximum
accuracy value is obtained at a weight of w = 0.8, which
demonstrates that a rather large OdeNet weight is required
for obtaining a high accuracy. This fact seems a bit surprising,
since the standalone OdeNet similarity estimate performs much
poorer than its Word2Vec embedding counterpart.

Furthermore, we give the F1-score of the combined OdeNet
/ W2V embedding similarity estimate for the individual youth
milieus in Table VI. The highest F1-score is obtained for the
Special Groups youth milieu, which insinuates that oftentimes
the appropriate youth milieu is not expressed by the contest
participants in the text snippets. The second-best detectable
milieu is Freestyle Action Sports Enthusiasts, which is caused
by the fact that in the first and largest contest containing elabo-
rations of possible dream holidays, the participants frequently
mention sports activities such as the surfing or snorkeling that
they plan to conduct.

Finally, the scatter plot of the OdeNet (Jaccard) vs
Word2Vec embedding similarity estimate is specified in Fig-
ure 3. This plot demonstrates that the relationship between
both estimates is highly nonlinear and the Ontology-based
estimate frequently scores text pairs rather low that assume
a high Word2Vec Embeddings estimate value.

VII. DISCUSSION

The evaluation shows that although our ontology based
method lags behind the cosine of Word2Vec centroids in
terms of accuracy, their linear combination performs consid-
erably better than both of the methods alone. Furthermore,
it outperforms both its crisp counterpart (exponent i:=0), the
approach of Goikoetxea et al. if applied to OdeNet, used
with 100 million random walk restarts, and combined with
Word2Vec word embeddings by vector concatenation (RW in
Table III) and also two deep learning based approaches (Skip-
Thought vectors and Bert embeddings [14]). The rather low
accuracy of both deep learning approaches (Skip-Thought and
Bert) is caused by the fact that the words of the keyword
lists describing the youth milieus are arbitrarily ordered and
therefore these lists can not be captured sufficiently well by
a language model trained on ordinary texts like Wikipedia.
In further experiments, we could show that especially Bert
embeddings are very vulnerable to ungrammatical input. For
instance, a simple stop word filtering degrades its performance
already considerably.

Remarkable is the low performance of our approach on
contest 2. Further analysis revealed that in several cases the
correct youth milieu in this contest was indicated by the only
word that was either a town name (“Basel”) or a rather rare
noun that is not contained in OdeNet, which demonstrates
that the given ontology is indeed very useful for estimating
semantic similarity.

Note that the OdeNet ontology is still under active develop-
ment and contains several gaps in the semantic relations. For
instance, it comprises no hyponyms of sports, which makes
it difficult to correctly assign people to the Freestyle Action
Sports Enthusiasts target group. Another downside is that
OdeNet contains no inflected forms so far. Thus, we have
to employ a lemmatizer in order to identify hyponyms and
hypernyms for such word forms.
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VIII. CONCLUSION AND FUTURE WORK

We presented a similarity estimate based both on word
embeddings and OdeNet ontology. In contrast to most state-
of-the-art methods, it can directly employ the given ontology
format. Time consuming format conversions into vectors or
matrices are not necessary, which simplifies its usage signifi-
cantly. Additionally, by using fuzzy sets, hypernyms/hyponyms
introduced by the ontology that are too general/specific and
therefore not really related to the input texts any more, can be
downvoted. The application scenario is targeted marketing, in
which we aim to match people to the best fitting marketing
target group based on short German text snippets. The evalu-
ation showed that the obtained accuracy of a baseline method
considerably increases if combined by a linear combination
with our ontology based estimate. In general, this estimate
attains a good performance, if the ontology contains the key
terms relvant for the application scenario. As future work we
want to further investigate hybrid data-driven and knowledge-
based semantic similarity estimates. In particular, we plan
to employ additional semantic relations besides hypernyms,
hyponyms, synonyms, and meronyms such as holonyms or
antonyms. Furthermore, all the model parameters are currently
manually specified. It would be preferable to determine them
automatically through the use of grid search or more sophisti-
cated Artificial Intelligence methods such as Bayesian search
[27]. Finally, we want to experiment with other types of hier-
archically ordered lexical resources, which are not necessarily
ontologies, such as the Wikipedia category taxonomy.
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Abstract—Drones enable humans to perform certain high-risk
and attention operations and safety-critical tasks remotely, which
are boosted by the use of Brain-Computer Interfaces. However,
these technologies are correlated with the cognitive state of the
operator, who is prone to stress and diversions, which brings
instability to drone control. In this paper, we propose a decision
making system aiming to decide, upon the operator’s emotional
state, whether the command should or should not be sent to
the drone. By building a predictive operator’s digital twin for
cognitive emotional detection and by benefiting from a visual
facial expression classifier, this system computes the coordinates
and sends them to the drone through a Robot Operating System
2 client. Results show that both the digital twin and the facial
expression classifier are capable of detecting emotions in a real-
time setting and the system provides a reliable and secure way
of commanding drones through the mind. Drone swarms could
be integrated as this solution eases the addition of more ROS2
client nodes.

Keywords—drone; Brain-Computer Interface; digital twin;
Robot Operating System 2; drone swarms.

I. INTRODUCTION

This paper showcases the implementation of a drone op-
erator digital twin that relies on a brain-computer interface
available data streams in order to evaluate whether the operator
is in a suitable condition to send commands to the drone. This
work is an extended version of [1] (that detail preliminary
results regarding human emotion recognition); thus, details
regarding the modelling of the cognitive digital are further
analyzed and explained in this document as well as different
validation tasks that comply with other requirements adjacent
to the main purpose of the work (i.e., experiments with
more than one drone as proof-of-concept of a ROS2 client-
subscriber communication system for multi-drone control).

The drone sector has been growing with higher demand
through the years. The common belief is that drones are
singularly used for military affairs; however, they are func-
tional and versatile systems. One major use is providing
monitoring services, i.e., target searching, surveillance for
security purposes and others.

Even thought they have attracted companies due to their
visionary application, the most significant change is how
civilians have been adopting this technology in their lives.
Photography and cinematography are key activities that lead to
potential customer interest because of the accessibility drones
provide to reach high places, enough to capture a panoramic
shot. Either way, drones are essentially useful for people with
less motor skills that costly go through their everyday routines.
In this case, a drone could serve as an assistive device [2].

Still, the most impactful usage of drones is their applica-
bility to complete high-risk and safety-critical operations with
success, often in locations unreachable and/or dangerous to
humans. Although there is a risk of compromising the mission
due to faulty hardware or control management, the drone
operator is isolated from the target site, which ensures the
safety of all the stakeholders involved.

A. Problem Overview

Drones are considered critical systems. By definition, a
critical system is a technology that brings its inherent risks
while executing, whose failures could be significantly damag-
ing [3]. For instance, the failure of these systems could lead
to financial loss where the hardware could be damaged by a
collision with other objects or could compromise the mission
itself by a poor performance from the operator. Nonetheless,
controlling one drone is already a complex task. Operators
are responsible for, not just to perform standard operations
(i.e., takeoff and landing) with success, but also to safely
execute them. When adding unsafe and critical operations to
the task log, the control complexity increases significantly. The
operator needs abilities at their peak, full attention and focus
when performing these operations, to provide a reliable and
stable control.

Hand control allows operators to remotely send commands
to drones; however, as these are critical systems, operators
need to be cautious with the commands they deliver. The
Brain-Computer Interface (or BCI) is an alternative mecha-
nism that aims to optimize this control. As humans are prone to
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fatigue, increasing mental workload and emotions, the control
will become uncertain and insecure, that is, the operator cannot
be fully consistent with his performance for longer periods
of time due to the organic degrading factors of its human
condition. These situations can lead to events of disruption
and/or disasters, such as the collision with objects that the
system cannot autonomously detect.

All things considered, the problem of controlling a drone
with a BCI rises on the addition of the human factor and his
involuntary natural incapability of managing a critical system
consistently. To address this issue, this work focuses, primarily,
on how to reduce or avoid the operational impact on the drone
when the operator sends a command under the influence of a
negative emotion.

B. Proposed Solution

The hypothesis of this work is that, by adopting a digital
twin [6] to virtually represent the operator and by using
machine learning techniques, it is possible to process, filter and
predict whether the human operator has high mental workload
and/or impactful emotions and decide whether the commands
produced should or should not be sent to the drones. With
the goal of validating the formulated commands, the digital
twin is complemented with a visual emotion recognizer that
will classify the operator’s visual facial expression into a set
of emotional states. Additionally, a Robot Operating System
2 (or ROS2) client node can be used in order to send the
commands to the drone.

C. Structure of the Document

This document is structured in seven sections: (I) the
current section detailing the context and proposed solution to
accommodate the urged necessities mentioned; (II) literature
review of the state-of-the-art key technologies selected in the
proposed solution; (III) that details the methodology adopted
for the development of the digital twin; (IV) implementation
insights for the development of the solution; (V) validation
of the solution including an incremental test environment for
measuring the accuracy and other suitable test scenarios for
showcasing the value of the developed system; (VI) conclusion
regarding the system and its performance and (VII) listing
goals to achieve in future work.

II. STATE-OF-ART

A BCI is defined as ”a device that connects the brain to
a computer and decodes in real-time a specific, predefined
brain activity” [4]. This technology can use direct or indirect
methods to do so, namely by evaluating the nerve cells activity
or by assessing the levels of blood oxygen for these cells [4].
This technology has proved its relevance in many areas, for
instance, there was a study aiming to deliver accurate real-
time and precise command classification for drone reliable
control. An Electroencephalography (or EEG) headset was
used to record the brain activity, followed by a motor imagery
acquisition. This mechanism involved four tasks, based on the

subject visualizing physical movements instead of performing
them. Then, a classification methodology was developed by
combining the Common Spatial Paradigm (or CSP) and the
Linear Discriminant Analysis algorithms (LDA) [5]. Using
this method, the authors were able to improve classification
precision in real-time. The solution was validated using a
fixed-wing drone use case [5].

Another crucial component of this work is the digital twin.
Nowadays, a virtual twin is described as a virtual representa-
tion that carries information to realistically behave and change
as a physical hardware [6]. This technology is constantly
evolving to serve each project needs. One variant that derives
from it is the digital twin environment [6] with predicting
capabilities. The main goal is to train the digital twin to gain
predictive capabilities in order to anticipate the hardware’s
response or behaviour in situational events during run time.
One example is a research work that proposes a framework
to improve the estimates of certain measurements of physical
systems, more specifically a drone, by implementing a virtual
layer, i.e., a digital twin, that would represent the real device
and predict its performance [7]. This approach implies that
each piece of the drone has its own prediction models that
should learn and be updated through time to, ultimately,
accurately anticipate some metrics that are valuable to the end-
user.

The goal of this work is to predict the emotional state
of a drone operator in real-time. In this specific area, there
are some articles that detail visionary approaches on how to
analyse the mental workload of a subject or, more importantly,
the emotional spectrum. One of these works [8] makes use
of a dataset composed by sounds with the goal of triggering
certain emotions on the subject. The arousal (or excitement)
and valence (defines the whether the emotion is positive or
negative) (Figure 1) are measurements that are computed
according to a set of frequency channels of the brain-wave
activity, for instance, the alpha and beta signals. By using
machine learning techniques and by training with the Linear
Discriminant Analysis (or LDA) and Support Vector Machine
(or SVM) algorithms, the authors were able to classify the
emotional states of the subjects in the following categories:
happiness, anger, sadness, and calm.

Even though there is a wide range of projects that tar-
get these key technologies, this particular research area that
crosses the digital twin framework with a BCI for drone
control is undeveloped. While the BCI mechanism is being
targeted for scientific purposes, it is possible to bring it as
a control mechanism of drone systems (as validated in [9]).
However, these studies suggest the remote control of drones
whenever as far as the human operator can continuously for-
mulate commands. In contrast, this work allows the evaluation
of the human emotional state to permit or break this cycle of
continuous commands, in the context of the execution of high-
risk tasks (where the error margin is very limited). Ultimately,
the purpose is to establish a mental control mechanism and
assessment of the human condition, while incorporating an
efficient communication channel with ROS2.
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Figure 1. Emotional map based on arousal and valence (from [8]).

III. RESEARCH METHODOLOGY

A central piece of this work is the applicability of machine
learning techniques to build a cognitive profile of a drone
operator (the digital twin). In this work, the Cross Industry
Standard Process for Data Mining (or CRISP-DM) method-
ology [10] was used. This dictates a systematic approach
for building an intelligent software component by means of
data analysis and application of machine learning algorithms
for knowledge gathering. The main steps adopted are the
following:

1) Data understanding: data acquisition from known and
reliable sources that delivers important information for
the problem, in addition to analysis of this data to
acquire knowledge on its quality and required processing
(i.e., finding missing values).

2) Data Preparation: prepared the acquire data for the
modeling phase based on prior knowledge gathered
from the data analysis. This task consumes the most
resources, because it has a direct impact on the quality
and performance of the final digital twin.

3) Modeling: manipulate the previous dataset to build a
prediction model, i.e., the digital twin. In this phase,
training multiple machine learning algorithms and vali-
dating in a set of performance metrics is crucial to assess
which algorithm best fits the proposed problem.

4) Evaluation: the best fitted prediction model and its
outcomes provides a way of gathering more knowledge
and validate if all goals established are being met.

A. Brain-Computer Interface Headset

As a starting point, the Emotiv Epoc+ [11] headset was
chosen (Figure 2), developed by the Emotiv company, for data
acquisition due to its portability and reliability as a commercial
BCI. Emotiv Epoc+ provides a source of data of interest since
EEG signals to the motion of the head according to a set of 3-
axis. It is composed by arms that fit on specific locations on the
scalp and are arranged accordingly to ease the subject while
placing it on the head. In addition, each sensor is embedded
with a felt tip. Dumping this felt tip is crucial for the signal

quality since it will connect the whole assembly to the scalp
and allow brain activity to be detected (for more information
check [11]).

Figure 2. Emotiv Epoc+ hardware.

Between the multiple software that allow the exploration
of data streams, it was used the EmotivBCI, developed by the
Emotiv company. This provides a platform for direct command
and facial expression’s training and monitoring of multiple
data streams. Fundamentally, in order to control a drone with
a BCI, a first approach is to create a set of commands to be
operational during experiments. This task implies the creation
of strategies to be mentally reproducible whenever the operator
desires. In this case, the operator could reproduce a certain
command by visualizing the movement to the matching direc-
tion, followed by the natural eye movement. This procedure
works around a method of training the command and testing
in a live environment, both provided by the platform. The
application is supported by a machine learning prediction
model to build a profile and refine it each time the user has
a training session. This allows the definition of a command
through the identification of patterns the operator organically
produces while training. For the purpose of this work, it
was necessary that the operator was subjected to multiple
sessions of command training to ensure its accuracy. After
this stage, the operator was able to formulate right and left
commands, and establish a neutral one (stationary state). For
more information check [12].

B. Experimental Setup
This work falls within the context of a real-world use case

and validated as such. In this environment, the drone used
was the crazyflie 2.1 quadcopter, developed by the Bitcraze
company [13]. Measuring 92 mm of width, 92 mm of height
and 29 mm of depth, this drone model is as lightweight as
27 g and holds on air for about 7 minutes. Crazyflie 2.1. is a
suitable model for validating this work, because it is easier to
control upon unexpected behaviors derived from hardware or
communication failures, without having significant impact on
their surroundings.

The second part of this experimental setup is the zone
for flight demonstrations. As explained above, a drone is a
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critical system and can result in unpredictable behaviors. To
validate the proposed solution, a dedicated physical area was
assembled, called the arena (Figure 3). The arena is a four-
meter indoor area, gathered by net for safety precautions and
a position system, similar to a GPS. The loco positioning
system [14] was developed by the Bitcraze company and aims
for locating the drone in the 3-dimensional space. For this
purpose, anchors are placed on each vertex of the arena,
serving as reference guides.

Figure 3. Drone Arena.

IV. IMPLEMENTATION

As mentioned in Section I-B, the core goal of this work
is the development of a software platform capable of: (1)
acquiring data from a BCI, (2) pre-process it, (3) identify the
current emotional state of a drone operator and (4) decide
whether he is in a suitable emotional condition to send
commands. Even though brain-activity is the primary source of
data for identifying the cognitive emotional level, a real-time
visual input is also taken into account as a way of validating or
invalidating this result. Nonetheless, as a decision is computed,
it is equally crucial to establish a communication channel
with the drone in order to forward all necessary information.
This section will detail the implementation of such system
and all necessary components that function together for these
purposes.

As illustrated by Figure 4, this system is composed by four
components: (1) the digital twin, (2) the visual classifier/com-
ponent, (3) the decision making component and (4) the ROS2
component.

A. Digital Twin

The digital twin is a virtual representation of the operator
and its goal is to classify, in real-time, the operator’s emotional
state. It relies on data collected by the BCI to build a cognitive
profile, adapted to the operator. It is the core component
of the proposed solution and provides decisive information
to ascertain the destination of the command. The remaining
components that follow are designated to support the digital
twin and add complementary information for the decision.

According to Section III, this work comprehends that the
digital twin, by means of machine learning techniques, will
be built in an iterative manner following the tasks of: data
acquisition, data preparation, modeling and evaluation. After
data acquisition, procedures that follow are executed offline.
The goal is to produce a digital twin, or a prediction model,
that is going to be built under a set of training and testing
tasks. Training requires data to be pre-processed and cleaned
so that a machine learning algorithm can learn from it and find
patterns on behaviors that correspond to certain emotions. This
will result in an intelligent twin, which will be submitted to a
testing session to validate whether the predictions match the
correct emotion.

1) Data Acquisition: In a first approach, data acquisition
was performed based on the analysis of available data streams
from the BCI and fetched by a subscription procedure, which
allows recording in real-time. For this purpose, three data
streams, recorded by the Emotiv Epoc+ headset, are collected:
(1) the band power, i.e., power of the EEG data according
to the sensor and frequency band; (2) the motion, based
on the built-in gyroscope of the headset and (3) the facial
expressions, recorded from facial muscle motions. The system
communicates with the cortex API [15] to send requests for
these data subscriptions and receive JSON responses with the
resulting data streams as well as the classified commands, for
the time period of the subscription.

2) Data Preparation: Since each request and response are
unique to each stream, records are written to different files as
separate datasets matching their type of data stream. In order to
manipulate data on further tasks and, as needed by algorithms,
these datasets need to be merged together. The newly collected
data is integrated according to the nearest point in time of each
observation (according with the timestamp feature), resulting
into a single dataset. One particularity of this joint transaction
is that it fills missing values of whatever feature with the
closest value. This is useful due to different frequencies of the
subscriptions and the asynchronous timestamps, which may
not match exactly.

Columns with unique values are eliminated from this
dataset, as well as features that do not add any value for the
resolution of the problem (i.e., the timestamp feature).

Another strategy to improve the quality of the dataset is
to perform feature engineering. This method transforms the
current features and/or includes domain knowledge to increase
their value and impact when solving the problem at hand.
For this purpose, one-hot-encoding was performed on motion
related-features (categorical data). This process consists on
selecting each categorical column and transform it into a
binary value. Motion related-features are transformed into
binary columns, representing each type, through an one hot
encoder. In addition, two features were added to the dataset:
arousal and valence values, that are computed according to
certain values of band power (according to [16] and equations
(1) and (2)).
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Figure 4. System architecture.

arousal =
(F3/betaL+ F4/betaL)

(F3/alpha+ F4/alpha)
(1)

valence =
F4/alpha

F4/betaL
− F3/alpha

F3/betaL
(2)

3) Modeling and Evaluation: For the classification of the
operator’s emotional states, a set of classes were selected to
represent positive and negative states. The positive classes are
calm and focused, representing a stable cognitive state to send
commands to the drone, as opposed to the negative classes
(i.e., stressed and distracted) that detail an unstable cognitive
state and, therefore, unacceptable state to send commands. In
this work, the same operator simulated all the four emotions, at
multiple days, in sessions of 8 seconds, reproducing a balanced
dataset of about 19 600 observations per emotion (78 400
total). In this work, 70% of the data was split for training the
algorithms and 30% for testing and evaluated 8 classifiers in
four performance metrics (Table I).

TABLE I
EVALUATION OF ALGORITHMS

Algorithms Performance Metrics
Accuracy Precision Recall f1-Score

Decision Tree 0.995 0.995 0.995 0.995
k-Nearest Neighbors 0.997 0.997 0.997 0.997

LDA 0.911 0.916 0.911 0.912
Naive Bayes 0.614 0.645 0.614 0.617

Random Forest 0.999 0.999 0.999 0.999
SVM (linear kernel) 0.994 0.994 0.994 0.994

SVM (rbf kernel) 0.888 0.923 0.888 0.894
Neural Networks 0.948 0.949 0.948 0.948

As presented in Table I, Random Forest outperforms the
remaining algorithms and is chosen for the training and mod-
eling of the digital twin. In addition, the resulting confusion

matrices are further analysed. These matrices display the true
and false positives and negatives as way of assessing the
level of confusion between classes from the machine learning
algorithms. This work focuses primarily on a secure platform
to send commands only when the operator is in a suitable
condition to do so. Nevertheless, it also aims for minimizing
the impact on the drone upon inaccurate classifications from
the digital twin. Taking this into consideration, a confusion
matrix is useful to assess the proportion of observations that
were incorrectly classified as calm or when the operator was
indeed distracted or stressed.

Figure 5. Random Forest confusion matrix (from [12]).

As illustrated by Figure 5, almost all observations were cor-
rectly identified by the Random Forest-based digital twin. Still,
by analysing the true condition of the operator, in the negative
spectrum, against the predicted labels, two observations that
belonged to the distracted class were incorrectly classified as
the calm class. From the testing set (30% of the whole dataset,
about 23 520 observations), this error represents 0.009% of the
sample. Although this demonstrates a flaw from the digital
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twin, the probability of occurrence is minimum. For further
details, check [12].

B. Visual Component

Regarding the visual component of the system, a camera
captures the real-time image of the operator and uses a Convo-
lutional Neural Network based-prediction model [17] from an
open-source project [17], modeled and trained with the FER-
2013 emotion dataset, to classify the visual expressions of the
operator as a set of emotions. This component can output:
positive emotions as happy and neutral and negative emotions
as angry, disgust, fear, sad and surprise.

C. Decision Component

While the EmotivBCI application classifies the reproduced
commands from the operator, the digital twin receives infor-
mation from the headset and classifies the cognitive state of
the operator. The visual component receives the image from
the camera and classifies the facial expressions. This process
results in three input variables for the decision component.
This decision module will decide whether the operator is stable
by mentally and visually evaluating his state. Only positive
emotions detected on both components will allow the operator
to send the command.

Considering the confidence percentage of the command and
the digital twin upon the classification, the decision module,
in case of an overall positive emotion detection, will compute
the drone coordinates accordingly and send them through a
ROS2 node. These coordinates are based on the distance to
be travelled by the drone.

d = (c ∗ i) ∗ e (3)

Equation (3) showcases the computation of the distance,
where c is the confidence of the EmotivBCI classifier upon
the identified command, e is the confidence of the digital twin
upon the classified cognitive emotion and i is a safety incre-
ment with value 0.25 (meters). This means that classification
errors from the prediction models might have an impact on
the drone but is not decisive that it will be catastrophic due
to filtering on the computation of coordinates.

D. ROS 2 Communication Node

For the connection between the system and the drone,
a ROS2 client-server architecture is created between what
is called the base station, meaning the server machine that
manages the drone, and the client node (Figure 6). Nodes
are software units that are responsible for the execution of
some task. Here, there are two nodes, the client and the server.
For these nodes to communicate, service schemes are created
specifically to portray each task. The client instantiates the
required scheme with the desired values and sends the request
message to the other node. In this case, the operations available
for the drone are: takeoff, relative motions and landing. These
actions are translated into service schemes that are used by the

solution, through the client node, with the desired values. In
this context, the client node is implemented as a gateway of
the decision module, sending a request with the coordinates.
The server receives the coordinates and forwards them to the
drone in real-time. Code listing 1 is an example of service that
depicts the relative motion operation that matches the mental
command formulated by the operator.

1float32 x
2float32 y
3float32 z
4float32 yaw
5float32 duration
6---
7int8 ret

Listing 1. GoTo service scheme

V. RESULTS AND DISCUSSION

In this section, are presented the results and their discussion.
This validation is divided into three parts: (V-A) where each
emotion is experienced isolated, (V-B) a free environment
with unexpected occurrence of emotions and (V-C) ROS2
communication validation with two drones to ensure a message
can reach both. It is expected that, after the operator training
session and digital twin training, the system is capable of
detecting multiple emotional states of the operator in real-time
and handle the drone accordingly.

A. Isolated Emotion Validation

To evaluate the different impacts of the solution, function-
alities were split in a multi-level manner that go from the
lowest experiment to the highest level (solution as a whole) to
emphasize its value on securing a stable control environment
for the drone. These experiments are:

• The baseline test, defining the current state of drone
control without the support of emotion recognition;

• The level 1 test, representing the implementation of the
core functionality which is the cognitive digital twin and
the ROS2 client node;

• The level 2 test, the cognitive digital twin with the
addition of the computation of coordinates according to
the prediction’s confidence and the ROS2 client node;

• The full test, having all the above functionalities and the
support of the visual emotion recognition.

With the exception of the baseline test, which gives no
importance to the mental state of the subject, each test covers
the four mental states (focused, calm, distracted and stressed)
individually, each one with sessions of 8 seconds. The subject
had to be put under the same conditions in which he used to
simulate the four emotions on the training phase.

One particularity is that levels 1 and 2 differentiate only
in the computation of coordinates, which is a more visible
advancement while operating the drone rather than an im-
provement of accuracy of the system. In this context, as a
first validation session, the goal is to compute the accuracy
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Figure 6. ROS 2 System architecture (from [12]).

of the digital twin when classifying the operator’s mental
emotions (experimental levels are seen as different temporal
spaces). The second approach showcased in this section, is the
analysis of observations of the negative spectrum. Here, the
experimental levels are more significant to discuss the value
of the functionalities of the system.

Given the environment set-up described in Section V, the
number of observations per emotion and per experiment, for
the same subject that trained the commands in the EmotivBCI
application, are described in Table II.

TABLE II
NUMBER OF OBSERVATIONS PER EMOTION

Emotions Group of Test
Level 1 Test Level 2 Test Full Test

Calm 142 120 85
Focused 94 101 90

Distracted 124 135 104
Stressed 134 120 112

From the number of observations, it was computed the
success rate, or accuracy, for each emotion and per experiment
(Figure 7). This metric is calculated by dividing the number
of correctly classified observations by the total amount of
observations. For the calm state, the highest accuracy of the
digital twin was 87.5%, for the focused state a 98.8%, for the
distracted state a 93.5% and for the stressed state a 100%, as
described by the round values on Figure 7.

Even with a high average of success rate for detecting the
subject’s mental states, the most accurately classified emotion
was the stressed state. The difference between them can be
due to the distinct way the model is trained in this segment,
which involves more physical movement to denote agitation,
rather than a low on motion condition on the remaining ones.

Lower success rate depicted on level 1 for the focused
state can be explained by the different background noise and
movement between the training and test phase. This caused
the subject to deviate his attention, explaining the occurrences
of distracted classifications during this period. In the next test

Figure 7. Accuracy bar chart (from [12]).

levels, this value is no lower that 80%, which is explained by
the calmer environment. As opposed to this situation, the lower
success rate on level 2 for the distracted state classification
can be explained by the lower amount interference or other
diversions derived from background movement, which led to
short occurrences of focus by the subject.

Regarding the classification of the negative emotional spec-
trum (distracted and stressed states), Tables III and IV give
some insight about the number of sent commands under an
incorrect classification.

TABLE III
DISTRACTED EMOTION RECOGNITION

Positive Group of Test
Detections Level 1 Test Level 2 Test Full Test

Total number 6 11 10
Nº of neutral commands 4 7 6

Nº of sent commands 2 4 1
BCI positive, visual negative N/A N/A 3

As registered in Table III, at level 1 were detected 6 positive
states, 2 of them sent; at level 2 were detected 11 positive
emotions, 4 were sent and at the full test, 10 positive emotions



128

International Journal on Advances in Intelligent Systems, vol 14 no 1 & 2, year 2021, http://www.iariajournals.org/intelligent_systems/

2021, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

Figure 8. Real-time mission with distracting external events with a single drone (from [12]).

were detected, 1 command was sent to the drone and 3 were
prevented due to the detection of a negative emotion by the
visual component.

TABLE IV
STRESSED EMOTION RECOGNITION

Positive Group of Test
Detections Level 1 Test Level 2 Test Full Test

Total number 0 0 2
Nº of neutral commands 0 0 1

Nº of sent commands 0 0 0
BCI positive, visual negative N/A N/A 1

As registered in Table IV, at the full test were detected 2
positive emotions and none were sent to the drone. One of
them was a neutral command and the other was associated
with a negative visual emotion, detected by the visual emotion
component.

Since the training of mental commands is a task that requires
time to practice and refine, it is challenging to reproduce a
command at a live setting and in an equivalent environment
the subject trained. Even with a digital twin inaccurate classi-
fication, most commands detected by the BCI are neutral ones,
which have no impact on the trajectory of the drone. However,
the command classifier can incorrectly output a right or left
commands and these can potentially be sent to the drones.
With the extra layer of the visual component, these unique
situations are assessed by it and some of those errors are
prevented. At a mission environment, where the operator needs
to follow a sequence of commands, if there is a cancellation
of a certain command, the operator will observe it and has
enough time to reproduce the needed operation.

Considering that this is a 4-class classification problem,
there is a probability of 25% that a baseline classifier correctly
categorizes the subject emotion state and, in the baseline test
characterized by the lack of machine learning, all commands

are sent to the drones, regardless of the operator’s emotional
state, which could only be beneficial if the subject has perfect
cognitive condition at all times.

B. Free Mission Flight

Even though previous section already validates the goal
of this work, an isolated environment, where the operator
simulates the four emotions, is a controlled scenario. In a free
environment, realistically, is it common to occur unexpected
events and different reactions from the operator. In this section,
it was conducted a 2-minute validation session were the oper-
ator was able to send whatever command. For the purpose of
validating the detection of mood swings, for instance between
the focused and stressed states, two alarms were set to trigger
at specific timestamps (27.6 and one minute and twenty eight
seconds) after the experiment initiated.

Figure 8 illustrates the distance travelled by the drone,
referencing the absolute position on the y axis (only right
commands were sent). During this experiment, the operator
was able to focus on the drone and send multiple commands,
each one with a different distances. Even though the operator
was consistently focused, at the trigger of the first alarm,
the system detected a distracted mental state and a surprised
visual state. The operator continued to be either stressed or
distracted afterwards but was able to refocus on the drone
and send new commands. At the sound of the second alarm,
the system did not detect immediately a mental reaction but
identified the physical reaction as fear. This validates the
value and robustness of the solution when handling incorrect
classifications by including a second classifier, the visual
component, to break the command cycle. For more information
regarding this experiment, check [12].

C. ROS2 Swarm Management Validation

Although a drone is a fundamental piece for the execution of
complex tasks, a swarm of drones aims to optimize resource
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allocation to more efficiently perform these high-risk tasks.
This section details a third experiment composed to include
two drones to receive and execute the same operations. The
following code listings demonstrate the communication of two
client nodes with the server node.

1[INFO] [1623235179.701766700] [minimal_service]:
Take off incoming request

2 height: 0.500000
3 duration: 2.000000
4 response: 1
5
6[INFO] [1623235179.704947100] [minimal_service]:

Take off incoming request
7 height: 0.500000
8 duration: 2.000000
9 response: 1

Listing 2. Server node take-off message.

1[INFO] [1623235180.412227300] [drone1]: Sending
information to server: height: 0.500000

2 duration: 2.000000
3 response: 1
4
5[INFO] [1623235180.413246332] [drone2]: Sending

information to server: height: 0.500000
6 duration: 2.000000
7 response: 1

Listing 3. Client nodes take-off messages.

1[INFO] [1623235924.239647700] [minimal_service]: Go
to incoming request

2 x: 0.000000 y: 0.041117 z: 0.000000 yaw: 0.000000
duration: 1.000000

3
4[INFO] [1623235924.244461100] [minimal_service]: Go

to incoming request
5 x: 0.000000 y: 0.041117 z: 0.000000 yaw: 0.000000

duration: 1.000000

Listing 4. Server node go to message.

1[INFO] [1623235925.104762600] [drone1]: Sending
information to server: x coordinate: 0.000000

2 y coordinate: 0.041117
3 z coordinate: 0.000000
4 rotation: 0.000000
5 duration: 1.000000
6 response: 1
7
8[INFO] [1623235925.106783200] [drone2]: Sending

information to server: x coordinate: 0.000000
9 y coordinate: 0.041117
10 z coordinate: 0.000000
11 rotation: 0.000000
12 duration: 1.000000
13 response: 1

Listing 5. Client nodes go to messages.

1[INFO] [1623231818.296960000] [minimal_service]:
Land incoming request

2 height: 0.000000
3 duration: 2.000000
4 response: 1
5
6[INFO] [1623231818.407826700] [minimal_service]:

Land incoming request
7 height: 0.000000
8 duration: 2.000000
9 response: 1

Listing 6. Server node land message.

1[INFO] [1623235180.412227300] [drone1]: Sending
information to server: height: 0.000000

2 duration: 2.000000
3 response: 1
4
5[INFO] [1623235180.413246332] [drone2]: Sending

information to server: height: 0.000000
6 duration: 2.000000
7 response: 1

Listing 7. Client nodes land messages.

As expected, the inclusion of an additional client node (one
more drone) does not disrupt the functionality of the overall
system and it is equally possible to send requests and receive
messages from the same server client in parallel with the
execution of other client nodes. This experiment demonstrates
that is possible to work with a swarm of drones with ROS2
without significant structural efforts.

VI. CONCLUSION

In this work, it was analysed EEG data captured by the BCI
Emotiv Epoc+ of a drone operator and, using machine learning
techniques, we were able to build a digital twin of the operator
capable of predicting his emotional state and decide whether
the commands should be sent to the crazyflie quadcopter. The
classification of the emotional state not only is supported by
EEG data but also by a visual component that analyses the
facial expressions. In addition, the communication between
the system and the drone is done through a ROS2 client
node. Multiple machine learning algorithms were validated
and Random Forest was the best fitted and therefore used
for training the digital twin. Considering the research question
pointed in Section I-A, results showed that the digital twin can
accurately discriminate the operator’s emotional states at a live
setting and the combination of classification models improved
the reliability of the system to decide upon the broadcasting
of the reproduced commands.

While uniquely relying on the cognitive classifier, the digital
twin, even with an overall satisfactory performance, allows
inaccuracies to happen unexpectedly while the operator is not
at his best state of mind. Including the visual component
minimizes the impact of these situations. As part of our
human condition, emotional reactions are often accomplished
by mental and physical responses. While the digital twin could
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produce an incorrect classification, the visual component will
likely detect a negative emotion and the command will not be
forwarded to the drone. A potential obstacle to the control of
the drone could be the fact that the accumulative complexity
of be mentally prepared to send commands, formulate a
command with success and be physically stable could disrupt
the execution of the command or sequence of command
unnecessarily. From what could be a quick set of commands
to perform a simple operation, it could demonstrate to be the
opposite and even leading to the frustration of the operator.
Regarding this issue, the visual component best detects the
happy and neutral states. Without a proper physical reaction,
this component will not detect other states and, therefore, these
disruptions will most likely not happen.

Additionally, the implementation of a ROS2 framework
in this work has proven to be crucial for the satisfactory
functionality of the system as it allows the management and
communication of information for one drone without explicit
hardware/firmware constraints. This work also validates the
ease of adding more drones (client nodes) for the execution
of tasks of higher demand.

VII. FUTURE WORK

As future work, we aim for collecting more data to train
the digital twin regarding the four emotional states and ensure
it keeps improving its real-time detection.

Due to Covid-19, it was not possible to validate this solution
with a wider range of subjects. Since a digital twin is adapted
to each subject, we plan on creating more profiles of people
with different demographics.

Emotiv Epoc+ was the target BCI for this work; thus, we
would like to experiment this platform with other commercial-
ized and, perhaps, open-source devices such as the OpenBCI
headset.
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Abstract— How is initial social knowledge acquired? The 
primary data entry (PDE) problem provides an understanding 
of the modality of social interaction between organisms 
disabled to communicate. The paper proposes the Model of 
Coherent Intelligence (MCI) and its neural foundation. The 
MCI shows how interpersonal dynamics shape shared 
intentionality in intimately related individuals. This hypothesis 
postulates two ideas: (1) cognition begins from a separation of 
sensory cues: Long Term Potentiation (LTP) can only be 
induced in neurons of particular Modality Specific (M-S) 
gateways (not all)–selective induction promotes selective 
sensitivity to the chaos of stimuli. (2) Neurons can learn Spike 
Timing Dependent Plasticity (STDP) by repeating the timing 
code of other organisms' mature neurons to modulate certain 
synaptic strength, which triggers either LTP or Long Term 
Depression. The paper suggests that shared intentionality in 
humans is the evolution outcome. Social animals demonstrate 
the quality of goal-directed coherence. The paper defines it as 
the ability of organisms to select only one stimulus for the 
entire group instantly. The manuscript shows the candidate for 
triggering the mechanism of goal-directed coherence and 
shared intentionality. The protein molecules contribute to 
animals' interaction ability, from essential motility organs in 
simple organisms (by presenting in receptors) to neural circuit 
assembly regulation and STDP in humans (by presenting in 
neurons). The study shows a direction for developing e-
learning through stimulating learners' shared intentionality. 
An actual application of this approach is e-curriculum for 
children from 2 years of age.  

Keywords-coherent intelligence; goal-directed coherence; 
shared intentionality; e-learning; embodied cognition 

I. INTRODUCTION 
This article is an extension of the conference presentation 

“New findings in education: primary data entry in shaping 
intentionality and cognition” [1]. The academic knowledge 
on the study of mind historically and conceptually has settled 
three main approaches within cognitive science: cognitivism, 
connectionism, and embodied dynamicism [2]. Many 
theories of mind combine all three approaches, where they 
co-exist in various hybrid forms. The more interesting of 
them are the Embodied dynamic system [2], the theory of 
innate intersubjectivity and innate foundations of neonatal 
imitation [3], the theory of natural pedagogy [4], and the 

theory of sensitivities and expectations [5]. All these theories 
are plausible; the current paper observes different views to 
engage a gap in knowledge. 

According to Thompson [2], cognitivism (the metaphor 
is the mind as digital computer) and connectionism (the mind 
as neuronal network), in different ways, appeal to the same 
computational principle of cognition. This principle based 
upon processing a signal within neuronal networks. This 
computational principle certainly requires the primary data 
entry as a necessary initial condition to launch processing. 
None algorithm and/or a sequence of instructions may 
perform the computation of any process without 
corresponding to the specific situation inputs, that should 
substitute variables and parameters of the formulas. The 
algorithm remains just a set of mathematical variables 
without this input. This argument may mean the necessity to 
input an initial set of social phenomena of the specific 
community to trigger this system – the Primary Data Entry 
(PDE) problem [6].  

According to embodied cognitivists, the mind is an 
autonomous system by its self-organizing and self-
controlling dynamics, which does not have inputs and 
outputs in the usual sense, and determines the cognitive 
domain in which it operates [2][7][8]. This approach is 
grounded on the dynamical hypothesis [9]. However, this 
interpretation of a dynamic system is not accurate [1]. Why 
does the dynamic system need PDE: 

Argument A. According this approach embodied features 
of cognition deeply depend upon characteristics of the 
physical body. If the agent's beyond-the-brain body plays a 
significant causal role, then the primary data yet makes sense 
[1]. 

Argument B. In mathematics, a dynamic systems model 
is a set of evolution equations. It means that entering primary 
data is required. The dynamic system may not begin its life 
cycle without introducing initial conditions corresponding to 
specific situation inputs and parameters [1]. 

Argument C. The dynamical system hypothesis [9] has 
not claimed the lack of initial conditions. Dynamicists track 
primary data less than dynamic changes inside. However, it 
does not mean that primary data do not exist and do not 
necessary [1].  

Given these above arguments, the PDE problem must be 
considered in the onset of cognition. The embodied dynamic 
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system approach tends to solve the above-noted gap by 
introducing the notion of dynamically embodied information 
[2]. Although, to introduce this concept, it is necessary to 
explain the categorization of reality through intentionality. 
According to embodied cognition approach, symbols encode 
the local topological properties of neuronal maps [2], a 
dynamic action pattern. The sensorimotor motor network 
yields pairing of the binary cue stimulus with the particular 
symbol saved in the structures and processes that embody 
meanings. 'Representational “vehicles” are temporally 
extended patterns of activity that can crisscross the brain-
body-world boundaries, and the meanings or contents they 
embody are brought forth or enacted in the context of the 
system’s structural coupling with its environment [2, p.36].' 
This idea requires introducing the nature of intentionality. In 
a multi-stimuli environment, the stimulus-consequence pair 
is unpredictable due to the many irrelevant stimuli claiming 
to be associated with the embodied dynamic information 
randomly. The bond of stimulus-consequence pair of a social 
phenomenon in the sensorimotor network requires 
categorizing reality by the nervous system before applying 
the innate reflex about this social phenomenon to a specific 
case. Therefore, dynamically embodied information can be 
useful if intentionality is already in place. However, the 
embodied dynamic system introduces intentionality without 
a biological and / or physical basis. The theory of natural 
pedagogy [4], and the theory of sensitivities and expectations 
[5], as well as many others may not solve the problem of 
PDE [9].  

According to Trevarthen and Delafield-Butt [11], primary 
consciousness develops in embryogenesis and is the first 
operative in early fetal life. 'Consciousness as "acting with 
knowledge" requires a nervous system that regulates 
prospective perception in intentional engagement with the 
world [11, p. 22]’. In the first trimester, patterns of sensory 
regulation of movements of the fetus' body and limbs gain 
affective evaluation and sensitivity for sounds and rhythms 
of other human presence [11]. It means that the pure nervous 
system should already possess intentionality as well as initial 
knowledge about social reality: human sounds and rhythms 
also yield meanings. Even if fetuses can hear different 
sounds and feel rhythms from outside of the womb, this does 
not mean that they alone (independently) can process their 
meanings. 

Searle et al. [12] argued that intentionality is the mental 
power of minds to represent or symbolize things, properties, 
and states of affairs. According to Crane [13], mental states 
or events or processes which have objects in this sense are 
traditionally called 'intentional,' and 'intentionality' is, for this 
reason, the general term for this defining characteristic of 
thought. The meaning of directed action implies the purpose 
of the action, which first requires the categorization of 
reality. It is a dichotomy of what happens first. Current 
knowledge does not solve it. 

Tomasello [14], through the study on ontogenesis and 
phylogenesis, introduced the hypothesis of gradually 
increasing social bond development in children referred to 
time slices: (1) emotion sharing from the birth, (2) joint 
intentionality from the nine-month revolution, (3) collective 
intentionality at around three years of age, (4) reason and 
responsibility. Tomasello [14] introduced the beginning of 

cognition  through the newborns' basic motive force of 
sharing intentionality. However, the mechanism of such 
emotion coordination is not clear because it is grounded on 
emotion sharing [14]. Whether or not protoconversations 
imply understanding emotional states. Many researchers, 
including the authors, believe that the hypothesis about the 
universality of emotional expressions is formed by limited 
experimental methods, since other research designs show the 
opposite outcome [15]-[19]. There is no evidence of a 
genetic mechanism that can link meaning in mind with 
certain social reality to apply an appropriate emotional 
pattern to a specific situation. Even if one assumes that the 
hypothesis of universal emotional expressions proves innate 
emotional patterns together with their meanings; even if 
newborns may alone recognize the basic facial expressions 
of caregivers and the specific situation to apply them; but in 
this case, newborns do not have time for such a "training 
course", because they demonstrate their achievements 
already in the first hours of life [20]. If there is no innate 
mechanism, then, apparently, emotional contagion can occur 
between individuals without their awareness [10][20][22]; it 
can happen even without awareness of the emotional stimuli 
existence [22]. Section II discusses the hyperscanning 
studies' outcomes, showing brain-to-brain synchronization. 
Section III presents the hypothesis of the neuronal 
foundation of shared intentionality. Section IV discusses the 
physical ground of goal-directed coherence–a forerunner of 
shared intentionality. Section V elaborates all findings.  

II. PROBLEM: HOW DOES SOCIAL INTERACTION 
ENCOURAGE COGNITION 

Brain-to-brain relationships shape the mind during 
moment-to-moment interactions [23]. The dichotomy of 
newborns' succeed in beginning knowing and their 
communicative disability challenges our knowledge on 
social interaction modalities [20]. We believe that 
understanding the problem of the intentionality emergence in 
an organism at the beginning can explain the problem of 
PDE and the onset of consciousness. This knowledge can 
contribute to the study of cognition because obviously if and 
as soon as this implicit modality occurs it continues the 
whole rest of life. We believe that the caregivers' 
intentionality forms the intentionality in newborns. Fetuses 
and newborns are not able to behave intentionally on their 
own due to the lack of meaningful (informative) sensory 
interaction at the beginning [6][20][24]. We predict an 
implicit modality of social interaction that provides shared 
intentionality at the beginning. Cooperation in a group 
enhances intentionality, providing categorization. 

According to Valencia and Froese [23], their review of 
studies based on EEG- and fNIRS hyperscanning 
me thodo log ie s shows ev idence o f i n t e r-b ra in 
synchronization in the fastest frequency bands, supporting 
the possibility of extended consciousness. Among 
hyperscanning studies, we have chosen 4 studies conducted 
without explicit interaction between subjects. These studies 
compared differences of brain-to-brain synchronization in 
subjects when participants solved tasks together as 
confronting to the condition in which: (i) the subjects solved 
them individually [25][26]; (ii) the same task when 
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interacting with a machine [27]; (iii) the individuals from 
another team solved the same problem [28]. These studies 
declared an exclusion of sensory interaction between 
subjects. However, it should be noted that the subjects of all 
these studies knew about social encounters during the 
experiments. Therefore, instead of mental collaboration their 
results may simply mean an increase of brain activity due to 
similar emotional arousal in participants stimulated by the 
social encounter. 

The near- infrared spectroscopy s tudy (non-
hyperscanning) on asleep newborns shows an increase of the 
neural response to a familiar (English language) versus 
unfamiliar language (Tagalog, a Filipino language) spoken 
by strangers in both conditions [29]. The language stimuli 
(the identical low-pass filtered sentences) were played 
through two speakers approximately 1.5 m from the infants’ 
head. According to May et al. [29], these findings show that 
the newborn’s neural processing of language is influenced by 
early language experience due to neonate brain responds to 
familiar versus unfamiliar language. To our mind, this 
outcome may lead to evidence of another inference. This 
experiment was not a hyperscanning technique. However, 
subjects were in pairs with their caregivers. Neonates 
classified these sound stimuli without the ability to perceive 
them. Sleeping newborns' brains reacted to sound stimuli that 
their sensing could not provide due to their brains' sensory 
isolation to meaningless and unfamiliar sounds. Sleepers 
seem to enter a standby mode, allowing them to balance the 
monitoring of their surroundings with sensory isolation [30]. 
Sleepers are sensitive to the semantic content of an auditory 
stream [30]-[32] and amplify relevant, meaningful stimuli 
[30][32]. The sleeping brain retains some residual 
information processing capacity, which, however, does not 
form enduring memories [33]. Neonates are not able to 
understand even Mother's speech although her sound is 
familiar. Given all these, any speech for neonates is 
meaningless, and asleep newborns may not be sensitive to 
the sounds even their native tongue (the language spoken by 
the mother during pregnancy) in experiments when these 
sounds were pronounced by outsiders. However, they were 
sensitive to them. Sleeping newborns' brains reacted to sound 
stimuli that their sensing could not provide due to their 
brains' sensory isolation to meaningless and unfamiliar 
sounds. We believe that this outcome may mean the implicit 
modality of newborns' interaction with caregivers since any 
other explanation of this outcome is excluded.  

Recent hyperscanning shows an increase of coordinated 
neuronal activities in subjects during collective efforts 
without communication via sensory cues [34]. What are the 
neurobiological grounds of coordinated neuronal activities? 

III. FOUNDATION OF COHERENT INTELLIGENCE 

A. Experiments on Problem-Solving in Groups 
Recent research of 24 online experiments presented that 

unprimed participants show a more significant accuracy level 
when they complete the thought task simultaneously with 
confederates who are primed with the correct answer; if they 
were emotionally stimulated and completed the tasks without 
communication [10]. Primary groups [35] show empirical 
evidence of a more significant accuracy in problem-solving 

in the coherent intelligence state. In specific, we conducted 
13 experiments in dyads (116 subjects) with P-value < 0,001 
(probability-value in null hypothesis significance testing), 
and 7 experiments in primary group adults (41 subjects) with 
the P-value < 0,002. Experiments with 43 secondary group 
subjects (unfamiliar adults, M=20) show the effect only with 
the task of unfamiliar language translation. Non-semantic 
tasks–with synthetic language and two-color round symbols–
did not stimulate the effect in 2 experiments with 207 
secondary group subjects (unfamiliar). These results are 
consistent with research Danilov et al. [36] [37]. 

B. The Model of Coherent Intelligence 
According to Danilov and Mihailova [24], a supranormal 

environmental case–e.g., first hours after birth–stimulates 
supranormal sensation in dyads. This can push the inherited 
mechanism of social entrainment of infants to the rhythm of 
the mother. Both the supranormal sensation and social 
entrainment may stimulate the common emotional arousal. 
The latter is increased by the ongoing supranormal sensation 
and the occurring rhythm of arbitrary movements of the 
infant. The continuing supranormal sensation and ever-
increasing arousal of the infant and the mother along with the 
rhythm of the infant’s unintentional movements stimulate 
early imitation and emotional contagion. The problem is how 
the infant capture and reproduce the kinematic of 
movements.  

The MCI proposes that common emotional arousal 
together with the identical rhythm create coherent mental 
processes in dyads–Coherent Intelligence (Figure 1). At 
Sensorimotor Stage (by Piaget, or Stage 3 of the Model of 
Hierarchical Complexity MHC [38]), organisms do not 
maintain bilateral communication. According to Danilov and 
Mihailova [24], individuals are able to interact by 
distinguishing perceptual signals of identical modality by 
their significance. This ability can contribute to ostensive 
cues. After all, this meaningless interaction modifies into 
communication when individuals imbue perceptual impulses 
with mutually implied meanings, cascading their signals in 
response to the history of relations between them [24]. 

Figure 1. Interpersonal dynamics in Model of Coherent Intelligence[24] 
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C. Neuronal Foundation of the MCI 
It seems consistent to say that intention arises from 

conscious intentionality, or intentionality shapes intention if 
intentionality becomes conscious. Specific brain regions may 
be engaged in shared sensory/cognitive processes 
irrespective of the feedback's valence and in encoding the 
subjective relevance of the feedback [39][40]. 

Outside areas involved in this processing, additional 
brain areas are specifically engaged according to the 
particular communicative modality [41]. According to 
Tettamanti et al. [42], Intention Processing Network (IPN) 
involves the medial prefrontal cortex, precuneus, bilateral 
posterior superior temporal sulcus, and temporoparietal 
junctions. Depending on different social interaction 
modalities, the IPN is complemented by activation of 
additional brain areas, reflecting different Modality-Specific 
(M-S) input gateways to the IPN [42]. The M-S gateways 
mediate the structural and semantic decoding of stimuli and 
provide M-S information [42]. Sensory inputs of a specific 
modality can activate the precise association of certain 
sensorimotor networks with specific brain emotion circuits 
[42].  

We believe that this emotion-motion dynamics can 
involve the particular cognitive process of a high order. 
When two or more organisms are in common emotional 
arousal and simultaneously in the interactional synchrony, 
then these two different experiences may meet each other in 
high-order cognitive processing. Emotional arousal can 
trigger evolutionarily old brain circuits, which interact with 
high-order cognitive and linguistic processing [43]. It seems 
uncontroversial to say that infants' pure nervous system may 
experience emotions, but only primitive ones related to 
survival, such as those associated with hunger and pain. 
However, newborns cannot express emotions themselves 
appropriately to a specific social case on their own, even 
though they possess inherited neuronal patterns of primitive 
emotional impressions. They also cannot understand the 
expression of others' emotions (as is discussed above). They 
are only capable of experiencing primitive emotions, not 
correctly expressing them independently. Research on 
insects–organisms in stage 3 of MHC [38] like human 
newborns–assumes that they also experience emotions [44]. 
Researchers argued that agitated honeybees exhibit 
pessimistic cognitive biases: 'Whether animals experience 
human-like emotions is controversial and of immense 
societal concern. The next reason is that animals cannot 
provide subjective reports of how they feel, emotional state 
can only be inferred using physiological, cognitive, and 
behavioral measures. In humans, negative feelings are 
reliably correlated with pessimistic cognitive biases, defined 
as the increased expectation of bad outcomes. Recently, 
mammals and birds with poor welfare have also been found 
to display pessimistic-like decision making, but cognitive 
biases have not thus far been explored in invertebrates [44].' 

In parallel, interactional synchrony stimulates a 
sensorimotor network engaging neural networks responsible 
for communicative intention processing (including high-
order cognitive and linguistic processing)[41]. Neural 
networks of emotional excitation and the sensorimotor 
networks are separately connected to many different M-S 
gateways. Meanwhile their coherence intersects in certain 

M-S gateways of each organism depending on (i) pattern of 
neural circuit engaged through emotional excitation and (ii) 
pattern of the sensorimotor network [41].  

We propose a rough hypothesis of how Long-Term 
Potentiation (LTP) can be induced only in particular M-S 
gateways, retaining information about the certain received 
stimulus [1]. Different areas of the brain exhibit different 
forms of LTP, their types depend on a number of factors, 
such as age and the neuron's anatomic location. However, the 
common processes are the same for all. The simple nature of 
Hebbian learning, based only on the coincidence of pre- and 
post-synaptic activity, LTP is persistent, lasting from several 
minutes to many months, and it is this persistence that 
separates LTP from other forms of synaptic plasticity [45]. 
Spike-timing-dependent plasticity (STDP)–that involves the 
pairing of pre- and postsynaptic action potentials (APs)–
causes a variation of LTP or Long-Term Depression (LTD) 
[46]. The timing between pre- and postsynaptic APs 
modulates synaptic strength, triggering LTP or LTD [46]. 
The sign and magnitude of the change in synaptic strength 
depend on the relative timing between spikes of two 
connected neurons (the pre- and postsynaptic neuron) [46]. 
The structural organization of excitatory inputs supporting 
STDP remains unknown [46]. Even though the ensemble of 
emotion-motion integrated networks weakly stimulates the 
intersected neurons in their junction with M-S gateways. If 
all M-S gateways also simultaneously receive weak 
stimulation from the receptors (due to the chaos of stimuli 
received by the pure nervous system), then this multi-signal 
contributes to LTP in the neurons of particular M-S gateway 
at the junction of this emotion-motion ensemble due to the 
effect of the synaptic cooperativity, because of the following. 
LTP can be induced either by strong tetanic stimulation of a 
single pathway to a synapse, or cooperatively via the weaker 
stimulation of many. Neurons from the gateways in the 
connections of these networks receive cooperative 
stimulation [1]. Induction of cooperativity can ensure LTP.  

According to Tazerart et al. [46], the synaptic 
cooperativity of only two neighboring synaptic inputs onto 
spines in the basal dendrites of L5 pyramidal neurons 
extends the pre–post timing window that can trigger 
potentiation. The engaged M-S gateways retain a certain 
stimulus, while other M-S gateways (also of the same 
sensory modality) remain depressed without keeping 
information of other stimuli. Therefore, specific M-S 
gateways are sensitive, and all these organisms respond to 
specific sensory modalities. Figure 2 shows a very rough 
schematic picture of this process. The induced emotion and 
sensorimotor networks (they are red in the picture) together 
activate certain M-S gateway even with weak stimulation of 
sensory input. The different colors of M-S gateways refer to 
different sensory modalities. At this point, the analysis 
encounters the ground of the PDE problem of how immature 
neurons learn the timing code to modulate certain synaptic 
strength, which triggers either LTP or LTD. Because the 
structural organization of excitatory inputs supporting STDP 
remains unknown [46]. 

The study of the PDE problem leads to the analysis of the 
axiomatic foundations of Psychology, Sociology, and 
Neuroscience–the basic notions that form these sciences–
from the perspectives of the actual scientific paradigm.  
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Figure 2. The very schematic picture of  M-S Gateway Activation [1]. 

The question of "how can the blank mind begin to learn 
from social interaction" is reduced to "how immature 
neurons learn the timing code to modulate certain synaptic 
strength, that triggers either LTP or LTD"[1]. The sign and 
magnitude of the change in synaptic strength depend on the 
relative timing between spikes of two connected neurons (the 
pre- and postsynaptic neuron) [1]. How can neurons of an 
immature organism (even a newborn) learn the structural 
organization of excitatory inputs that support STDP? The 
further arguments show why we believe that the 
entanglement state of neurons can contribute to simultaneous 
LTP in neurons. 

The daily routine develops neuronal patterns of primitive 
emotions and sensorimotor neuronal patterns in infants. 
Their everyday coherency with the social world forms 
various integrated neuronal patterns of different emotions 
from the existing ensemble of emotion scripts in their 
community. We believe that caregivers contribute to the 
formation of emotion scripts and, consequently, shaping of 
specific neuronal patterns in infants [1]. Obviously, adults 
experienced intentionality before their coherent mental 
process began with newborns. Life experience taught them 
particular emotion scripts and defined their precise motion 
kinematics, that formed more elaborated sensorimotor 
patterns. In routine cooperation with newborns, a caregiver 
enters in interactional synchrony with a newborn, under the 
influence of supranormal stimuli, being in social 
entrainment. Therefore, the similar M-S gateways are excited 
in the dyad. Meanwhile, the adult's current intentionality has 
already triggered a particular network that includes current 
emotion patterns and sensorimotor patterns. Part of it 
corresponds to a primitive complex emotion-sensorimotor 
network in the newborn with similar M-S gateways. This 
newborn's primitive network is less developed, although it is 

similar to the part of the adult's integrated complex network. 
It can be assumed that the neurons in the connections of 
different excited emotion patterns and sensorimotor patterns 
of both neural systems receive similar stimulation due to 
interactional synchrony and emotional arousal of organisms. 
The neurons of mature organism receive LTP, being induced 
cooperatively via many stimulations. If simultaneously, 
neurons of mature and immature organisms are also induced 
by a single harmonic oscillator, these neurons of specific M-
S gateways go into the coordinated state [47]. According to 
Danilov [46], due to STDP, the precise order and timing of 
pre- and postsynaptic action potentials trigger LTP or LTD 
regulating the connection strengths between neurons. These 
M-S gateways of the neonate begin to react on the high-
frequency sequence of stimulation in the same way as those 
M-S gateways in the caregiver and receive LTP [47]. The 
relationships of these neurons teach the specific M-S 
gateway of the newborn to react to the specific stimulation, 
supporting STDP in responding to a particular emotional and 
sensorimotor neural pattern [47]. In such a manner neurons 
of mature organisms train newborns' neurons, being in 
coherence; because the adult and infant neurons behave as a 
single unit [1]. 

Therefore, specific M-S gateways are sensitive in dyads, 
and these organisms equally respond to specific sensory 
modalities [1]. The induction of t-LTP and t-LTD in single 
spines follows a bidirectional Hebbian STDP learning rule 
[46]. Hebbian theory claims that an increase in synaptic 
efficacy arises from the learning process. The PDE problem 
in the chaos of irrelevant stimuli requires a teaching 
mechanism from the beginning. The coordinated state of 
neurons is a possible option of their cooperative activity, how 
infants' neurons learn spike-timing-dependent plasticity [1]. 

Emotion sharing indicates implicit modality of social 
interaction. The coordinated state of neurons in the certain 
M-S gateways is a possible option of how infants' neurons 
learn STDP [1]. This involvement of similar networks and 
the sensibility of the certain M-S gateways lasts as long as is 
necessary to teach the immature nervous system. The 
coordinated state of these neurons ensures their immediate 
response to the specific stimulus, regardless of the spatial 
division of organisms. Therefore, specific M-S gateways are 
sensitive, and these organisms equally respond to specific 
sensory modalities. This is an old evolutionary mechanism 
because interaction without sensory cues should be the 
primary and archetypal modality in biological systems 
beginning from bacteria. Section IV shows why we believe 
so. 

IV. GOAL-DIRECTED COHERENCE 
Knowledge about a coordinated state of neurons from 

different organisms can complement the set of social 
interaction modalities. The manuscript shows two possible 
options for involving cells into a coordinated state: 
entanglement of entire cells or their coordinated activity due 
to an agent (chemical element or compound). In the latter 
option, the entangled state of the agent leads cells to 
coordinated cooperation. Three candidates can pretend to 
become such an agent: they are the atom of hydrogen [48], 
the Posner molecule [49], and protein. According to Danilov 
and Mihailova [50], the idea of the protein as the agent 
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seems to be more plausible from the two other above 
mentioned. 

A. Protein as the Agent 
Proteins become biologically active only when folded 

into a three-dimensional structure of amino acids formed into 
particular, highly complex configurations. A relatively small 
protein of only 100 amino acids folds into its functional 
shape in nanoseconds [51]. This high rate of choosing 
through a vast number of different possible configurations (at 
least 10 to the power of 100 options!)[50] in forming the 
precise symmetric configuration corresponds only to 
quantum mechanisms [50]-[55]. Consequently, it is possible 
to assume that quantum mechanisms can have a widespread 
connection mode between protein molecules in nature.  

In bacteria, protein takes part in photoreceptors [56]. The 
review on the photoreceptors in plant-associated bacteria 
identified common traits such as protein-protein interaction 
during signal transduction [57]. Even more, these light-
sensitive proteins seem to control infectivity and virulence to 
a level that generates not too much harm to the plant host 
[57], interacting with plants cells.  These facts are relevant to 
quantum relationships between amino acids of bacteria 
proteins and between amino acids of bacteria and those from 
the plant [50]. In humans, protein Reelin is essential for 
hippocampal integrity and synaptic plasticity. According to 
Faini et al. [58], this molecule contributes to neural circuit 
assembly, refinement, and function, as well as axonal 
guidance, synaptogenesis, and dendritic spine formation. 
Thus, the entanglement between protein molecules of 
neurons from different organisms could become a candidate 
for their connection that leads to neurons' coordinated 
activity in different organisms [50].  

B. Goal-Directed Coherence in Biological Systems 
Social animals demonstrate the quality of goal-directed 

coherence. This quality is defined by the ability of organisms 
to select only one stimulus for the entire group instantly. It 
seems that its main features can be defined as follows: a) 
bypassing sensing (insensitivity to sensory perception), b) 
independence from a distance, c) instantaneousness in time. 
There are a few arguments why proposes this definition: 

a) Bypassing sensing. Bacteria are the smallest free-
living (self-replicating) organisms. They were among the 
first life forms to appear on Earth. The phenomenon of 
community phototaxis in bacteria is the concerted movement 
of an entire colony of cells towards or away from the light 
source which mechanism is still undefined [59]. According 
to Danilov [60], by themselves, photoreceptors of bacteria 
cannot measure the field gradient and show the direction of 
movement. However, community phototaxis involves direct 
sensing of the position of a light source [60]. The ability of 
the single cell to independently determine the direction of 
movement contradicts the simplicity of its internal structure-
organization [60]. 

According to Zirbes et al. [61], earthworms demonstrate 
the cooperative ability to choose the same direction of 
movement as their conspecifics. According to Danilov [60], 
this earthworms' ability shows the incongruence of the 
complexity required communication and a set of sensory 
modalities in earthworms because their simple nervous 
system and sensory receptors make communication 

impossible. Therefore, the only possible explanation for 
ea r thworms ' coopera t ive ach ievements wi th a 
communicative disability is that these organisms can 
together separate sensory stimuli according to their 
significance [60]. For this reason, they need to share the 
significance of the specific cue. 

b) Independence from a distance. Individual ants perform 
large distance foraging excursions up to 1200 m, from which 
they return on a direct, shortcut way to their nests and can 
infer this ground distance when walking over hills [62]. 
Individual ants successfully perform this task without direct 
visibility of the goal and changes in the environment (wind, 
light, etc.). They seem to choose the certain path strategy 
from different options through interaction with their nest-
mates on a case-by-case basis [60]. There is a dichotomy 
between the perceptual ability of organisms and 
environmental conditions–such as inappropriate distance, 
landscape, and weather–that are needed for successful 
interaction through sensory cues [60].  

c) Instantaneousness in time. According to Danilov [60], 
flocks of birds, schools of fish, and hordes of insects also 
show the phenotype of the synchronization, performing the 
cooperative movements. Moreover, these social organisms 
can instantly change the direction of movement and shape 
fantastic collective forms in motion at a high rate. These 
collective movements intend the joint ability of organisms to 
choose the same direction of movement that required 
simultaneous information exchange. The high-speed rate of 
changing movement direction can mean the interaction 
modality that proceeds instantaneously, bypassing sensory 
receptors. Furthermore, all biological systems demonstrate 
instant interaction if they successfully perform the two 
previous features of bypassing sensing and interacting, 
overcoming insuperable distance. Indeed, in a multi-stimuli 
environment, when many organisms are required to instantly 
choose one stimulus from a dozen irrelevant ones, only 
simultaneous information exchange (instant) provides the 
correct solution for choosing the one correct stimulus for the 
whole group. 

Many other biological systems also show two or three 
features of the quality of goal-directed coherence. Such a 
quality is presented in the mother-fetus dyads in humans.  
The intriguing facts of fetal facial expressions, voice 
recognition, and twin fetuses co-movement highlight the 
vital role of interaction in mother-fetus dyads in cognitive 
development [60]. Common sense assumes that this is the 
way it should be, while biology emphasizes separating these 
organisms. Fetuses own their autonomous nervous system. 
There is no communication between these organisms–the 
mother can not explain to her fetus social meanings using 
sensory cues. Even the mother's voice is a social cue, 
unintelligible for her fetus. Indeed, the meaning "mother" 
begins from self-awareness, from understanding the 
meanings of "self" and "other" and then understanding many 
other essential needs–just hearing a sound every minute does 
not lead to understanding its meaning. Even an undeveloped 
nervous system of fetuses casts doubt on the possibility of 
communication, and even more so the absence of abstract 
thinking at this stage of development. Nevertheless, the 
above facts show that, during gestation, some social learning 
succeeds, despite the absence of communication. 
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According to Darwinism, if inherited valuable qualities 
appear in every generation, the useful variations become so 
noticeable that the organism evolves into a new species over 
several generations.  If the quality has been preserved over 
many generations of a phylogenetic ancestor, it manifests 
itself in one form or another in different species of its 
offspring. These arguments mean that quality preserved in 
simple organisms through many generations should manifest 
itself in one form or another in more developed animals. 

Even in simple organisms, the sustainability of an 
organism's development in colonies (first of all, increased 
protection against predators and foraging efficiency) 
contributes to the propagation of the corresponding 
phenotypic features. If the quality of goal-directed coherence 
propagates in different species through an evolution 
development, this quality's single primary physical 
mechanism could exist. The entanglement between protein 
molecules from different organisms could become a 
candidate for triggering this physical mechanism. Because 
this molecule contributes to animals' interaction ability, 
beginning from essential motility organs in simple organisms 
(by presenting in receptors) to neural circuit assembly 
regulation and spike-timing-dependent plasticity in neurons 
of organisms with the nervous system. 

Nevertheless, there are three candidates for this 
coherence mechanism of the organisms' cooperativity. 
Further research is needed to understand if this physical 
mechanism exists in all animals and because of what agent. 

C. Findings in Physics for Goal-Directed Coherence  
In physics, all matter with a temperature greater than 

absolute zero emits thermal radiation, consisting of 
electromagnetic fields. Coherence means a fixed relationship 
between the phase of waves of a single frequency and 
identical waveforms of two or more waves. Therefore, two 
neurons can become coherent in the case of features 
correspondence of their radiation. Quantum coherence 
appears from the interference of particles' quantum waves 
with each other.  

According to the received view in physics, in short, 
coherence is converted into quantum entanglement. Streltsov 
et al. [63] argued that coherence in a system is converted into 
entanglement with another separate system. Any nonzero 
coherence in a system can be converted into an equal amount 
of entanglement between that system and another initially 
incoherent one [63]. From this perspective, a single harmonic 
oscillator can induce quantum entanglement in two or more 
particles of different systems if the properties of this 
electromagnetic field are such as it induces coherence of 
these particles.  

Marletto et al. [64] argued that they found empirical 
evidence of entanglement between bacteria and the light 
(modeled as a single quantum harmonic oscillator). If so, this 
empirical data is probably the first evidence of quantum 
entanglement within a colony of one of the most ancient 
living organisms in nature. However, this result can also be 
regarded as a coordinated activity of the bacteria colony due 
to a single harmonic oscillator. That is, even though the 
experiments by Marletto et al. [64] have shown the 
entanglement of objects close to quantum scale size, 
according to the received view in physics, these cells are not 

the objects of quantum physics. Therefore, the conclusion 
can be threefold. First, as these authors argued, they induced 
the entanglement between bacteria. The generation of 
entanglement between increasingly macroscopic and 
disparate systems is an ongoing effort in quantum science 
[65]. Recent studies have shown that the behavior of objects 
15 micrometers in size is consistent with the quantum 
world's laws, such as the phenomenon of quantum 
entanglement [66]. In comparison, a neuron's nucleus has a 
diameter of 3 to 18 micrometers, and a neuron has a size of 4 
to 100 micrometers. Second, these objects can also be 
considered systems of atoms. While this is also entanglement 
however from this point of view, it can be defined as an 
entangled state between two or more quantum systems. For 
instance, recent studies showed that it is also possible. An 
entangled state was generated between a millimeter-sized 
dielectric membrane and an ensemble of 109 atoms [65]. 
Third, the experimenters observed the coordinated activity of 
bacteria due to the entangled state of an agent in these cells. 
The current article proposes that the amino acids from the 
protein molecules or the protein molecules themselves can 
become such an agent of the entanglement.  

The article considers protein molecules in photoreceptors 
of bacteria (and neurons as well) as the agent of this 
coherence. From this perspective, the single harmonic 
oscillator can entangle the protein molecules (or amino acids 
from the protein molecules) from different bacteria receptors. 
The coordinated states of photoreceptors of different bacteria 
lead to coordination in their motility. From this point of view, 
during the experiment by Marletto et al. [64], a single 
harmonic oscillator with identical frequency and waveform 
electromagnetic field as in protein amino acids (or the whole 
protein molecules) induced entanglement of different cells' 
proteins promoting similar activity of bacteria. Considering 
the essential role of protein in simple organisms (in the 
activity of the photoreceptors) and organisms with the 
nervous system (in neural circuit assembly regulation and 
spike-timing-dependent plasticity in neurons), the quality of 
Goal-Directed Coherence might be the ground of biological 
systems and widely distributed in nature. 

Moreover, the properties of quantum entangled systems 
promote coordinated activity in biological systems 
overcoming the long distance between organisms. 
Entanglement is an essential property of multipartite 
quantum systems, characterized by the inseparability of 
quantum states of objects regardless of their spatial 
separation [65]. A recent study tested quantum entanglement 
over great distances, sending entangled pairs of photons to 
three ground stations across China—each separated by more 
than 1200 kilometers. Yin et al. used the Micius satellite, 
which was launched last year and is equipped with a 
specialized quantum optical payload. They successfully 
demonstrated the satellite-based entanglement distribution to 
receiver stations separated by more than 1200 km [67]. 
Therefore, goal-directed coherence in biological systems 
(shared intentionality in humans) should also be possible in a 
long distance between organisms. 

The study shows a possible direction for progress in e-
learning by designing an advanced e-curriculum that can 
stimulate shared intentionality in students. We believe that 
the ideas mentioned above contribute to an advanced e-
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learning curriculum for young children. Recent case studies 
(conducted online) with the educational task to children aged 
12 to 33 months show coordinating actions in the absence of 
communication through sensory cues in the mother-child 
dyads that promoted numerosity in infants and toddlers in a 
short course at an age younger than others (before then peers 
do) [68] [69]. 

V. CONCLUSIONS 
The current study discussed a possible foundation of 

Shared intentionality for stimulating Coherent Intelligence 
that can form grounds of advanced e-curriculum. The 
analysis of recent empirical data yields a hypothesis of 
beginning cognition–the Model of Coherent Intelligence and 
its neuronal foundation of how the pure nervous system 
distinguishes sensory stimuli. This hypothesis postulates two 
new ideas of the PDE basis: (1) cognition begins from a 
separation of sensory stimuli: LTP can only be induced in 
neurons of particular M-S gateways (not all)–selective 
induction promotes selective sensitivity to the chaos of 
irrelevant stimuli. (2) Neurons can learn STDP in social 
interaction by repeating the timing code of other organisms' 
mature neurons to modulate certain synaptic strength, which 
triggers either LTP or LTD [1]. We believe that the MCI 
shapes intentionality in intimately related individuals. 
Coherent Intelligence is the integration of M-S gateways of 
particular brain areas, which contributes to different 
organisms' sensibility to similar sensory inputs [1].  

Recent hyperscanning shows an increase in coordinated 
neuronal activities in subjects during collective efforts in the 
absence of communication through sensory cues [34]. This 
finding may mean indirect evidence of the hypothesis about 
the Model of Coherent Intelligence and its neuronal 
foundation. In addition, a growing body of literature on 
increasing the efficiency of cooperative decision-making in 
groups without sensory cues between subjects [10][24][36]
[37] also shows empirical indirect evidence of the MCI.  

The paper suggested that this social quality of humans is 
the outcome of evolution development. Social animals 
demonstrate the quality of Goal-Directed Coherence. The 
paper defined this quality as the ability of organisms to 
instantly select only one stimulus for the entire group. It also 
argued its main features: a) bypassing sensing (insensitivity 
to sensory perception), b) independence from a distance, c) 
instantaneousness in time. 

The manuscript showed the candidate for triggering this 
physical mechanism–entanglement between protein 
molecules from different organisms (or amino acids from the 
protein molecules). This molecule contributes to animals' 
interaction ability, from essential motility organs in simple 
organisms (by presenting in receptors) to neural circuit 
assembly regulation and spike-timing-dependent plasticity in 
organisms with a nervous system (by presenting in neurons). 
Nevertheless, the paper proposed three candidates for this 
coherence mechanism of the organisms' cooperativity. 
Further research is needed to understand if this physical 
mechanism exists in all animals and what kind of agent it is. 

We believe that this approach may contribute to studying 
the mind and, specifically, understanding the appearance of 
intentionality. In addition, we believe that these findings may 
contribute to an advanced e-curriculum, specifically in 

teaching children from 2 years of age with communication 
disabilities. Further research can also examine whether the 
MCI can provide a contactless interaction of the computer 
with neuronal circuits, in which the computer would become 
a part of the extended mind. This approach provides a wide 
range of possibilities for developing advanced intelligence 
systems, in specific a human-computer interface. 
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Abstract – The GIOCOnDa LOD platform, developed in the 
context of a project funded by the EU programme Interreg, aims 
to make Linked Open Data (LOD) available in an easy and 
convenient way, without the need of any software programming. 
This paper illustrates the implemented platform that, starting 
from a common Open Data repository, can automate the 
production and publishing of Linked Open Data. The platform is 
configurable and extensible as it enables to define mapping 
configurations for new datasets hiding the complexity of the 
ontology in the mapping process. The paper also presents some 
examples of data consuming applications, using some 
GIOCOnDa LOD datasets. 

Keywords - Linked Open Data (LOD); GIOCOnDa; LOD 
publishing; LOD consuming; OntoPia. 

I.  INTRODUCTION 
The work described in this paper, firstly introduced in [1], 

was developed in the context of the EU Interreg GIOCOnDa 
project (“Integrated and holistic management of the open data 
life cycle”, March 2019 – April 2021), funded by the Interreg 
V-A Italy-Switzerland Programme, which aims to create value 
by developing information products based on the re-use of 
public Open Data [2]. The project focuses on data that are 
relevant for the touristic sector, coming from the Insubric area, 
a cross-border territory across Italy and Switzerland. They 
include data about museums, accommodation facilities, and 
environment. The main data sources currently used are: 
Regione Lombardia open data portal [3], and ARPA (Regional 
Agency for the Protection of the Environment) [4] for Italian 
data; Wikidata, Ticino Turismo [5], and OASI [6] for Swiss 
data. 

One of the main results of the project is the creation of a 
platform for the publication of LOD (Linked Open Data) by 
public administrations. In the GIOCOnDa LOD platform, 
open data, coming from various sources and in different 
formats, are converted into homogeneous Linked Open Data, 
based on standard ontologies, and published together with 
their metadata. The platform enables conversion of existing 3* 
Open Data to 5* Open Data, according to the well-known 5-
star deployment scheme [7]: data are formalized in RDF, 
identified by URI and linked to other datasets. For this 
purpose, a specific interlinking module was developed and 
integrated into the platform. 

This work answers an emerging need for generic and 
usable tools to produce linked open data. While the value of 
linked open data is widely recognized in the literature [8], their 
publication is still challenging. 

Different works and platforms have been developed to 
support this process. One of the first significant projects is 
Lucero and the resulting Tabloid toolkit, which aims to help 
institutions and developers to publish and consume linked data 
[9]. Another interesting work, which supports US open 
government data production and consumption, is the TWC 
LOGD portal [10]. Here a workflow for linked open data 
deployment is defined, consisting of different stages, where the 
conversion process is automated by using the csv2rdf4lod tool. 
A more recent initiative is represented by the Italian cultural 
heritage platform “dati.beniculturali.it”, promoted by the 
Italian Ministry of Culture, which collects and publishes 
standardized and interoperable LOD heterogeneous datasets 
[11]. 

An extensive survey of methods, tools, and techniques for 
generating and publishing linked open data reveals that the 
proposed approaches to produce linked data are often specific 
to a use case and usually concern a specific domain, such as, 
media, library, finance, education, and healthcare. These 
approaches can hardly be adapted to other use-cases and 
domains [12]. 

The main innovative aspect of the approach adopted in the 
GIOCOnDa platform is that it is generic and supports different 
source types and formats. In addition, it does not require 
programming skills or a deep knowledge of the RDF and OWL 
formalisms. 
 

This paper describes the publishing process from Open 
Data to Linked Open Data in the GIOCOnDa platform and 
presents some examples of applications that consume LOD 
produced using the platform. It is structured as follows: Section 
II presents the methodology adopted to publish LOD data; 
Section III focuses on the process of conversion of Open Data 
to LOD, one of the main steps of this methodology; Section IV 
presents the main functionalities of the GIOCOnDa LOD 
platform, in particular the LOD catalogue, and the input and 
output mapping, two processes that enable to convert data from 
different input data sources to the final LOD format; Section V 
explains how the interlinking module works and is integrated 
into the platform; Section VI presents possible use cases of 
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publishing a new dataset in the GIOCOnDa LOD platform; 
finally, Section VII proposes some examples of applications 
that exploit Linked Open Data to support users in their needs. 

 
II. METHODOLOGY TO PUBLISH LINKED OPEN DATA 

From a methodological point of view, a number of best 
practices, recommendations and guidelines have been defined. 
For example, Bauer and Kaltenböck [13] provide a step-by-
step model, highlighting the most important issues that need to 
be considered in LOD publishing; W3C [14] presents best 
practices designed to facilitate LOD development and delivery; 
the “Agenzia per l’Italia Digitale” (AGID) [15] proposes a 
general methodological approach for the interoperable opening 
of public data through the LODs. This methodology basically 
consists of the following steps: selection of dataset, data 
cleaning, analysis and RDF modelling, enrichment, 
interlinking, validation, and publication. 

The approach adopted in GIOCOnDa is in line with the 
above best practices and guidelines and, in particular, with 
those proposed by AGID. The selection of datasets was made 
on the basis of the results of a previous need analysis phase 
carried out with a number of stakeholders during the project. 
As a starting point, data about museums, accommodation 
facilities, and environment of the Insubric region are selected. 

Concerning data cleaning, it is assumed that the selected 
datasets are already published as clean and accurate open data, 
where a quality check is already accomplished. 

Once selected, datasets are deeply analysed to understand 
their structure; then appropriate ontologies and vocabularies 
are identified to model them. 

In particular, the adopted ontologies are taken from the 
OntoPia network [16], also presented in [17]. They include, for 
instance, the Cultural-ON ontology for museums and the 
ACCO ontology for accommodations. In the GIOCOnDa LOD 
platform, data are imported from different sources and 
converted into the RDF format, according to these standard 
ontologies. The conversion process is detailed in the next 
section. 

As additional steps, datasets are enriched with metadata and 
interlinked to other datasets. Metadata are added to the single 
datasets following the DCAT-AP standard. Interlinks to other 
datasets are created by identifying alignments and similarities 
between different datasets. For instance, a museum from the 
“Regione Lombardia” dataset can be declared “the same as” a 
museum described in Wikidata. The identification of interlinks 
is mainly carried out using the Silk software libraries [18], as 
explained in Section 5. 

Finally, datasets are published using Openlink Virtuoso 
Universal Server [19], where they can be queried through a 
SPARQL endpoint. 

 
III. THE CONVERSION PROCESS FROM OPEN DATA TO LOD 

IN THE GIOCONDA PLATFORM 
The core of the system lies in the mapping functionality of 

heterogeneous data into Linked Open Data, according to 
standard ontologies. 

This conversion is a complex process that depends on the 
initial format and on the final standard RDF format. From a 

literature study it emerges that the most frequently adopted 
approach is the implementation of ad-hoc middleware. For 
example, to convert a relational database to LOD, a typical 
solution is to use declarative languages, such as D2R [20] or 
R2RML [21] that require ontological and programming skills.  

In the GIOCOnDa LOD platform, the complexity of the 
conversion process is simplified by defining a converter, 
facilitated by a graphical user interface that an expert can use 
to configure the conversion. This process can be explained 
through a simple example: we would like to convert two 
different datasets about museums into a common interoperable 
format. The first dataset concerns Lombard museums retrieved 
from the Regione Lombardia portal in JSON format by means 
of REST APIs [21]. The second is represented by Tessin 
Canton museums retrieved from Wikidata through SPARQL 
queries. 

Figure 1 shows an excerpt from the Lombard museums 
visualized on the Regione Lombardia portal [22], while Figure 
2 shows an example of a Swiss museum in Wikidata [23]. 
 

 
Figure 1.  Lombard museums from the Regione Lombardia Open Data 

portal. 

 

Figure 2.  The Swiss Vela Museum in Wikidata. 

To be able to configure the mapping from the original to 
LOD format, the structure of the two museum data sources has 
to be analysed by an expert and an appropriate ontology 
selected. In this phase it is important to find the most 
appropriate ontology to model the domain. Cultural-ON [24] 
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and its connected ontologies were chosen because they are 
representative of the museum domain and can be exploited to 
support transnational interoperability. 

The next step consists of analysing the different descriptive 
fields of the museum datasets: for instance, each Lombard 
museum is described in terms of 79 fields, such as 
denominazione museo (name), telefono (telephone), codice 
sede (site code) as shown in Figure 1. 

For each field, the objective is to find a match with the 
ontology classes and properties. For example, a museum could 
be represented as an instance of the cis:Museum class of the 
Cultural-ON ontology, where cis is the prefix of the ontology 
namespace; the telephone field can be mapped into a property 
of a smapit:OnlineContactPoint instance of the Social Media / 
Contact and Internet ontology [25]. 

 
Figures 3 and 4 present some details of the conversion 

result of a Lombard and a Tessin canton museum, respectively, 
into RDF Turtle, according to Cultural-ON and its connected 
ontologies. In particular, in the excerpts, the light blue border 
highlights the hasSite relation to the Site instance, and the 
orange one highlights the hasOnlineContactPoint relation to 
the ContactPoint instance with their respective properties. 
 

 
Figure 3.  Excerpt from the Lombard Museum of Science and Technology 

converted in RDF Turtle. 

 

 
Figure 4.   Excerpt from The Swiss Vela museum converted in RFD Turtle. 

It should be noted that the two museums, initially 
formalised in different ways on their original portal, are finally 
described in a common interoperable RDF format. This 
translation process leads, in this case, to information loss 
because there is not a full match between the initial format and 
the ontological one. The ontology is not expressive enough to 
represent all fields of the original data sources, although it 
contains more classes and properties than the original file 
format. For instance, the number of visitors is not included in 
the Cultural-ON ontology. 

In the conversion process, the mapping from the initial 
input data format to the final RDF format would need to be 
configured for each data source. This requires knowing the 
OWL syntax and understanding the classes and properties of 
the selected ontologies. 

To simplify the conversion process, an internal vocabulary 
was created to describe in a homogeneous and simple way data 
coming from different sources, without knowing the details of 
the ontology and further separate the input from the output. 
The main advantage of having this vocabulary is to hide the 
complexity of the ontology in the mapping process. The 
internal vocabulary is organized in categories, that represent 
contexts or ontologies; each category contains classes; each 
class has a number of fields. For instance, to describe museums 
we have defined the museum Cultural-ON category; this 
category contains classes, such as museum and discipline, and 
fields, such as geographical coordinates. 

Thanks to the internal vocabulary, the conversion process is 
divided in two steps (see Figure 5): 
• the conversion from the input data format to the internal 

vocabulary (input mapping) 
• the conversion from the internal vocabulary to the 

ontological LOD format (output mapping). 
 

 
Figure 5.  Two step conversion process: the museum data example. 
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Going back to the museum example, the two datasets, 
originally described in different formats and with different 
descriptive fields, are translated by means of the input mapping 
specifications into a common format, which is described by the 
internal vocabulary (defined in the output mapping). The 
resulting datasets are then converted to the LOD format, 
according to standard ontologies, by means of the output 
mapping specification. This guarantees standardization and 
semantic interoperability. 
 

While it is necessary to configure the input mapping of 
each imported dataset towards the internal vocabulary, the 
output mapping of a specific category (e.g., museum) to the 
corresponding LOD format has to be configured only once. 
The first step can be accomplished by a user who knows the 
input format, the domain, and the internal vocabulary; the 
second step requires a wide knowledge of the ontologies and of 
the OWL language. 

This mechanism that converts Open Data into Linked Open 
Data based on two independent and configurable steps is the 
peculiar feature of GIOCOnDa. With respect to other LOD 
frameworks, we introduced a novel flexible and dynamically 
configurable system that simplifies the conversion and 
production of LOD. 

 
It is worth noting that the conversion process may require a 

certain amount of time to produce LOD, which may vary from 
seconds to minutes according to the complexity of the data 
sources and the mapping specifications. This makes the LOD 
dataset not appropriate for real-time applications, although 
dataset updates can take place at regular intervals. 

 

IV. GIOCONDA LOD PLATFORM 
The GIOCOnDa LOD platform [26] is mainly oriented to 

domain and ontology experts, who operate using their own user 
accounts to create and modify datasets. Public administrations 
can submit new datasets for conversion into LOD. The LOD 
datasets are also made accessible through a public portal 
without registration. 

The platform, implemented as a Java-based web 
application, provides different functionalities that enable the 
publication of LOD datasets starting from open datasets, and 
their visualization in a catalogue or in a map.  

The web app presents a menu consisting of different items: 
dataset catalogue, input mapping, and output mapping. 

 
A. LOD Datasets 

The catalogue shows the list of the existing datasets, as 
shown in Figure 6, and enables the creation of a new LOD 
dataset by converting an existing open dataset on the basis of 
the input and output mapping configuration. The system 
supports dataset updates at regular intervals (e.g., for air quality 
measurements) and propagates the changes to the RDF 
representation. 
 

 
Figure 6.  LOD datasets catalogue. 

 
By clicking on the “map view” button, it is possible to 

visualize data on the map, whenever they have geographical 
coordinates, as shown in Figure 7. 
 

 
Figure 7.  LOD Datasets visualized in the map. 

Approximately 25 datasets about accommodation, 
museums, and air quality were boosted to LOD through the 
GIOCOnDa platform. Concerning validation, the output 
mapping process guarantees by design and implementation that 
the produced datasets are accurately serialized in RDF format 
conforming to the selected ontologies. A further manual 
checking was accomplished on some resources of each 
typology. 

 
From the LOD datasets page (shown in Figure 6), it is 

possible to add a new dataset by clicking on the corresponding 
button. This action activates the conversion process, driven by 
the input and output mapping on the specific data sources. The 
“Add new dataset” function was used to generate the single 
datasets shown in Figure 6, but it could also be used to 
combine more sources to produce a unified dataset (see Figure 
8). For instance, to create the “Insubric museum” dataset, it is 
possible to select the Italian and Swiss museums as data 
sources, “IT musei” and “TI musei” respectively. 
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Figure 8.  New dataset creation. 

 

B. Input Mapping 
The Input mapping concerns the configuration of the 

conversion from the input format to the internal vocabulary. 
Together with the output mapping, it enables to configure the 
conversion from different input data sources to the final LOD 
format. 

The system accepts input data retrieved from sources in 
different formats, such as JSON, CSV, and XML, and using 
different import modes, such as Rest APIs, SOAP APIs, and 
SPARQL Queries. For each input format and import mode the 
conversion towards the internal vocabulary is configured 
through the input mapping. 

Figure 9 clarifies how the mapping mechanism works: the 
first column shows the fields of the original data source; the 
second and third columns concern the internal vocabulary, 
where in particular the second identifies the category, and the 
third the field.  

Categories and fields of the internal vocabulary are 
predetermined and selected from a drop-down menu, while the 
source fields must be entered by hand, according to the data 
structure in use, as explained later. 

In the example shown in Figure 9, fields of the “Cultural-
ON museums” category are used; the “email_sede” field of the 
initial source, representing the email of the museum site, for 
example, is mapped into the “email” field of the “museum 
Cultural-ON” category of the internal vocabulary. In some 
cases, it is possible to group multiple fields of the data source 
into a single field of the internal vocabulary; for example, to 
compose the field “full_address”, more fields of the input 
source are used. 

 
In this mapping, particular attention is dedicated to how 

geospatial data are represented [27]. This is essential to 
guarantee interoperability and efficient sharing of information 
across different regions and national standards. The Cultural-
ON ontology assumes, by default, that spatial data are 
represented in the geocentric Datum WGS84 and that the 
coordinates are expressed in terms of latitude and longitude. 
Therefore, data are transformed into this system when they are 

imported into the GIOCOnDA platform and appropriate 
metadata are added to make the Coordinate Reference System 
(CRS) explicit. 

 

 
Figure 9.  Input mapping. 

 
The input mapping mechanism is the same for the different 

import modes, which only differ for the way the original data 
structure is imported. 

For instance, Figure 10 shows an example of configuration 
of a JSON data source imported through Rest APIs. 
 

 
Figure 10.  Rest API configuration. 

 
On this page the data source is first defined through a 

name, a URL, and the licence, followed by a testing section 
and the input mapping section as presented in Figure 9. In the 
“Source testing” section there is a “run request” button, which 
is used to verify the proper functioning of the specified REST 
call; this button visualizes all the returned fields of the input 
source together with their values. This call is also useful to 
examine the field names to be used as input sources in the 
configuration of the input mapping. 
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C. Output Mapping 
From the output mapping page, it is possible to create, 

modify and extend the internal vocabulary, and define its 
mapping to the ontology. This process requires a deep 
knowledge of ontological concepts and existing reference 
ontologies. Nevertheless, this mapping has to be done only 
once for each category by an expert. 

As already said, the internal vocabulary consists of several 
categories, similar to contexts or ontologies; each category 
contains classes, with a number of associated fields. Examples 
of categories include museums, addresses, accommodations, 
etc. 

As shown in Figure 11, the output mapping defines the 
match between internal vocabulary classes and ontology 
classes, and between fields of the internal vocabulary and 
object and datatype properties of the ontology; this is visible by 
activating the “Show fields” button. 
 

 
Figure 11.  Output mapping: class and field match. 

 
It is worth noting that only categories and fields of the 

internal vocabulary defined in the output mapping can be used 
in the input mapping (but not classes), providing in this way a 
simplified version of the data structure for non-expert users. 

Another action that takes place in the output mapping is the 
interlinking configuration. For this purpose, a specific 
interlinking module was developed and integrated into the 
GIOCOnDa LOD platform. The next section describes how the 
interlinking process works. 

 

V. THE INTERLINKING MODULE 
In order to boost a dataset to 5* level, it is necessary to 

enrich the RDF file with connections towards external sources. 
The rules to create cross-reference links towards external 
datasets, such as Wikidata, are defined in specific files, 
generated using the Silk Link Specification Language, 
serialized as .xml using the Linkage Rule Editor. 

Once the Silk files are generated, it is necessary to 
configure the interlinking and then activate it. 

The configuration is accomplished in the output mapping 
page, where one or more interlinking files can be associated to 

each category of the internal vocabulary (e.g., museum). This 
association is called “interlinking configuration”. 

The activation takes place on the datasets page, where it is 
possible to enable or disable interlinking on a specific dataset.  

The rest of this section describes the Linkage Rule Editor, 
the interlinking configuration, and the interlinking activation in 
more detail. 

 

A. The Linkage Rule Editor 
The Linkage Rule Editor is part of the Silk Linked Data 

Integration Framework [18]. This open-source framework for 
integrating heterogeneous data sources was selected for the 
easiness to be adapted and integrated into the GIOCOnDa 
LOD platform. In general, the primary use cases of Silk 
include: generating links between different data sources and 
applying transformations to data from structured data sources; 
Linked Data editors can use Silk to set up RDF links from their 
data sources to other data sources on the web. Silk is 
powerfully based on the Linked Data paradigm, where, on the 
one hand, RDF provides an expressive data model for the 
representation of structured information; on the other hand, 
RDF links are set up between entities in different data sources. 

The rules to create cross-reference links towards external 
datasets are defined in the Linkage Rule Editor page (Figure 
12). 

Link specifications can be created using the graphical 
interface or manually in XML. Using the Silk Link 
Specification Language (Silk-LSL) declarative language, 
developers can specify which types of RDF links must be 
detected between data sources, as well as the conditions that 
data elements must meet to be interconnected. These link 
conditions can combine various similarity metrics and can take 
into account the graph around a data element (entity), which is 
identified using the RDF path language.  

Silk accesses the data sources via the SPARQL query 
language, supporting the use of local and remote SPARQL 
endpoints. 

Figure 12 shows the creation of the owl:sameAs link 
between different entities based on the comparison of their 
geo-location coordinates. In particular, the first sourcePath and 
targetPath take the latitudes, while the latter two take the 
longitudes both from instances of a museum of the GIOCOnDa 
LOD dataset and of Wikidata. We use the following criteria to 
match entities from the two data sources: if two entities of the 
same type (e.g., one museum from the GIOCOnDa LOD 
dataset, another from Wikidata) are located within 10 meters 
each other, then they are considered as the same entity. 

The process corresponding to the rules defined in the 
example of Figure 12 is the following. First, the coordinates 
are obtained via the corresponding SPARQL queries; then a 
numerical comparison (numericEquality) is performed both 
between the latitudes and between the longitudes, with a 
precision up to the 4th decimal place and a maximum threshold 
of 0.0001. This is equivalent to about ten meters in the physical 
world. If both pass the equality comparison (min represents a 
logical “and” aggregation), the interconnecting link is created 
by declaring an owl:sameAs relationship. In simple words, two 
museums are considered the same if their distance is below ten 
meters. 
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Figure 12.  Example of the Linkage Rule Editor use.

B. Interlinking configuration 
Figure 13 shows an example of the interlinking 

configuration within the Output mapping page for a specific 
category. On this page it is possible to upload a rule set from an 
external file, remove an existing set, create a new rule set, or 
modify an existing one, by opening the Linkage Rule Editor 
page (see also Figure 12). 

It is worth noting that the Linkage Rule editor is a page 
fully integrated into the GIOCOnDa LOD platform, after 
adaptation of the Silk original editor page. 

 

C. Interlinking activation 
The interlinking activation takes place on the configuration 

page of a dataset, where, through selection, it is possible to 
activate or deactivate one or more configuration files on the 
current dataset (Figure 14).  

 
 
 

 

 

 
Figure 13.  Example of interlinking configuration for a category in the output 

mapping configuration page. 
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The ability to simultaneously use multiple configurations 
allows interlinking between the generated RDF dataset and 
multiple data sources to be performed; for example, 
interlinking with the Wikidata endpoint with one configuration 
file, while interlinking with Open Street Map with a second 
one. 

 

 
Figure 14.   Example of interlinking activation. 

 

VI. LOD PUBLISHING PROCESS: USE CASES 
To better understand how the process of publishing a new 

dataset works, three different use cases can be distinguished:  
 

• request for publication of a dataset with the same 
structure of an existing one (for example, a new dataset 
structured as the Lombard museums). Since the mapping 
from the input format to the internal vocabulary of that 
category is already configured, the conversion will simply 
take place by duplicating the existing input mapping 
configuration; the output mapping is already configured; 
 

• request for publication of a dataset with a new initial 
structure that can be mapped into the existing internal 
vocabulary (for example, a new dataset about museums, 
structured in a different way compared to the existing 
datasets). In this case it will be necessary to configure the 
input mapping from the input format to the internal 
vocabulary of that category; the output mapping is 
already configured; 

 
• request for publication of a dataset with a new initial 

structure that cannot be mapped into the existing 
internal vocabulary (for example, a new dataset relating 
to bike sharing, for which a vocabulary has not been 
defined yet). In this case it will be necessary: to look for 
an ontology that models the domain; to extend the 
internal vocabulary by adding the category “bike 
sharing”; to define the correspondence between the 
internal vocabulary and the domain ontology (output 
mapping); to configure the matching between the initial 
format and internal vocabulary (input mapping). 

 
In summary, in the first case, there is no need to configure 

input and output mapping, since they already exist; in the 
second case, a new input mapping configuration is required; in 
the third one both the input and the output mapping need to be 
configured. 
 

In all cases, once the two configurations of input and output 
mapping have been defined, it is possible to proceed with the 
creation of the new dataset. 
 
 

VII. CONSUMING GIOCONDA OPEN DATA 
  
Linked Open Data is useless if it cannot be extracted in a 

format convenient for processing and exploiting the enrichment 
and interlinking of LOD.  

To this end, the GIOCOnDa platform provides a SPARQL 
endpoint that can be queried to extract LOD data from the RDF 
data sources stored in the Virtuoso server, providing ontology-
based data access. The endpoint is available at the URL: 
https://gioconda.supsi.ch:8890/sparql. Thanks to this endpoint, 
anyone can fetch homogeneous data to implement new 
applications that can exploit the enrichment and interlinking of 
LOD, with a limited knowledge of the complex notions of 
ontologies and RDF. 

As case studies, two applications that provide new 
visualizations of the data are illustrated. The first provides an 
overview of the museums in Tessin and Lombardy, whose data 
have been already described in the previous section. The 
second application provides a list of holiday accommodations 
in Tessin and Lombardy.  
 

A. Overview of museums in Tessin and Lombardy 
As first example, we implemented an application that 

provides an overview of museums in Tessin and Lombardy. 
The application is interactive and allows zooming and focusing 
on a particular museum to access its main information: name of 
the museum, type of museum, geographical location, address, 
and a picture. These attributes are collected from public 
sources based on Linked Open Data (namely: Regione 
Lombardia portal and Wikidata), converted and interlinked in 
the GIOCOnDa platform. 

 
The purpose of the application is to allow people to explore 

and have an overview of the distribution of various types of 
museums in the two regions. People who have to take 
important decisions related to the presence of museums in a 
certain area, such as opening a new museum or establishing a 
new partnership among different museums covering the same 
subjects, may use this application. 
 

To implement the application, the visual analytics tool 
Tableau [28] was used. Tableau allows the integration of a 
large number of data sources, but unfortunately it does not 
allow the direct integration of SPARQL endpoints. To 
overcome this problem, the data.world platform [29] was used 
as a bridge to connect the GIOCOnDa SPARQL endpoint with 
the Tableau platform. Data.world is a cloud-based service that 
allows the creation of a repository of data that can be integrated 
with dozens of applications for analytics and visualization. In 
that way, we can produce visual representations of data 
accessing data directly from the GIOCOnDa platform (see 
Figure 15). 
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Figure 15.  Structure of integration of GIOCOnDa, Data.word, and Tableau. 

 
With this architecture, the dashboard illustrated in Figure 

16 was implemented in Tableau. This dashboard consists of 4 
coordinated views. On the top left there is a bar chart that 
shows the quantity of the different types of museums in the two 
regions. 

The user can filter out specific elements to see only data 
related to a particular region (Lombardy/Tessin) or location 
(city). A detailed view on the right provides a picture of the 
museum (if existing) and its details (name, location, type, and 
number of visitors per year). On the bottom left, the largest 
area is dedicated to a dot representation of museums on a map, 
and a tabular list of them on the right. Hovering the cursor of 
the mouse over a particular dot opens a new window with the 
details of the museum. Using this dashboard, the viewer can 
graphically represent LOD data extracted from GIOCOnDa 
datasets to make sense of the various types of museums and 
their spatial distribution in the two regions. 
 

B. Overview of accommodations in Tessin and Lombardy 
The second case study provides a list of holiday 

accommodations in Tessin and Lombardy. Like in the previous 
application, the purpose is to explore the different types of 

accommodations across the two regions in a uniform way. For 
this new application the source data are taken from Wikidata 
(that provides a list of Italian accommodations) and Ticino 
Turismo (for the Swiss data). GIOCOnDa regularly fetches 
data from these data sources, in order to keep data regularly 
updated, and store these open data in its internal data 
structures. 

To extract the data from the GIOCOnDa platform, the same 
infrastructure described in the previous case study was used. In 
this case, new SPARQL queries had to be written and a new 
visual interface to extract and visualize data relevant to this 
new goal was implemented. 

 
Figure 17 shows the dashboard implemented for this 

purpose. As in the previous application, we kept the approach 
of using a dot map to represent locations of accommodations. 
The circle colours encode the different types of 
accommodations (hotel, hostel, B&B, ...). A bar chart at the top 
shows the percentages of each type of accommodation in the 
two regions. A possible scenario for usage of this visualization 
is the following. An entrepreneur wants to invest in opening a 
new hospitality structure in Ticino. He/she may check this 
visualization and see that Agriturismo (farmhouses) and B&B 
are largely underrepresented in Tessin with respect to 
Lombardy, so he/she decides to open one or more structures of 
this typology. This could be an example of a decision driven by 
data and supported by this application. 
 
 
 

 

 
Figure 16.  Overview of museums in Ticino and Lombardy. 
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Figure 17.  Overview of holiday accommodations in Ticino and Lombardy. 

VIII. CONCLUSION AND FUTURE WORK  
This paper has presented a platform that facilitates the 

process of conversion of open data to Linked Open Data and 
some examples of applications that consume LOD to reveal 
information that cannot be captured in a different way. 

The GIOCOnDa LOD platform contains a number of 
conversion configurations that are already available to 
translate different data sources to LOD in various domains. 

The complexity of mapping existing data to standard 
ontologies is one of the major issues preventing a larger 
diffusion of LOD. The GIOCOnDa platform reduces the 
complexity of this process that would require deep 
knowledge of ontologies and programming skills. 

If we analyse the conversion process in further detail, it is 
possible to distinguish different use cases and complexity 
levels, according to the initial structure of the dataset to be 
converted. 

If the dataset has the same structure of an existing one 
(for example, a new dataset structured as the Lombard 

museums), the conversion is very simple, since the input 
mapping is similar to an existing one (it just needs to be 
duplicated) and the output mapping is already defined. 
However, the platform is also flexible and extensible, and 
enables to import and convert other datasets: for example, 
the conversion to LOD of a new dataset about museums, 
with a structure that can be mappable into the existing 
internal vocabulary, only requires the configuration of the 
input mapping from the initial format to the internal 
vocabulary, because the output mapping is already 
configured. More labour-intensive but still possible is to 
convert a dataset with a new structure, not mappable into the 
existing internal vocabulary; for example, a new dataset 
about bike sharing. 

In addition to the conversion of structured open data to 
standard RDF open data, another important step of the 
adopted methodology to produce LOD is the identification 
and creation of interlinks between datasets. A specific 
interlinking module was developed to configure and activate 
the process of identification of cross-reference links towards 
external datasets. The integration of the interlinking module 
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in the GIOCOnDa LOD platform enables lifting datasets to 
5* level, creating added value through an Extract-Transform-
Load (ETL) pipeline. This is demonstrated, for instance, in a 
showcase that presents data about museums of the Insubric 
region taken both from the GIOCOnDa LOD datasets and 
from Wikidata. 

Despite the benefits offered by the platform to publish 
LOD datasets (visual interface, configurability, 
extensibility), it also presents some limitations: the main one 
is the possibility of information loss during the conversion to 
LOD if there are fields not represented in the selected 
ontology. A possible solution would be the extension of the 
selected ontologies with additional fields and the publication 
of the new version with appropriate documentation. 
 

By using the platform functionalities, a consistent 
number of datasets were created and will be produced in the 
future. However, it can be difficult to interpret data in a 
tabular way; data gain more value when they are visualized. 
By means of visualization tools it is possible to communicate 
data findings and identify critical information to pull 
insights. 

 
To demonstrate the potential of Linked Open Data some 

applications were developed concerning museums and 
accommodations. In both cases the applications provide an 
overview of the distributions of these entities in the Insubric 
area, supporting decision making in these domains. Once the 
number of datasets increase, new opportunities will be 
available to develop consuming applications. 
 

In conclusion, it is possible to state that the GIOCOnDa 
project has reached its objectives thanks to the LOD platform 
and the connected applications: a consistent number of LOD 
datasets were published and examples of data consuming 
applications were implemented to show the LOD potential. 

 
In the future the platform will be further developed, 

completing and improving some parts, such as increasing the 
internal vocabulary to publish new LOD datasets, 
simplifying the user interface and refining the interlinking 
rule definition. 
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Abstract—Applying information systems within a business 
process requires a good understanding of the expected benefits, 
system requirements as well as of the effects that the process 
change will have on its actors and stakeholders. Integrating 
machine learning based systems (MLS) into a business process 
requires an even broader focus on potentially affected users 
and stakeholders. Leading to changes in the process, but also 
in the user and stakeholder behavior, ethical values are 
directly influenced by the decisions taken during the data 
processing stages within system development. In this paper, a 
scenario of an MLS, a fictional recommender system for food 
delivery, is used to identify potential ethical issues that occur 
during the composition and usage of the artifact. Data centered 
analysis of the system development is applied to identify, which 
ethical values are mostly affected in each data processing stage. 
It is argued that even when the used data for MLS is not 
originated from an individual, and thus is not necessarily 
subject to privacy regulations, ethical analysis and socially-
aware engineering of the information system are still required. 
Suggestions what ethical aspects can be implemented into the 
design of the MLS are derived here based on the presented 
scenario. The effects of MLS application in a business process 
are furthermore briefly outlined for every stage of data 
processing. Using this scenario-based approach allows 
identification of social and technical aspects that can be 
affected by the application of MLS in business context. 

Keywords- socio-technical systems; machine learning based 
systems design; ethical values; ethical analysis; business process. 

I. INTRODUCTION 
The challenge of the integration of ethical issues in the 

information systems design has been specifically laid out by 
Levina in [1]. 

The pervasiveness of algorithmic systems in our daily 
lives is stimulating public and research debate about their 
potential effects on the individual behavior and also on the 
society as a whole. Several companies and governmental 
initiatives react to this development by publishing ethical 
principles on how their Information Technology (IT) 
artifacts that involve Machine Learning (ML) components 
are created, leading to the so called “principle proliferation” 
[2]. Evidently, Information Systems Research (ISR) should 
manifest its leading role in pursuing practices for the creation 
of IT artifacts that are not only technically innovative but 
also socially acceptable.  

This paper provides a contribution by presenting and 
discussing the outcomes of the ethical analysis of a 

paradigmatic case of a Machine Learning-based System 
(MLS) application. Here, an MLS is an Information and 
Communication Technology (ICT) that is composed of one 
or more algorithms working together and capsuled into one 
or more executable software components [3]. The ethical 
analysis demonstrates what ethical values are affected the 
most in which data processing stage. These insights allow 
software developers and system architects to focus the 
introduction of socio-technical activities accordingly. The 
results of the applied analysis approach lay the ground for 
theoretical development of a mixed methods approach that is 
focused on ethical reasoning in ISR and engineering of 
socio-technical systems [4]. 

The presumption of this mixed methods approach is, that 
ethical compliance of an IT-system is an integral part of the 
design process, as well as the product use. The linkage to 
ethical questions and the design of an IT artifact can be 
historically established in several ways. First of all, the core 
of the engineering activities, such as software engineering 
and IT systems design, is the solution to the design problem 
[5]. Since there are multiple possibilities to solve a problem, 
(software) engineers weight one alternative against another. 
The decision criteria for the design alternatives can be 
financial restrains, user requirements and functional fit of the 
alternatives. Once the chosen alternative is realized as an 
artifact, it will have good and bad effects. Hence, one 
obvious moral obligation of a (software) engineer in the role 
of the solution creator is to pick a design alternative that does 
not induce harm [5]. Thus, to create an IT system that takes 
into account the effects of its application on the business 
processes, users, as well as the effected parties, theses 
potential effects need to be taken into account in its design 
[4][5]. It is e.g., the case, when digital systems such as a 
recommender or a digital assistant system provide a service 
for its user.  

A service, in the physical world, as well as digital, comes 
with costs that are not only monetary. It entails partial loss of 
autonomy in the realm it is being offered. User accepts the 
service if the assessed amount of the autonomy loss is 
acceptable and thus the user provides consent to this loss by 
agreeing to use the service instead of performing the offered 
function him- or herself. The engagement with the service 
can furthermore be associated by the user with loss of 
autonomy due to opaque processes of result generation. 
Social reluctance of these practices is evident. Only 19% of 
surveyed users of digital services believe that tech companies 
design their services with people’s best interests in mind and 
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47% feel they have no choice but to sign up to services 
despite having concerns [8].  

Identifying and complying to ethical issues in the MLS 
design can thus enable autonomous decisions for the user 
within the interaction with the service. In addition, this 
quality can provide a distinctive feature on the market of IT 
products. 

Following this reasoning, the goal of this research is to 
expand the present literature on potential ethical issues of 
MLS. The structure of the paper follows this reasoning. An 
example scenario is presented in Section V using the data 
process centered ethical analysis [7] described in Section IV 
and requirements of socio-technical system design in 
Sections II and III. Suggestions about how the identified 
ethical issues in Section VI can be integrated into the IT 
system are provided in Section VII. Using the offered 
scenario, the process and supplementary effort to include 
these aspects into the artifact design can be assessed by the 
system designer or business engineer, providing an 
actionable radius to create socially acceptable IT products, as 
well as to lay the ground for future research questions. 
Conclusion and outlook on the future work finish the paper. 

II. STATE OF THE ART IN SOCIO-TECHNICAL ASPECTS OF 
RECOMMENDER SYSTEMS 

Socio-technical systems are described via Baxter and 
Sommerville [4] as systems that involve a complex 
interaction between humans, machines and the 
environmental aspects of the work system. Machine 
learning-based systems incorporate this interaction already in 
their input, i.e., the data from which patterns are derived and 
test data sets for the mathematical models are the result of an 
interaction between a human and a business information 
system. Thus, their implementation into the organizational 
processes has an intermediate effect on the actors on the 
outside and inside of the organization. Specifically, in this 
context, socio-technical considerations are not just a factor 
within the systems development process, but they have to be 
considered at all stages of the development life-cycle.  

For MLS the system development life-cycle includes data 
processing. Data processing is furthermore divided into 
phases of data collection, data processing, model definition, 
model training and calculation of the results. The socio-
technical factors are triggered when the MLS results are 
implemented into a business process, requiring a human 
decision or a decision that concerns human actors. To catch 
these challenges the ALTAI principles were established by 
the European Commission [9] to help evaluate a socially 
aware MLS design. These are: Participation, Transparency, 
Human Autonomy and Auditability. These principles are 
considered here as facilitators for the software design 
approach that focuses on the person affected by the software 
result rather than the direct user of the software.  

Identifying ethical issues that might occur during the 
system design allows conclusions on the ethical values that 
are affected in different stages of system design. This activity 
is considered here the first step of the incorporation of these 
values into the design of a socially-aware information 
system. Hence, a scenario for an MLS, a recommendation 

application, is described Section V and used to demonstrate 
an approach to identifying ethical issues. 

III. OVERVIEW OF THE STATE OF THE ART OF ETHICAL 
ANALYSIS APPROACHES FOR RECOMMENDER SYSTEMS 
Ethical issues in the context of IT-artifacts have gained 

increasing attention in research over the last decade. 
Paraschakis [10][11] explores e-commerce recommender 
applications and suggests five ethically problematic areas: 
user profiling, data publishing, algorithms design, user 
interface design and online experimentations, i.e., exposing 
selected groups of users to specific features before making 
them available for everybody. Milano et al. [12] conduct an 
exhaustive literature review of the research on recommender 
systems and their ethical aspects and identify six areas of 
ethical concern: ethical content, i.e., content that is or can be 
filtered according to societal norms; privacy as one of the 
primary challenges of a recommender system; autonomy and 
personal identity, opacity, i.e., lack of explaining how the 
recommendations are generated; fairness, i.e., the ability to 
not reflect social biases; polarization and social 
manipulability by insulating users from different viewpoints 
or specifically promoting one-sided content. Milano et al. 
[12] also show that the recommender systems are designed 
with the user in mind, neglecting the interests of the variety 
of other stakeholders, i.e., interest groups that are being 
directly or indirectly affected by the recommendation. 
Polonioli [13] presents an analysis of the most pressing 
ethical challenges posed by recommender systems in the 
context of scientific research. He identifies the potential of 
these systems to isolate and insulate scholars in information 
bubbles. Also, popularity biases are identified as an ethical 
challenge potentially leading to a winner-takes-all scenario 
and reinforcing discrepancies in recognition. Karpati et al. 
[14] analyse food recommendation systems and identify 
several ethically questionable practices. They name the 
commitment to already given preferences and thus to the 
values of the designers as a contradiction to the potential for 
ethical content. Privacy, autonomy and personal identity that 
the authors identify as potentially vulnerable and hence 
suggest need to be realized via an informed concern and a 
disclosure about the business model used. Opacity about the 
origin of the recommendations as well as of the criteria and 
algorithms used to generate the recommendations. Fairness, 
polarization and social manipulability as well as robustness 
of the system complete the list of identified ethical issues for 
a food recommender.  

These approaches discuss ethical impacts of 
recommender systems from the perspective of the receivers 
of the recommendations. Milano et al. [12] argue that the 
social effects such as manipulability and personal autonomy 
of the user are hard to address, as their definitions are 
qualitative and require the implementation of the 
recommender system in the context they operate, while 
Karpati et al. [14] offer a multi-stakeholder approach to 
address these issues. The data process-centered approach to 
analyzing ethical issues suggested by Levina [15] identifies 
the decision points during the MLS development, while 
advocating the inclusion of a laboratory phase into the 
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system design to assess the potential consequences (see also 
[16]).  

This research applies a combination of data processing 
and ethical analysis in the attempt to identify how or whether 
the identified threads to ethical values that can be realized 
and mitigated in an MLS design. 

IV. ANALYZING ETHICAL ISSUES WITHIN THE DATA 
PROCESSING 

The general process for analyzing ethical issues within 
the design of machine learning- based systems has already 
been roughly outlined in [15]. Here the process is explained 
in detail and its exemplary application using a scenario of a 
food recommendation application is presented in Section V.  

Fig. 1 shows the stages of data processing according to 
[17] as well as the aspects that are relevant for discovering 
potential ethical issues within this specific stage. Although, 
the Apply stage is not an integral part of the data processing 
pipeline, the effects of the application of the MLS on user 
behavior are important for its design and are thus included in 
this analysis. Furthermore, the ethical analysis differentiates 
between the MLS-user, i.e., a person using the MLS directly 
within a business process, and an MLS-affected user, i.e., a 
person or a stakeholder that is affected by the results of 
application of the MLS within a process. 
 

 

 
Figure 1.  Data processing and relevant aspects for ethical design [18] 

In the Sense phase the data needs to be collected, pre-
processed and stored, i.e., detected for further application. 
The data features that are relevant to the business problem 
need to be selected. In the Transform phase data analysis 
methods, i.e., the mathematical model(s) used in the MLS, 
are in focus. Ethical issues can furthermore arise along the 
aspects of data manipulation, such as defining the test dataset 
and its features, as well as the entire software system in 
which the trained ML model is integrated and that has to be 
integrated into the business process to provide an added 
value. In the Act phase the integrated MLS in enacted within 
a business process to provide support for the selected tasks, 
i.e., to generate business value. To do so, the software 
system as a whole needs to adhere to the user’s expectations 

towards usability, supported functions and expected output. 
The Apply phase is not included in the data processing 
pipeline. Nevertheless, to be able to analyze the potential 
effects of MLS applications, this phase needs to be included 
to reflect the view of the affected party, i.e., the external 
party that receives the results of the MLS application at the 
end of the (business) process.  

Hence, this data-centered approach reflects different 
viewpoints on the data processing and use. While the first 
two phases, Sense and Transform, focus on the data and their 
sources, the last two phases are governed by the values of the 
(business) user and the affected user respectively. Thus, even 
when the input data for the MLS is machine-generated, the 
data processing phases require a socio-ethical approach to 
the requirements analysis and implementation.  

In the following subsections the potential aspects that 
may arise in each phase are presented in more detail and 
structured along the three sub-categories: ethical aspects, 
technical aspects and existing methods of risk mitigation for 
raised technical or ethical questions (see Figures 2-5). While 
the ethical aspects address value-based issues within the data 
processing pipeline, technical issues address the technical 
means and tools that exist and can lead to the raise of ethical 
issues. 

A. Sense Phase and potential ethical issues 
In the sense phase of the data processing pipeline it needs 

to be assured that the data have been collected with the 
informed consent and voluntariness of the data subject. 
Hence, Fig. 2 shows the sub-division of the phase into the 
individual categories that can also be extended to 
accommodate further potential ethical issues.  

The ethical value as defined by the European 
Commission in its ALTAI checklist [9] that is affected the 
most in the Sense phase, is the value of privacy and data 
governance. Being an issue that is subject to legislation and 
public debate, a research direction emerges in the 
philosophical community calling for empirical investigation 
of the effects of data collection under the term of ethics of 
influence [19]. It aims at further investigating of ethical 
questions in this data processing stage. 

Issues associated with data collection have already been 
addressed in the legal form such as European GDPR 
legislation. Thus, legal compliance is part of the risk 
mitigation activities that can be taken by the enterprise 
applying the MLS. Risk mitigation activities may help to 
catch ethical issues that occur in the context of appropriation 
and necessity of data collection. They require, e.g., informed 
consent of the user to provide interaction or behavioral data. 
Informed consent also includes the statement of the purpose 
of data collection implying an opt-in function for data 
collection. What data is being collected is normally 
described in the terms and conditions document of the MLS. 
Nevertheless, data-based devices that can contain sensors 
and processing units might collect more data that the terms 
and conditions statement declare. These data can be 
considered a by-product of the service offered, but 
nevertheless, their collection and potential distribution need 
to be kept transparent for the future user and affected users. 
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Figure 2.  Potential ethical issues in the select stage 

The technical realization of the data collection can thus 
be the origin of ethical issues. Such as the use of dark 
patterns in system design [20] is attempted at keeping the 
user engaged with the system are often aimed at collecting 
more data. The so called smart environments, such as the 
Internet of Things, are also potential sources for data 
collection with the focus on specific user behavior [21]. 
Tracking technologies, such as health tracker or internet 
cookies, are also technical mechanisms aimed at collecting 
behavioral data that might exceed the amount of the data 
required for the original purpose. 

B. Transform Phase and potential ethical issues 
In the Transform phase, technical aspects of model 

building and training are put into focus, while the ethical 
values that are most influenced in this phase are the values of 
transparency of the technical process as well as the societal 
and environmental well-being as described in the ALTAI 
checklist [9].  

The model construction, i.e., the applied algorithms for 
pattern recognition, as well as the definition of the thresholds 
for the MLS results are decision points in the development 
process that carry potential for ethical issues. Depending on 
the choice of the algorithms, e.g., the energy efficiency of the 
performed computation is affected. Using pre-trained models 

to solve frequently occurring business problems, reduces the 
resources needed to train the model on the one hand, but on 
the other hand, this technique has also the potential to lead to 
homogenous and generalized results [22], i.e., potentially 
aggravating the ethical issues associated with the value of 
non-discrimination and fairness. The selection of the 
computational algorithm is also defined by the expected 
quality of the results [23]. Hence, the choice is partly made 
based on the expected quality metrics such as accuracy of the 
calculates prediction or recommendation by the MLS. 
Pursuing better accuracy can potentially mean choosing a 
more resource intensive mathematical model. Hence, this 
mathematical problem can directly relate to ethical issues. 

 

 
Figure 3.  Potential ethical issues in the transform stage 

Furthermore, the definition of the thresholds for accuracy 
or correctness require further ethical decisions [24], e.g., in 
favor of reduction of false negative or false positive results, 
depending on the problem at hand. To mitigate these issues, 
pre-trained models can be used that have already been 
applied on a similar problem, or industry standards can be 
addressed. Using industry standards bears nevertheless the 
negative potential, that the same thresholds would be applied 
in different use cases, leading to de facto standard values that 
might in the future lose their semantic correctness. Further 
potential risk mitigation measures might include meticulous 
description of the data set used to train the pre-trained model, 
description of model thresholds and parameters as well as 
stakeholders involved. Having this description may allow the 
software developers and model engineers to make an 
informed decision about the fitness of the model to the 
problem and data population at hand. 

C. Act Phase and potential ethical issues 
The Act phase focuses on the business process that is 

supported using the MLS in question. The results generated 
by the MLS and the usability of the MLS need thus to adhere 
to the expectations and requirements of its users. Hence, 
human-computer-interaction and usability aspects as well as 
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the control concepts such as human-in-the-loop are put in 
focus of the ethical analysis here. Human agency and 
oversight as well as communication are the values that are 
mostly affected in this phase. These values should guide the 
result integration from the social aspect as well as the 
technical system integration as the technical aspect of the 
MLS.  

The value of human agency and oversight is also 
addressed by the handling and interpretation of the MLS 
results for the following process tasks. The information on 
the meaning of the calculated results in the context at hand as 
well as their interpretation is crucial for the meaningful 
application and generation of true added value of the system. 

  

 
Figure 4.  Potential ethical issues in the act stage 

Failure to interpret the results might lead, e.g., to false 
decisions and thus negative consequences for the actors and 
stakeholders involved in the process. Also occurrence of 
false positive or negative results, their consequences for the 
actors involved as well as handling these errors should be 
included into the business process. Hence, a thorough user 
training for the process actors involved in the process using 
MLS is an essential tool for risk mitigation in the act as well 
as in the apply phase. 

D. Apply Phase and potential ethical issues 
While the apply phase does not belong to the technical 

data processing, it is involved in the ethical analysis of 
handling data in business context. The values accountability, 
communication and human agency and oversight as 
described in the ALTAI checklist [9] are mostly affected 
here, when the MLS application is realized.  

The application of MLS in a business process requires 
good knowledge of the process and of the consequences that 
should be addressed, e.g., in user trainings. But it may also 
lead to the loss of previously present skills for the process 
actors such as moral [25] or decisional [7] de- skilling. 

To mitigate these threads to human autonomy, control, 
expertise, and behavioral change [26] guidelines for MLS 
development can be applied as well as scheduled audits of 
the process and the effects on the process performance 
before and after MLS application can be helpful. Also, 
changes in the process environment should be monitored 

using, e.g., performance indicators from the domain of Green 
BPM [27]. 

 
 

 
Figure 5.  Potential ethical issues in the apply stage 

V. AN EXAMPLE APPLICATION: FOODAPP- THE 
APPLICATION FOR MEAL DELIVERY 

The FoodApp is a fictional application based on a three-
sided digital platform that is implemented as a mobile app. It 
is a branch of a fictional large company Acima that offers 
on-demand individual transportation provided by freelancing 
drivers. To further explore the transportation market, Acima 
started FoodApp, a fast growing food delivery platform 
connecting the customer, restaurant owner and the delivery 
partner. It allows the customer to choose from a large 
database of participating restaurants and order a menu to be 
delivered to the customer’s address via delivery partners. 
The eater can choose a specific delivery partner based on the 
ratings of the currently available partners. The payment 
process is integrated into the platform as is the real-time 
tracing of the order delivery.  

The platform business goal is the “fast and easy food 
delivery whenever, wherever”. To achieve this goal a MLS, 
a recommender system, is used to provide the best food 
suggestions for the user in accordance to the indicated 
preferences and the order history. The business performance 
indicators for the FoodApp include the return and re-order 
customer rates, as well as customer number growth rates. 
The implemented ML-model is thus optimized to drive 
user’s re-ordering on the platform.  

To use the FoodApp the customer downloads it on the 
mobile device granting permissions for it to access the 
location of the device. Further, a profile including 
information on delivery address, name, e-mail and phone 
number is required. Payment methods and login to the 
payment provider is further required. No manual 
modifications concerning the data collection by the app is 
possible. Then, the meal preferences such as preferred 
cuisine or menu item need to be indicated or a meal can be 
chosen from the provided suggestions. The first suggestions 
are based on the historical frequency of the orders made 
within the community in the area of eater’s location. A rating 
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system for restaurant and delivery partner performance is 
implemented.  

The platform gains revenues from the customer via 
convenience charge, fixed commissions and marketing feeds 
from the restaurants, while providing the assignments and 
the payment to the delivery partners, as well as the technical 
infrastructure for the platform participants. The application is 
a key driver of Acima’s revenue and is a fast- growing meal 
delivery service with over 15 million users worldwide. 
Additionally, the platform includes an app for delivery 
partners that provides the possibility to accept or decline a 
specific delivery job, monitor the revenues, rate the 
restaurant’s delivery process, as well as provide directions to 
the restaurant and to the eater. 

VI. IDENTIFYING ETHICAL ISSUES USING THE ACENARIO-
BASED APPROACH 

To identify ethical issues in the MLS used by FoodApp, 
data process-oriented analysis [15] has been conducted. 
Since the core component of the FoodApp MLS converts 
(user) data into a food recommendation, ethical issues are 
explored using the data-centered ethical analysis approach 
described in Section IV. The ethical analysis looks at the 
data process within the system’s design and identifies some 
of the relevant aspects, where ethical values are affected and 
ethical questions arise influencing the system design. To 
identify potential ethical issues, questions along the data-
processing stages are asked, as suggested by [15]. 

First potential questions for the first stage, sense, are 
structured along the sub-stages: collect, detect and select. For 
the act of collection, some of the central questions are:  

• Was the user aware of the mode or amount or 
content or context of data collection?  

• Was the data collection conducted with sufficient 
legal compliance?  

• Were any dark patterns [20] involved in the 
obtainment of the data? 

• Are the data collected necessary for the MLS to 
function according to its purpose? 

• Are there opt-in possibilities for different types of 
data collection? 

FoodApp’s business goal is to engage the user in the re-
ordering of the food via FoodApps’s digital platform. The 
user interacts with the app aiming for a comfortable 
provision of the favorite food in an efficient way. Therefore, 
as described in Section I, the user is inclined to give up some 
autonomy within this process. Nevertheless, in the digital 
realm the user is often not aware of what elements of his/her 
autonomy are jeopardized when the digital service, here food 
selection and ordering via a digital platform, is created 
[12][13]. E.g., in the FoodApp the location information of 
the device is transferred per default to the platform. Also the 
app has default access to the microphone and camera of the 
device. While the user can still change these settings, s/he is 
often unaware of the default access requirements of the app 
or does not know what access is needed for the app to 
function. Thus, the questions that arise in the collect sub-
phase should address the actual data collection and their 

relation to the function of the service provided by the app. 
Also the questions on whether the data are stored 
permanently at the platform or have an expiration date are 
crucial in the detect sub-phase. In the select sub-phase, the 
questions about:  

• data quality  
• data sufficiency 
• data sources 
• representativeness for the solution of the given 

problem  
will have to be addressed. Since data are the fundament for 
the further model building, their amount, quality, focus in 
relation to the problem solution (here: providing a food 
recommendation) as well as the rightfulness of its collection 
are essential for a mathematically good model design, 
representative training dataset as well as a socially-aware 
information system.  

Additionally, the amount and sources of the collected 
data are mostly defined by the business model. As FoodApp 
would like their users to return to the app, it will need among 
other factors, very good recommendation results as well as a 
frictionless ordering process together with a reliable problem 
handling mechanisms to fulfill basic customer expectations 
[14]. The business model provides essential guidelines for 
the sense and transformation phases, including the type of 
information system that can be used to support the business 
goals. The first requirement, i.e., very good recommendation 
results in terms of user’s preferences, can be realized using a 
recommendation algorithm based on the collected data from 
the user as well as from the users with similar preferences or 
history on the platform [14]. Since the user activity data 
might provide additional patterns for the recommendation, it 
also provides a potential reason to keep the user engaged on 
the app for the longest possible time, which might involve 
the use of dark patterns in the app design [20].  

Beside from the user data, FoodApp database should 
include data on the restaurants available for ordering and 
delivery through the platform. Addressing the restaurants is 
part of the business model and might also be part of the 
business focus, as restaurants can be included on the 
platform according to specific criteria, e.g., reviews on other 
platforms, personal preferences, number of years in business, 
etc. leading to a potential pre-selection of available food 
choice on the platform. To avoid subjectivity in this dataset, 
a neutral source for the identification of the restaurants and 
confirmation of their availability should be considered. 
Additionally, the delivery network of partners that will pick 
up food at the restaurants and deliver it to the customer’s 
door need to be established and equipped with the means to 
be contacted, payed and managed by the platform.  

Hence, FoodApp needs to establish an ecosystem, similar 
to a classic supply chain, to be able to fulfill its business goal 
or even to be able to operate according to its business model. 
Building up such an ecosystem as well as the potential to 
manage the orders for delivery, provides Acima as a digital 
platform with a specific power over the delivery partners as 
well as the restaurants that can have extensional effects on 
the partners involved in the ecosystem as well as the bigger 
area of stakeholders. See [30] for the discussion of potential 
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ethical issues emerging from the digital platform as an 
ecosystem.  

FoodApp’s user profile provides the information that is, 
among others, needed for the algorithms in the MLS to 
derive food recommendations. The user does not have any 
information about the exact purpose of the provided datasets, 
the data lifecycle, nor about who has access to the (possibly) 
un-anonymized profile or historical data and about the data 
state timeline, i.e., when the data are transferred or deleted. 
These aspects can be categorized as “transparency issues”, 
since the user does not have the information about 
FoodApp’s processes s/he might need or would like to have.  

The FoodApp is designed in a way that on the home 
screen the most frequent orders for eater’s automatically 
identified location are presented. The user can filter the 
suggestions using the provided filter categories. These 
categories, defined by the MLS-engineers and designers, 
include cuisine and menu item names, as well as the ratings 
of the accordant restaurants. In future interactions with the 
FoodApp its home screen offers the meals and food items 
that are most frequently ordered by the eater or users that 
were identified to have a similar ordering behavior, thus 
nudging the eater to order the same or similar kind of food 
[31].  

All these features and filtering categories were created as 
a part of the data transform phase, i.e., the model creation 
and training phase. The first and most significant question in 
the beginning of the transformation phase is: 

• Is the use of machine learning techniques, especially 
the resource hungry ones such as the neural 
networks, essential for the solving of the business 
problem at hand?  

The FoodApp has based its business model on the data-
based provision of food recommendations and the 
forwarding of the recommendations to the restaurants and 
delivery partners. Thus, being data-based, these business 
questions would require the use of data analysis tools, 
although the added value of the neuronal networks for the 
recommendations depends on the quality of data and the 
accuracy thresholds defined by the product designers.  

The model quality is in the center of the ethical inquiry in 
the transformation phase. The set thresholds define 
mathematical methods, e.g., neural networks vs., e.g., 
support vector machines, and thus the resources needed to 
train the model as well as to generate the recommendation. 
The transform phase does not only include the training and 
optimization of the models used for the recommendation, it 
also considers the inclusion of the ML-models into the 
information systems context.  

While definition of food categories as well as the 
selection of the included cuisines and restaurants is part of 
the sense phase and especially the select sub-phase, 
questions in the transform phase focus on the mathematical 
transformation of these selected details. Inclusion of, e.g., 
nudging techniques is also part of the sense phase and the 
collect sub-phase, but it is strongly defined by the business 
model. Thus, for the transform phase ethical questions could 
be among others: 

• What categories of the collected data are included in 
the statistical model? 

• What is the category that the model is being 
optimized for? 

• What are the quality criteria for the results derived 
by the MLS? 

• What are the thresholds for the quality criteria? 
In the act phase of data processing, the MLS is integrated 

into the business process such as its calculated results are 
being used to create business value and trigger the following 
business step. For Acima, the value is created when the food 
delivery order is completed in the FoodApp. Hence, the 
ordering process is organized in a way that no extended 
explications or additional information are given so that the 
user does not have to choose, decide or react during the 
interaction process. This design allows a fast phase-out 
between opening the FoodApp and ordering the food. This 
effect can be expected to contribute to user satisfaction and 
thus re-visiting the platform for the next order.  

The process efficiency offered by the FoodApp is also 
built on the lack of decision possibilities and a limited items 
selection that is based on the historic and profile preferences 
for the user. Additionally, the gained comfort for the user in 
terms of food selection and delivery has implications on the 
ecosystem of the FoodApp. The restaurant partners will be 
faced with the increased amount of reviews from the delivery 
customers, potentially forcing them to concentrate on robust 
packaging to ensure the sound condition of the meal for 
delivery. More or more robust packaging means more 
damage to the environment but potentially better ratings from 
the FoodApp users [32].  

Furthermore, the food recommendations based on 
historic and similar orders might lead to homogenization of 
the food offered and prepared in the participating restaurants, 
as menu items that are ordered less often might not be 
prepared by the restaurants anymore, potentially leading to 
the decreasing of skills of the cooking staff. The individual 
delivery of the food orders requires reliable and efficient 
delivery partners. Acima relies here on its network of drivers 
for personal transportation that are also incentivized to 
transport food orders via reward programs. This efficient and 
effortless process of ordering food for individual 
consumption can and does cause significant environmental 
damage in terms of air pollution through traffic and waste 
[32].  

Further effects on the social environment can also occur. 
The eater rates the restaurant on the food quality and the 
delivery partner on the quality of the delivery. The rating is 
based on eaters’ satisfaction with the end result, whereat the 
traffic situation and other external effects of the 
recommendation process are not considered. This 
relationship pattern causes societal effects that are visible in 
the traffic situation, environmental damages as well as 
reduction of labor costs and conditions [34][35]. 
Furthermore, usage of an MLS is probable to change user’s 
behavior [35]. The questions that can be asked in this 
scenario to identify potential ethical issues are: 
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• Is it clear for the user that his/her choice of delivery 
partner would lead to potential loss of jobs for other 
delivery partners? 

• Is it clear for the user what impact her or his order 
deliver has on traffic or environmental indicators? 

• Is it clear for the user what consequences his or her 
ratings of the restaurant will have on the restaurant? 

• Is it clear for the user what effects his or her order 
will have on his or her recommendations profile? 

• Is it clear for the user what are the basics for the 
recommendations of food/ cuisine/ delivery partner 
or restaurant within the application? 

• Is it possible for the user to change or manage the 
filtering categories in the app? 

• Is it possible for the user to change the profile? 
In the apply phase, the effects of the integrated MLS are 

in focus. Here the consequences of the provided food 
recommendations based on user’s historic behavior could 
lead to decisional de-skilling [7] or in this case potentially 
homogeneous food preferences for the eater. Such an 
automated decision support can also potentially result in the 
de-skilling of the evaluation abilities [25] for the eater in the 
given context. 

The apply phase demands for user training (see Fig. 5) or 
to a smaller degree an explanation of the mechanisms behind 
the results of the application. So that the model specifications 
as well as the usability and settings questions can be 
addressed. User training is here mostly out of scope, since it 
needs to be implemented as an inherent feature of the 
FoodApp and would affect the efficiency of the ordering 
process.  

Rating of the delivery partners results in an increasing 
number of orders for high ranked drivers and in a reduction 
of delivery orders for the worse ranked drivers. Hence 
promoting the reviews into the main factor for job 
acquisition, and thus income, for the drivers. This type of job 
market is known as the gig economy [36]. It provides income 
potential for the workers while creating an interdependency 
between the platform customer and the gig worker. This 
relation seems to remain unclear for the platform customer 
and is often debated by the platform owners [18][19]. 
Consequently, the OECD stated in 2016 that digital 
platforms need social values to be reflected in the platform 
governance [39].  

VII. INTEGRATING THE ETHICAL ISSUES INTO THE SYSTEM 
DESIGN 

Based on the ethical analysis of the previous section, 
Table 1 provides a synthesis of the identified ethical issues 
and the hereby affected ethical values as defined by the 
ALTAI checklist. Also, an example how the identified issue 
can be integrated into the IT system is provided.  

The recommendations are structured along the following 
levels: business level, User Interface (UI) and system level. 
While business level addresses the definition of the business 
model and business goals, the system level considers the 
systems design, including the design of the algorithms. The 
UI aspects can be used to balance the business goal, i.e., 

eater’s re-ordering behaviour, and the eater’s interaction 
expectations with the digital platform.  

This paradigmatic nature allows an insight into the 
application of the ethical analysis during the MLS design. A 
more detailed analysis would be needed to provide specific 
insights on the algorithm level. 

TABLE I.  ETHICAL ISSUES OF THE FOODAPP AND SUGGESTIONS FOR 
THEIR IMPLEMENTATION 

Ethical issues Affected 
value(s) 

Suggestion for 
implementation 

No explanation on 
the  data storage 

Communicati
on; 
Data 
governance 

System/UI: Include clear and 
transparent information for the 
user about the data storage, in 
e.g., in individual contracts or 
in general terms and 
conditions.  
System: Develop a concept for 
deletion routines if the purpose 
of the data processing is no 
longer applicable. Accordant 
selection of the storage 
location. 

No explanation on 
the purpose of data 
collection 

Communicati
on, Data 
governance 

UI: Provide information, e.g., 
via mouse hover, about the 
purpose of the data collected in 
the field, as concrete as 
possible 
System: To collect data that are 
not essential for the provision 
of the service, provide opt-in 
options by asking the user 
directly, e.g., “Would you like 
to help us to improve our 
service by providing your 
automated location data?” 

Lack of an opt-out 
for specific data 
type collection 

Privacy, 
Accountabilit
y 

System/UI: Privacy friendly 
default settings, e.g., opt-in 
function for every data item 
collected instead of the 
implementation of the 
“required” fields. 

Lack of the 
possibility to 
manually adjust the 
collected data 

Human 
agency and 
oversight 

System: Possibility to add or 
correct data manually, e.g., to 
type the address for delivery. 
Establish a reporting system 
for customers if they wish to 
have data corrected. 

The fact that 
stakeholders have 
access to the 
collected data by 
FoodApp 

Privacy and 
Data 
govvernance, 
Communicati
on 

Business: No data exchange 
between other stakeholders 
without agreements; user can 
be asked if s/he wants specific 
data to be shared for a specific 
purpose with the specific 
partner (a reimbursement could 
be offered) 
 
Implement an accordant opt-in 
or rewarding mechanisms for 
the user in the settings. 
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Data life cycle is 
unclear for the user 

Communicati
on, 
Accountability 

System: Describe the data life-
cycle to the user, e.g., on the 
FAQ page. 
 
Integrate an automated deletion 
routines after the needed data 
are collected; inform the user 
about the routine in the FAQs, 
provide opt-ins for further data 
collection if needed; 
implement a reward system for 
additional data collection. 

Data state: Is the 
data anonymized 
before the analysis? 

Privacy, 
Accountabilit
y 

System: Make clear in FAQ 
that data is processed 
anonymously. If this is 
fulfilled, the GDPR does not 
apply for the processing.  
Implement anonymization 
process via e.g.,  distributed 
data bases. If anonymization is 
not possible, secure data by 
pseudonymisation and 
encryption. 

Lack of feedback 
from stakeholders. 

Communicati
on, Human 
Agency and 
Oversight  

System/business: Provide a 
transparent feedback system 
from and to every actor in the 
ecosystem; provide an 
explanation of the ratings and 
their effects for the actors on 
the FAQ. Eliminate one-sided 
rating mechanisms. 

Lack of tracing of 
(e.g.,societal) 
changes induced by 
the app. 

Transparency, 
Accountabilit
y, Societal 
and 
Environmenta
l well-being 

Business: Schedule surveys 
regularly with eaters, 
restaurants and delivery 
partners to assess the changes 
induced in those ecosystems; 
perform simulations to define 
potential changes to the traffic 
in the delivery area; establish 
contact to the traffic agency; 
include actionable changes 
suggestions, e.g., provide 
contact to a sustainable 
packaging producer for the 
restaurant partners; make these 
actions transparent on the 
FAQ. 

Optimizing the 
algorithm for user 
re-ordering 

Privacy and 
Data 
Governance, 
Communicati
on 

System/Business: Include other 
stakeholders such as 
restaurants, delivery partners 
and the environmental effects 
with similar weights into the 
recommendation algorithm; 
evaluate the systems on a 
regular basis. 
UI: Provide different 
recommendations foci for the 
user, e.g., focus on preferences, 
focus on restaurant 
convenience, etc. 

Lack of a test phase 
about the effects of 
app usage on the 
society 

Accountabilit
y 

Business: Include a laboratory 
phase, where the app is tested 
by the users and stakeholders 
with evaluation of the UI, UX, 
legal and ethical aspects plus 
relevant simulations on the 
ecosystem e.g., food and 
restaurant landscapes before 
release. 

Definition of the 
parameters for food 
selection by the 
engineers 

Accountabilit
y, Privacy and 
Data 
governance, 
Communicati
o, 
Transparency  

Business/system: Include a 
customer survey on which 
categories they would like to 
have; change categories or 
filters for sorting and extend 
these cate-gories regularly. 

Live roll-out of 
changes to the MLS, 
i.e.,online 
experimentation 

Accountabilit
y 

Business: Perform changes 
roll-out during the laboratory 
phase and simu-lation; when 
approved, roll-out for the 
whole community. 

Usage of power 
resources to train the 
(modifications to) 
ML-model 
recommendations 
are based on a 
selection of pre-set 
parameters 

Societal and 
Environmenta
l well-being 

Business: Change and train the 
model as rarely as possible, 
e.g., once a year. 
UI: Provide information why 
the recommendation was 
generated and what impact the 
change of the parameters (e.g., 
delivery time) would have on 
the results;  
Provide possibilities to have 
parameters adjusted or 
included into the list. 

 
Lack of 
understanding of the 
rating mechanism 

Communicati
on, 
Transparency, 
Human 
agency and 
oversight 

UI: Provide an explanation of 
the rating mechanism 
containing a relative 
comparison to other ratings, as 
well as potential consequences 
(e.g., in a dialog: “Your rating 
will decrease the number of 
suggested orders to this 
delivery partner by 0.2% per 
cent”). 

Tendency of the 
user to accept the 
MLS suggestions 

Communicati
on, 
Accountabilit
y 

UI: Include a “surprise me” 
function, where a product is 
suggested to the eater that does 
not adhere to his/her top 
preferences; add a reminder 
function: “you have already 
ordered this meal n times this 
month. Would you like to try Y 
(second choice) today 
instead?”.  
System: Perform an assessment 
on how ML might impact user 
behaviour and present the 
results on the website. 

Effects on the eco-
system of the app 
are not clear for the 
user 

Societal and 
Environmenta
l well-being, 
Communicati
on 

Business: Make the results of 
the conducted surveys and 
traffic analysis accessible to 
the users on the website. 
System: Carry out an impact 
assessment on the rights of 
users and also on those of the 
stakeholders.  

Individual food 
delivery 

Human 
Agency and 
Oversight  

System: Include environmental 
concerns into the algorithm 
evaluation;  
Business: Provide rewards for 
environmentally friendly 
behaviour of the partners 
(using e-vehicles, e.g., or using 
environmentally friendly 
packaging). 
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Recommendations 
presentation to 
optimize the 
business goal 

Accountability
, 
Transparency 

UI: Change the UI to be more 
intuitive for the user with the 
goal of finding favourite food 
selection. 

 
The suggestions provided in Table 1 are centred on 

mainly two aspects: providing information about every data 
element collected by the FoodApp, i.e., the facet of 
transparency, and establishing a reward system for the user 
in return to providing data to the company, i.e., a reward. 
The implementation of a reward system would implicitly 
make the data life-cycle more transparent for the user, as 
well as provide the user with more autonomy within the 
engagement with the service. It would also help the user to 
understand that the data is a resource that is traded and thus 
has a value. 

Identified issues that go beyond the business processes 
might be subject to the interpretation of the regulation or the 
business ethics. Furthermore, due to the context of the 
example, some identified ethical aspects are due to the 
example being positioned in the platform economy and 
therefore are not specific for every MLS. Nevertheless, 
bigger negative effects such as the effects on the 
environment or the society are part of the social awareness 
and responsibility that are not (and maybe should not be) 
regulated, but can be supported by socially acceptable IT 
artefacts. 

Therefore, the term of socially acceptable IT has been 
introduced in [1] to describe a system that considers and 
integrates ethical requirements into its design. The added 
effort but also the value of the implementation of the 
suggestions of the ethical considerations in Table 1 could 
lead to socially acceptable IT products and thus a realization 
of a socio-technical IT systems. To ensure the remaining and 
homogeneous quality adherence, inter-company assessment 
mechanisms, i.e., ethical quality audits, could be put in place. 

VIII. CONCLUSION 
Here a scenario of a fictional food ordering platform that 

uses a MLS for item recommendations was used to perform 
an ethical analysis of an MLS. This scenario was chosen as a 
realisation of a socio-technical system that incorporates 
system designers, users and stakeholders affected by the 
system design and process implementation. 

The results showed that users of digital services need to 
be integrated into the design of a socio-technical system as 
they may have expectations and values that rely on the 
ethical awareness of the company and thus need to be 
implemented into the workflow. The examples of how to 
address these issues demonstrated that changes in the UI, 
system design but also in the business model can be 
realistically made to accommodate these challenges. Hence, 
designing socially acceptable socio-technical IT systems can 
be a chance to find a niche on the growing and competitive 
market of consumer-oriented digital services.  

Although, the provided approach needs validation and 
verification in a rea-life environment, it can already be used 
by the designers and architects of information systems, 
business developers considering a data-based business 

model, as well as ISR scientists as it shows how ethical 
aspects can be incorporated into the context of IT design.  

Therefore, future work will aim at establishing the 
criteria for the definition of the quality requirements for the 
social acceptable IT, evaluation of the suggested measures, 
as well as developing methods for the assessment of the 
effort of their implementation. 
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Abstract—In this paper, we present spatial motion planner in 

3D environments based on Deep Reinforcement Learning 

(DRL) algorithms. We tackle 3D motion planning problem by 

using Deep Reinforcement Learning (DRL) approach, which 

learns agent’s and environment constraints. Spatial analysis 

focuses on visibility analysis in 3D setting an optimal motion 

primitive considering agent’s dynamic model based on fast and 

exact visibility analysis for each motion primitives. Based on 

optimized reward function, which consist of generated 3D 

visibility analysis and obstacle avoidance trajectories, we 

introduce DRL formulation, which learns the value function of 

the planner and generates an optimal spatial visibility 

trajectory. We demonstrate our planner in simulations for 

Unmanned Aerial Vehicles (UAV) in 3D urban environments. 

Our spatial analysis is based on a fast and exact spatial 

visibility analysis of the 3D visibility problem from a viewpoint 

in 3D urban environments. We present DRL architecture 

generating the most visible trajectory in a known 3D urban 

environment model, as time-optimal one with obstacle 

avoidance capability.  

 

  
Keywords - Deep Reinforcement Learning; Visibility; 3D; 

Spatial analysis; Motion Planning. 

I.  INTRODUCTION AND RELATED WORK 

Spatial clustering in urban environments is a new spatial 

field from trajectory planning aspects [1]. The motion and 

trajectory planning fields have been extensively studied over 

the last two decades [2][4][6]. The main effort has focused 

on finding a collision-free path in static or dynamic 

environments, i.e., in moving or static obstacles, using 

roadmap, cell decomposition, and potential field methods 

[11]. 

The path-planning problem becomes an NP-hard one, 

even for simple cases such as time-optimal trajectories for a 

system with point-mass dynamics and bounded velocity and 

acceleration with polyhedral obstacles [7]. 

Path planning algorithms can be distinguished as local 

and global planners. The local planner generates one, or a 

few, steps at every time step, whereas the global planner uses 

a global search to the goal over a time-spanned tree. 

Examples of local (reactive) planners are [9][14]. These 

planners are too slow, do not guarantee safety and neglect 

spatial aspects. 

Efficient solutions for an approximated problem were 

investigated by LaValle and Kuffner, addressing non-

holonomic constraints by using the Rapidly Random Trees 

(RRT) method [15][16]. Over the years, many other semi-

randomized methods were proposed, using evolutionary 

programming [5][18]. 

The randomized sampling algorithms planner, such as 

RRT, explores the action space stochastically. The RRT 

algorithm is probabilistically complete, but not 

asymptotically optimal [13]. The RRT* planner challenges 

optimality by a rewiring process each time a node is added to 

the tree. However, in cluttered environments, RRT* may 

behave poorly since it spends too much time deciding 

whether to rewire or not. 

Overall, only a few works have focused on spatial 

analysis characters integrated into trajectory planning 

methods such as visibility analysis or spatial clustering 

methods [11]. 

Analyzing pedestrian's mobility from a spatial point of 

view mainly focused on route choice [3], simulation model 

[19] and agent-based modeling [12]. 

The efficient computation of visible surfaces and 

volumes in 3D environments is not a trivial task. The 

visibility problem has been extensively studied over the last 

twenty years, due to the importance of visibility in GIS and 

Geomatics, computer graphics and computer vision, and 

robotics. Accurate visibility computation in 3D environments 

is a very complicated task demanding a high computational 

effort, which could hardly have been done in a very short 

time using traditional well-known visibility methods.  

The exact visibility methods are highly complex, and 

cannot be used for fast applications due to their long 

computation time. Previous research in visibility 

computation has been devoted to open environments using 

Digital Elevation Model (DEM), representing raster data in 

2.5D (Polyhedral model), and do not address, or suggest 

solutions for dense built-up areas.  

Most of these works have focused on approximate 

visibility computation, enabling fast results using 

interpolations of visibility values between points, calculating 
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point visibility with the Line of Sight (LOS) method [7]. 

Lately, fast and accurate visibility analysis computation in 

3D environments has been presented [10]. 

In this paper, we present unique spatial trajectory 

planning method based on DRL algorithm based on exact 

visibility analysis in urban environment. The generated 

trajectories are based on visibility motion primitives as part 

of the planned trajectory, which takes into account exact 3D 

visible volumes analysis clustering in urban environments. 

The proposed planner includes obstacle avoidance 

capabilities, satisfying dynamics' and kinematics' agent 

model constraints in 3D environments, using Velocity 

Obstacles (VO) in 3D for Unmanned Aerial Vehicle (UAV) 

model.  

In the following sections, we first introduce the DRL 

algorithm and method and our extension for a spatial 

analysis case, such as 3D visibility. Later on, we present the 

our planner, using VO method and planner model. In the last 

part of the paper, with planner simulation using DRL 

method. 

 

II. PROBLEM STATEMENT 

We consider the basic visibility problem in a 3D urban 
environment, consisting of 3D buildings modeled as 3D 

cubic parameterization max

min

1

( , , )
N

h

i h

i

C x y z
=

= , and viewpoint  

V(x0, y0, z0).   
 

Given: 

• Parameterizations of N objects max

min

1

( , , )
N

h

i h

i

C x y z
=

=  

describing a 3D urban environment model 
 
 
Compute: 

• Trajectory, which consist of optimal set of all visible 
points, i.e., most visible points of 

max

min

1

( , , )
N

h

i h

i

C x y z
=

= , from starting point ,qs, to the 

goal, qg, without collision. 
 

This problem seems to be solved by conventional 
geometric methods, but as mentioned before, it demands a 
long computation time. We introduce a fast and efficient 
computation solution for a schematic structure of an urban 
environment that demonstrates our method based on Deep 
Reinforcement Learning method (DRL). 

On the first part, we present the DRL algorithm, 
formulated to our planning problem, and the visibility 
analysis along with obstacles avoidance planner. 

III. DEEP REINFORCEMENT LEARNING (DRL) 

ALGORITHM 

In most Deep Reinforcement Learning (DRL) systems, 

the state is basically agent’s observation of the environment. 

At any given state the agent chooses its action according to a 

policy. Hence, a policy is a road map for the agent, which 

determines the action to take at each state. Once the agent 

takes an action, the environment returns the new state and 

the immediate reward. Then, the agent uses this information, 

together with the discount factor to update its internal 

understanding of the environment, which, in our case, is 

accomplished by updating a value function. Most methods 

are using the use well-known simple and efficient greedy 

exploration method maximizing Q-value. 

In case of velocity planning space as part of spatial 

analysis planning, each possible action is a possible velocity 

in the next time step, which also represent a viewpoint. The 

Q-value function is based on greedy search velocity, with 

greedy local search method. Based on that, TD and SARSA 

methods for DRL can be used, generating visible trajectory 

in 3D urban environment. 

 

A. Markov Decision Processes (MDP) 

The standard Reinforcement Learning set-up can be 

described as a MDP   as can be seen in Figure 1, consisting 

of: 

• A finite set of states S, comprising all possible 

representations of the environment. 

• A finite set of actions A, containing all possible 

actions available to the agent at any given time. 

• A reward function R = ψ(st ,at ,st+1), determining 

the immediate reward of performing an action at 

from a state st, resulting in st+1. 

• A transition model T(st , at , st+1) = p(st+1| st ,at), 

describing the probability of transition between 

states st and st+1when performing an action at. 

 

Figure 1. Standard Reinforcement Learning Methology  

B. Temporal Difference Learning  

Temporal-difference learning (or TD) interpolates ideas 

from Dynamic Programming (DP) and Monte Carlo 

methods. TD algorithms can learn directly from raw 

experiences without any model of the environment.  

Whether in Monte Carlo methods, an episode needs to 

reach completion to update a value function, Temporal-

difference learning can learn (update) the value function 

within each experience (or step). The price paid for being 
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able to regularly change the value function is the need to 

update estimations based on other learned estimations 

(recalling DP ideas). Whereas in DP a model of the 

environment’s dynamic is needed, both Monte Carlo and TD 

approaches are more suitable for uncertain and unpredictable 

tasks.  

Since TD learns from every transition (state, reward, 

action, next state, next reward) there is no need to 

ignore/discount some episodes as in Monte Carlo algorithms. 

 

C. Spatial Planning Using DRL  

In this section, we present DRL approach based on the 

proposed spatial planning method. It considers that the value 

function f related to each point x. The spatial planner seeks to 

obtain the trajectory T* that based on visibility motion 

primitives set as part of the planned trajectory, which takes 

into account exact 3D visible volumes analysis clustering in 

urban environments, based on optimizing value function f 

along T.  

The generated trajectories are then represented by a set of 

discrete configuration points: 

 

T = {x1,x2,··· ,xN}                             (1) 

 

    Without loss of generality, we can assume that the value 

function for each point can be expressed as a linear 

combination of a set of sub-value functions, that will be 

called features c(x) = ∑ cj fj(x). The cost of path T is then 

the sum of the cost for all points in the path. Particularly, in 

the Velocity Obstacles as will be presented later on, the 

value is the sum of the sub-values of moving between pairs 

of states in the path: 

 

(2) 

 

Based on number of demonstration trajectories D, D = 

{ζ1,ζ2,··· ,ζD}, by using DRL, weights ω can be set for 

learning from demonstrations and setting similar planning 

behavior. As was shown by [23,24], this similarity is 

achieved when the expected value of the features for the 

trajectories generated by the planner is the same as the 

expected value of the features for the given demonstrated 

trajectories: 

                        (3) 

     Applying the Maximum Entropy Principle [25] to the 

DRL problem leads to the following form for the probability 

density for the trajectories returned by the demonstrator: 

                           (4) 

Z(ω) is a normalization function that does not depend on ζ. 

One way to determine ω is maximizing the log-likelihood of 

the demonstrated trajectories under the previous model: 

L(D|ω) = −Dlog(Z(ω))        +∑  (−𝑤𝑇𝑓(𝜁𝑖))𝐷
𝑖=1       (5) 

    

The gradient of the previous log-likelihood with respect to 

ω is given by: 

       (6) 

 

      As mentioned in [23], this gradient can be intuitively 

explained. If the value of one of the features for the 

trajectories returned by the planner are higher from the value 

in the demonstrated trajectories, the corresponding weight 

should be increased to increase the value of those 

trajectories. 

     The main problem with the computation of the previous 

gradient is that it requires to compute the expected value of 

the features E(f(ζ)) for the generative distribution (4).  

     We suggest setting large amount of D cased, setting the 

relative w values for our planner characters. 

TABLE I.  DRL PLANNER PSEUDO CODE 

DRL Planner  
Setting Trajectory S Examples D, D= T*.init (xinit); 

Calculate function features Weight, w  

fD ← AverageFeatureCount(D); 

w ← random_init(); 

Repeat 

                   for each T* do 

           for VelocityObstacles_repetitions do 

       ζi ← getVOstarPath(T*,ω) 

      f(ζi) ← calculeFeatureCounts(ζi) 

  end for 

              fVO (T*)←∑ 𝑓(
𝑉𝑂_𝑟𝑒𝑝𝑒𝑡𝑖𝑡𝑖𝑜𝑛𝑠
𝑖=1  ζi))/VO_repetitions 

            end for 

           fVO ←( ∑ 𝑓𝑉𝑂
𝑆
𝑖=1 )/s 

          ∇𝐿 ← fVO - fD 

                    w ←UpdatedWeigths (∇𝐿)            
 Until convergence 

Return w  

 

 

IV. UAV MODEL 

We introduce an Unmanned Aerial Vehicle (UAV) 

model, based on the well-known simple car and Dubins 

airplane [26]. Dubins airplane [27] model extends Dubins 
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car model with continuous change of altitude without 

reverse gear, avoiding sudden altitude speed rate variation. 

Our UAV model includes kinematic and dynamic 

constraints which ignore pitch and roll rotation or winds 

disturbances.  

A. Kinematic Constraints 

We use a simple UAV model with four dimensions, each 

configuration is ( , , , )q x y z = , when , ,x y z  are the 

coordinates of the origin, and   is the orientation, in x-y 

plane relative to x-axis, as can be seen in Figure 2 for a 

simple car-like model. 

The steering angle is denoted as  . The distance 

between front and rear axles is equal to L. The kinematic 

equations of a simple UAV model can be written as: 

 

,

cos ,

sin ,

tan

s

s

z

s

x u

y u

z u

u u







=

=

=

=

 
(7) 

 

Where su is the speed parallel to x-y plane, climb rate 

(speed parallel to z-axis) is zu and the control on steering 

angle
 
u . We denote the control vector as ( , , )s zu u u u= . 

Each of the controllers is bounded,
max max[ , ]u   −

where 
max / 2  , the speed 

min max[ , ]s s su u u and climb 

rate
max max[ , ]z z zu u u − . 

min 0su  , so UAV cannot stop. 

 

 
Figure 2. The Simple Car Model. The z-axis can be changed for a Simple 

-Airplane (Source [26]) 

 

B. Dynamic Constraints 

The UAV model has to take into account the dynamic 

constraints, preventing instantaneous changes (increase or 

decrease) of the control vector ( , , )s zu u u u= . 

UAV model also includes dynamic constraints,

[ , ]s s su a a − , [ , ]z z zu a a − and [ , ]u a a   − . 

 

V. ANALYTIC VISIBILITY COMPUTATION 

A. Analytic Solution for a Single Object 

In this section, we first introduce the visibility solution 
from a single point to a single 3D object. This solution is 
based on an analytic expression, which significantly 
improves time computation by generating the visibility 
boundary of the object without the need to scan the entire 
object’s points. 

Our analytic solution for a 3D building model is an 
extension of the visibility chart in 2D introduced by Elber et 
al. [26] for continuous curves. For such a curve, the 
silhouette points, i.e., the visibility boundary of the object, 
can be seen in Figure 3: 

            

Figure 3. Visible Silhouette Points SC
V  from viewpoint  V  to curve C(t) 

(source: [26]). 

The visibility chart solution was originally developed for 
dealing with the Art Gallery Problem for infinite viewpoint; 
it is limited to 2D continuous curves using multivariate 
solver [26], and cannot be used for on-line application in a 
3D environment. 

Based on this concept, we define the visibility problem in 
a 3D environment for more complex objects as: 

     

3D model parameterization is
co s

( , )
n tzC x y , and the 

viewpoint is given as
0 0 0( , , )V x y z . Solutions to equation (8) 

generate a visibility boundary from the viewpoint to an 
object, based on basic relations between viewing directions 
from V to 

co s
( , )

n tzC x y  using cross-product characters. 

A three-dimension urban environment consists mainly of 
rectangular buildings, which can hardly be modeled as 
continuous curves. Moreover, an analytic solution for a 
single 3D model becomes more complicated due to the 
higher dimension of the problem and is not always possible. 
Object parameterization is therefore a critical issue, allowing 
us to find an analytic solution and, using that, to generate the 
visibility boundary very fast. 

1) 3D Building Model: Most of the common 3D City 

Models are based on object-oriented topologies, such as 3D 

Formal Data Structure (3D FDS), Simplified Spatial Model 

(SSS) and Urban Data Model (UDM) [26]. These models 

are very efficient for web-oriented applications. However, 

the fact that a building consists of several different basic 

 

 

co s co s 0 0 0'( , ) ( ( , ) ( , , )) 0
n t n tz zC x y C x y V x y z − =   (8) 
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0 maxCi

zV Z h =                                  (12) 

          
                (a)                            (b)                            (c) 

 

 

features makes it almost impossible to generate analytic 

representation. A three-dimension building model should 

be, on the one hand, simple enabling analytic solution, and 

on the other hand, as accurate as possible. We examined 

several building object parameterizations, and the preferred 

candidate was an extended n order sphere coordinates 

parameterization, even though such a model is a very 

complex, and will necessitate a special analytic solution. We 

introduce a model that can be used for analytic solution of 

the current problem. The basic building model can be 

described as: 
 
 
 
 
 
 
  This mathematical model approximates building 

corners, not as singular points, but as continuous curves. This 
building model is described by equation (9), with the lower 
order badly approximating the building corners, as depicted 
in Figure 4. Corner approximation becomes more accurate 
using n=350 or higher. This approximation enables us to 
define an analytic solution to the problem. 
 

Figure 4. Topside view of the building model using equation (2) - (a) n=50; 

(b) n=200; (c) n=350.  

We introduce the basic building structure that can be 
rotated and extracted using simple matrix operators (Figure 
4). Using a rotation matrix does not affect our visibility 
algorithm, and for simple demonstration of our method we 
present samples of parallel buildings. 

 
 
 
            
 
                                 

Figure 5. A Three-dimension Analytic Building Model with Equation (8), 

where max

min

9

0

h

hz
=

=
 

2) Analytic Solution for a Single Building: In this part 

we demonstrate the analytic solution for a single 3D 

building model. As mentioned above, we should integrate 

building model parameterization to the visibility statement. 

After integrating eqs. (8) and (9): 

 

 

 

 

 

 

 
 

where the visibility boundary is the solution for these 
coupled equations. As can be noticed, these equations are not 
related to Z axis, and the visibility boundary points are the 
same ones for each x-y surface due to the model's 
characteristics. Later on, we treat the relations between a 
building's roof and visibility height in our visibility 
algorithm, as part of the visibility computation. 

The visibility statement leads to two polynomial N order 
equations, which appear to be a complex computational task. 
The real roots of these polynomial equations are the solution 
to the visibility boundary. These equations can be solved 
efficiently by finding where the polynomial equation 
changes its sign and cross zero value; generating the real 
roots in a very short time computation (these functions are 
available in Matlab, Maple and other mathematical programs 
languages). Based on the polynomial cross zero solution, we 
can compute a fast and exact analytic solution for the 
visibility problem from a viewpoint to a 3D building model. 
This solution allows us to easily define the Visible Boundary 
Points. 

Visible Boundary Points (VBP) - we define VBP of the 
object i as a set of boundary points j=1..Nbound of the visible 
surfaces of the object, from viewpoint V(x0, y0, z0). 

 
 
 
 
 
 
 
 
 
Roof Visibility – The analytic solution in equation (10) 

does not treat the roof visibility of a building. We simply 
check if viewpoint height V(z0) is lower or higher than the 
building height 

maxCi

h and use this to decide if the roof is 

visible or not: 
 
 
If the roof is visible, roof surface boundary points are 

added to VBP. Roof visibility is an integral part of VBP 
computation for each building.  

Two simple cases using the analytic solution from a 
visibility point to a building can be seen in Figure 6. The 
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visibility point is marked in black, the visible parts colored in 
red, and the invisible parts colored in blue. The visible 
volumes are computed immediately with very low 
computation effort, without scanning all the model’s points, 
as is necessary in LOS-based methods for such a case. 

 

 
 

Figure 6. Visibility Volume computed with the Analytic Solution. 

Viewpoint is marked in black, visible parts colored in red, and invisible 

parts colored in blue. VBP marked with yellow circles - (a) single building; 

(b) two non-overlapping buildings. 

B. Visibility Computation in Urban Environments 

In the previous sections, we treated a single building 
case, without considering hidden surfaces between buildings, 
i.e., building surface occluded by other buildings, which 
directly affect the visibility volumes solution. In this section, 
we introduce our concept for dealing with these spatial 
relations between buildings, based on our ability to rapidly 
compute visibility volume for a single building generating 
VBP set. 

Hidden surfaces between buildings are simply computed 
based on intersections of the visible volumes for each object. 
The visible volumes are defined easily using VBP, and are 
defined, in our case, as Visible Pyramids. The invisible 
components of the far building are computed by intersecting 
the projection of the closer buildings' VP base to the far 
building's VP base.  

1) The Visible Pyramid (VP): we define VPi
j=1..Nsurf(x0, 

y0, z0) of the object i as a 3D pyramid generated by 

connecting VBP of specific surface j to a viewpoint V(x0, y0, 

z0).  Maximum number of Nsurf for a single object is three. 

VP boundary, colored with green arrows, can be seen in 

Figure 6. The intersection of VPs allows us to efficiently 

compute the hidden surfaces in urban environments, as can 

be seen in the next sub-section. 

2) Hidden Surfaces between Buildings: As we 

mentioned earlier, invisible parts of the far buildings are 

computed by intersecting the projection of the closer 

buildings' VP to the far buildings' VP base.  
For simplicity, we demonstrate the method with two 

buildings from a viewpoint V(x0, y0, z0) one (denoted as the 
first one) of which hides, fully or partially, the other (the 
second one). 

As can be seen in Figure 7, in this case, we first compute 
VBP for each building separately, VBP1

1..4, VBP2
1..4, based 

on these VBPs, we generate VPs for each building, VP1
1, 

VP2
1. After that, we project VP1

1 base to VP2
1 base plane, as 

seen in Figure 8, if existing. At this point, we intersect the 
projected surface in VP2

1 base plane and update VBP2
1..4 and 

VP2
1 (decreasing the intersected part). 
 

            

Figure 7. A Visible Pyramid from a viewpoint (marked as a black point) to 

VBP of a specific surface 

 

Figure 8. Generating VP - (a) VP1
1 boundary colored in green arrows; (b) 

VP2
1 boundary colored in purple lines; (c) the two buildings - VP1

1in green 

and VP2
1 in purple, from the viewpoint. 

 
                   (a)                                         (b) 

 
(c) 
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Figure 9. Projection of VP1
1 to VP2

1 base plane marked with dotted lines. 

The intersected part is the invisible part of the second 
building from viewpoint V(x0, y0, z0)  hidden by the first 
building, which is marked in white in Figure 9.  
   In the case of a third building, in addition to the buildings 
introduced in Figure 9, the projected VP will only be the 
visible ones, and the VBP and VP of the second building will 
be updated accordingly.  

We demonstrated a simple case of an occluded building. 
A general algorithm for more a complex scenario, which 
contains the same actions between all the combinations of 
VP between the objects, is detailed in the next sub-section. 
Projection and intersection of 3D pyramids can be done with 
simple computational geometry elements, which demand a 
very low computation effort.  

                    

Figure 10. Computing Hidden Surfaces between Buildings by using the 

Visible Pyramid Colored in White on VP2
1  Base Plane. 

C. Viewpoint Invisibility Value 

Planning UAVs visible trajectory is based on the ability 

to accumulate the visibility value of each viewpoint 

explored as part of the planner algorithm. We calculate the 

exact invisible value of a specific viewpoint, i.e., the total 

sum of the invisible surfaces and roofs from viewpoint. 

We divide point invisibility value into Invisible Surfaces 

Value (ISV) and Invisible Roofs Value (IRV). This 

classification allows us to plan delicate and accurate 

trajectory upon demand. We define ISV and IRS as the total 

sum of the invisible roofs and surfaces (respectively).  

Invisible Surfaces Value (ISV) of a viewpoint is defined 

as the total sum of the invisible surfaces of all the objects in 

a 3D environment, as described in equation (13): 

 

1.. 1

1.. 10 0 0

1

( , , )
obj

j Nbound
i
j Nbound

i

N

VP

VP
i

ISV x y z IS
= −

= −

=

=   (13) 

In the same way, we define Invisible Roofs Value (IRV) 

value as the total sum of all the invisible roofs surfaces:  
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VI. DEEP REINFORCEMENT LEARNING (DRL) PLANNER 

Our planner, as described in Table 1, based on DRL 

method, generate visible sequence of optimal-visible 

waypoints as a candidate trajectory. We extend previous 

planners which take into account kinematic and dynamic 

constraints [26][27] and present a local planner for UAV 

with these constraints, which for the first time generates fast 

and exact visible trajectories based on analytic solution. The 

fast and efficient visibility analysis of our method presented 

above, allows us to generate the most visible trajectory from 

a start state to the goal state in 3D urban environments, and 

demonstrates our capability, which can be extended to real 

performances in the future. We assume knowledge of the 

3D urban environment model and use the well-known 

Velocity Obstacles (VO) method to avoid collision with 

buildings presented as static obstacles.  

For obstacle avoidance capability, at each time step, the 

planner computes the next eighth Attainable Velocities 

(AV). The safe nodes not colliding with buildings, i.e., 

nodes outside Velocity Obstacles [25], are explored. The 

planner computes the cost for these safe nodes and chooses 

the node with the lowest cost. Trajectory can be 

characterized by the most visible roofs only, surfaces only, 

or another combination of these kinds of visibility types. We 

repeat this procedure while generating the most visible 

trajectory. 

A. Velocity Obstacles 

The Velocity Obstacles (VO) [25] is a well-known 

method for obstacle avoidance in static and dynamic 

environments, used in our planner to prevent collision 

between UAV and the buildings (as static obstacles), as part 

of the trajectory planning method. 

The VO represents the set of all colliding velocities of 

the UAV with each of the neighboring obstacles, in our case 

static obstacles - buildings. Each building is bounded by 

cylinder instead of circle in 2D case [25] and mapped as 

static obstacle into the UAV's velocity space.  

We introduce the velocity obstacles of a planar circular 

obstacle, B, which is moving at a constant velocity bv , as a 

cone in the velocity space of UAV ,A, reduced to a point by 

correspondingly enlarging obstacle B.  

Each point in VO represents a velocity vector that 

originates at A. Any velocity of A that penetrates VO is a 

colliding velocity that would result in a collision between A 

and B at some future time. Figure 10 shows two velocities 

of A: one that penetrates VO,
1av , and is hence a colliding 

velocity, and one that does not,
2av . 

All velocities of A that are outside of VO are safe as 

long as B stays on its current course or in our case a static 
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one. The velocity obstacles thus allows us to determine if a 

given UAV velocity will cause a collision. 

B. Attainable Velocities  

Based on the dynamic and kinematic constraints, UAVs 

velocities at the next time step are limited. At each time step 

during the trajectory planning, we map the Attainable 

Velocities (AV), the velocities set at the next time step 

t + , which generate the optimal trajectory, as is well-

known from Dubins theory [27]. 

 

 
Figure 11. Linear Velocity Obstacles 

 
We denote the allowable controls as ( , , )s zu u u u= as 

U , where V U . 

We denote the set of dynamic constraints bounding 

control's rate of change as ( , , ) 's zu u u u U=  . 

Considering the extremals controllers as part of the 

motion primitives of the trajectory cannot ensure time-

optimal trajectory for Dubin's airplane model [27], but is 

still a suitable heuristic based on time-optimal trajectories of 

Dubin - car and point mass models. 

We calculate the next time step's feasible velocities
 

~

( )U t + , between ( , )t t + : 

~

( ) { | ( ) '}U t U u u u t U + =  =    (15) 

Integrating 
~

( )U t + with UAV model yields the next 

eight possible nodes for the following combinations: 
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At each time step, we explore the next eight AV at the 

next time step as part of our tree search. Each node ( , )q q


,where ( , , , )q x y z = , consist of the current UAVs 

position and velocity at the current time step. At each state, 

the planner computes the set of Attainable Velocities (AV), 
~

( )U t + , from the current UAV velocity, ( )U t , as shown 

in Figure 12. We ensure the safety of nodes by computing a 

set of Velocity Obstacles (VO).  

In Figure 12, nodes inside VO, marked in red, are 

inadmissible. Nodes out of VO are further evaluated; safe 

nodes are colored in blue. The safe node with the lowest 

cost, which is the next most visible node, is explored in the 

next time step. This is repeated while generating the most 

visible trajectory. 

Attainable velocities profile is similar to a trunked cake 

slice, as seen in Figure 12, due to the Dubins airplane model 

with one time step integration ahead. Simple models 

attainable velocities, such as point mass, create rectangular 

profile [25].   

 

 

 

Figure 12. Tree Search Method. Attainable Velocities marked in Blue and 

Red Circles; Nodes inside VO (marked Red) are Inattainable; Nodes 

outside VO, Colored in Blue with Lowest Cost, are Explored 

 

C. Cost Function 

Our search is guided by minimum invisible parts from 

viewpoint V to the 3D urban environment model. The cost 

function for each node is a combination of IRV and ISV, 

with different weights as functions of the required task.  

The cost function is computed for each safe node

( , )q q VO


 , i.e., node outside VO, considering UAV 

position at the next time step ( ( ), ( ), ( ))x t y t z t  + + +  

as viewpoint: 

 
( ( )) ( ( )) ( ( ))w q t ISV q t IRV q t    + =  + +  +  (17) 

 

Where ,  are coefficients, effecting the trajectory 

character. The cost function ( ( ))w q t + produces the total 

sum of invisible parts from the viewpoint to the 3D urban 

environment, meaning that the velocity at the next time step 
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with the minimum cost function value is the most visible 

node in our local search. 

 

 

D. Planner Neural Network 

 

In our DRL model, we are using fully-connected layers, 

consisting of: 

• the state space of 37 dimensions 

• Two hidden layers (64 nodes each) 

• An output of four actions 

Our network structure can be seen in Figure 13. 

 

 

Figure 13. DRL planner network model based on fully-connected layers 

E. Simulation Results 

We have implemented the presented algorithm and 

tested some urban environments. We computed the visible 

trajectories using our DRL planner, as described above. We 

used the proposed UAV model with several types of 

trajectories consisting of roof and surfaces visibility, based 

on the introduced visibility computation method. Obstacle 

avoidance capability tested by VO method.  

The initial parameters values are: ( 0) 10su t = = [m/s], 

zu  ( 0) 5[deg]t = = . UAV dynamic and kinematic 

constraints are
max / 4 = , 

max 0.3[ / ]zu m s= . 
min 1su =

[m/s], 
max 15su = [m/s]. 

In the following figures the start and goal points are 

marked, in number of scenarios with various start’s and 

goal’s points location. 

 
 

Figure 14. Trajectory Planning in Urban Environment Using DRL. Start 

and Goal Points with Scenario Demonstration. 

 

Figure 15. Trajectory Planning in Urban Environment Using DRL. Setting 

other Start and Goal Points with Scenario Demonstration. 

 

Figure 16. Trajectory Planning in Urban Environment Using DRL. Setting 

other Start and Goal Points with Scenario Demonstration. 
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Figure 17. Trajectory Planning in Urban Environment Using DRL. Setting 

other Start and Goal Points with Scenario Demonstration. 

 

 
 

Figure 18. Trajectory Planning in Urban Environment Using DRL. Setting 

other Start and Goal Points with Scenario Demonstration. 

 

VII. CONCLUSIONS 

In this paper, we present spatial motion planner in 3D 

environments based on Deep Reinforcement Learning (DRL) 

algorithms. We tackled 3D motion planning problem by 

using Deep Reinforcement Learning (DRL) approach, which 

learns agent’s and environment constraints.  

Spatial analysis focuses on visibility analysis in 3D setting 

an optimal motion primitive considering agent’s dynamic 

model based on fast and exact visibility analysis for each 

motion primitives. Based on optimized reward function, 

which consist of generated 3D visibility analysis and 

obstacle avoidance trajectories, we introduced DRL 

formulation, which learns the value function of the planner 

and generates an optimal spatial visibility trajectory.  

We demonstrated our planner in simulations for 

Unmanned Aerial Vehicles (UAV) in 3D urban 

environments.  

Our spatial analysis is based on a fast and exact spatial 

visibility analysis of the 3D visibility problem from a 

viewpoint in 3D urban environments.  

We presented DRL architecture generating the most 

visible trajectory in a known 3D urban environment model, 

as time-optimal one with obstacle avoidance capability. 
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Abstract—The present paper aims to interpret multi-
layered neural networks by considering as many possible
internal representations as possible, which is called “collective
interpretation.” The interpretation is performed in a syntagmatic
and paradigmatic way. In the syntagmatic processing, all
representations created in each step of the learning processes
from the beginning to the final stage are considered. Then, in
the paradigmatic approach, we try to deal with all possible
representations by the syntagmatic processing. In addition, to
make this collective interpretation easier, we control collective
interpretation by the selective information, which is simplified to
control the cost in terms of the strength of connection weights.
The collective interpretation with the simplified selective
information augmentation by the cost control was applied to
three actual data sets: the traffic, facility for the elderly, and
wine data sets. With the first two data sets, we could observe
that the networks tried to extract simple and clear relations
between inputs and outputs. For the wine data set, because
the simple cost reduction could not be effective, the cost was
first augmented to reduce the selective information, and then
it was increased. The final compressed weights were also
simplified for clearer interpretation. The results showed that the
collective interpretation with the simple selective information
control by the cost control could flexibly deal with input and
output information for producing simple and interpretable
representations.

Keywords-collective interpretation; selective information;
cost; partial compression; generalization

I. INTRODUCTION

The present paper aims to propose a new interpretation
method composed of collective interpretation and selective
information control [1], [2]. We discuss here several problems
related to the conventional interpretation methods and then in-
troduce a concept of collective interpretation. This interpreta-
tion tries to take into account as many internal representations
as possible with a method of selective information to make
the collective interpretation clearer and easier.

A. Interpretation Problem

As has been well known, neural networks have been notori-
ous as one of the typical black-box models in machine learn-
ing, though there have been many attempts to interpret their
internal representations from the beginning of the research
[3]–[7]. Even if neural networks can show good performance
in generalization, they have not been accepted as reliable

models, because there have been serious risks we must face
in unexpected ways. In addition, neural networks have been
used to explain and understand human cognitive processes,
as was done in the name of connectionism [3], [8], [9]. In
this approach, the interpretation of internal representations
obtained by neural networks is the objective of the research,
and generalization performance, which is nowadays one of the
main objectives in neural networks, is only one aspect among
many to be explained.

Meanwhile, the massive invasion of neural networks as well
as other machine learning techniques into our daily life has
caused some concern about their use for our critical decision
making. Then, due to the urgent need to respond to the right
to explanation [10], there have been many different types of
interpretation, in the field of convolutional neural networks
(CNN) in particular. Those conventional interpretation meth-
ods can be classified into three types: conditional, individual,
and intuitive.

First, the interpretation has been based only on a specific
condition. Usually, we have tried to interpret an instance of
network behavior only when an initial condition is applied.
Actually, with a specific initial condition, for example, with a
specific set of initial weights, learning is performed, followed
by the interpretation of obtained representations. However, the
final internal representations are greatly variable, depending
on different initial conditions; it is almost impossible to give
fixed and stable meanings to those different representations,
and furthermore, some contradictory interpretations can be
obtained. In particular, when we have tried to apply logical and
linguistic rules to the interpretation [11]–[14], we have faced
much difficulty in interpreting the different rules. With those
formal methods for interpretation, we can produce a number of
different formal and logical rules for interpretation. Certainly,
we can determine a specific representation for interpretation.
For example, we should interpret a representation related to
the best generalization. Generalization is an important property
to be pursued, but we need to consider many other factors
for neural networks when we try to make them as close as
possible to human intelligence. Those types of interpretation
can be valid only under some specific conditions, such as
specific initial conditions, best generalization, and so on. In the
present paper, it is supposed that the interpretation should be
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as independent as possible of any specific conditions. Second,
the conventional methods tend to interpret network behav-
iors individually, which is closely related to the conditional
interpretation. This means that the interpretation has been
restricted to an interpretation responding to a specific input or
a specific output. In particular, in the convolutional neural net-
work (CNN), many individual interpretations or visualization
methods have been developed with much success, for example,
the activation maximization [15]–[20], the sensitivity detection
[21]–[25], the layer-wise relevance propagation (LRP) [26]–
[31], and so on. This is because the intuitive interpretation of
image data sets to be discussed immediately below, dealt with
by the CNN, has made it possible to understand an instance
of network behavior seemingly where the interpretation has
been replaced by the intuitive one for a specific image data
set. This individual interpretation seems to be successfully
applied to many data sets. However, one of the main problems
is that the individual interpretation can produce a number of
different types of interpretation on one data set, which can
be contradictory from each other in some cases. We can say
that the sum of individual interpretations cannot necessarily
lead us to the full understanding of data sets, because there
should be a number of cases in which some interpretations are
contradictory to others [32].

The third one is also close to the first and second one,
where the interpretation tends to be heavily dependent on
our intuitive knowledge of data sets, in particular, when the
method is applied to image data sets, as discussed above.
Intuition is naturally one of the most important techniques
in the explanation, because it is easy to persuade people how
neural networks can understand inputs and produce outputs.
However, this intuition has prevented us from understanding
the true inference mechanism of neural networks. The infer-
ence mechanism of neural networks should be different from
that of human beings, because the inference mechanism of
human beings should be severely constrained culturally and
physically so as to maintain their stability and existence [33].
Neural networks have been well known to produce unexpected
final outputs, which have been called “adversarial examples”
[34], [35]. The adversarial examples can be explained when we
can interpret the inference mechanism without human intuition
or human cultural bias toward or against the data sets. The
neural network can deal with the data sets from a viewpoint
that is different from that of human beings. More strongly,
the viewpoint cannot be accepted by human beings due to the
cultural and physical constraints on their inference mechanism
[33], [36]. It should be repeated that human beings are strictly
restricted by their physical or cultural conditions that might
threaten their existence. Their inference mechanism has been
acquired in those severe conditions, which naturally provides
strong bias for the interpretation. Thus, the human inference
can be only one of many different ways to deal with given
inputs appropriately. In short, the adversarial attacks may show
one truth about human intuition that the data sets cannot be
necessarily well suited to interpret by the inference mechanism
of neural networks.

Those limitations and conditions of interpretation seem to
be related to the severe shortcomings of neural networks.
However, when different types of explanations can be unified,
neural networks can be ironically well suited for dealing
with unstable and multiple interpretations, compared with
the conventional statistical methods. As mentioned above,
we have a problem of conditional interpretation, where one
of the main problems of neural networks is that they are
seriously dependent on initial conditions and where different
initial conditions can produce completely different internal
representations. Though this phenomenon seems to be one
of the main drawbacks of neural networks, it can also be
one of the merits of neural networks. This is because they
can explain many different aspects of given tasks and data
sets just by using different initial conditions. Conventional
statistical methods have tried to obtain a representation fixed
by a corresponding idealized model, while neural networks
try to produce as many different types of representations as
possible by using different initial conditions. At this point, all
we have to do is to propose a method to unify those different
types of representations created by neural networks.

B. Collective Interpretation

In this context, we present here a new type of interpretation
method called “collective interpretation,” aiming to consider
all possible internal representations generated by neural net-
works. On the contrary, the conventional interpretation method
in neural networks is an attempt to interpret only one in-
ternal representation. First, as mentioned above, we suppose
that different results by different initial conditions should be
considered one of the main merits of neural networks. The
different results can be produced by an effort to see a given
task or data set from a number of different viewpoints and
in a number of different ways. All results by different initial
conditions should have some meaning to explain the task.
Our hypothesis is that all representations by different initial
conditions should be taken into account to reach the full
understanding of the inference mechanism of neural networks.

In collective interpretation, there are two components: net-
work compression and selective information control. First,
we introduce the network compression to simplify multi-
layered neural networks. Our method of compression lies
in compressing as many representations as possible into the
simplest form for explaining the core knowledge obtained
by neural networks. Model compression has received due
attention recently to simplify multi-layered neural networks
[37]–[44]. Those conventional methods have aimed to replace
complicated multi-layered networks with simpler ones, keep-
ing the same generalization performance as much as possible.
Thus, the internal representations obtained by those methods
cannot inherit the original representations of complex multi-
layered neural networks. On the contrary, we have proposed
a method to compress multi-layered neural networks [45],
keeping information stored in weights in multi-layered neural
networks as much as possible.
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In addition to different types of internal representations,
we consider connection weights in syntagmatic and paradig-
matic ways. First, by restricting learning individually and
conditionally, we train neural networks with a specific set of
initial conditions and input patterns, and all representations
in the course of learning are collected. This process is called
“syntagmatic processing,” where all representations, obtained
in each learning step, are taken into account to produce
collected representations. This syntagmatic processing should
be performed for different initial conditions and input patterns,
producing a number of different types of representations. Then,
we should collect all those different compressed representa-
tions, which is called “paradigmatic processing.” Collective
interpretation is composed of the network compression where
syntagmatic processing is first applied, followed by paradig-
matic processing to deal with all possible representations.

An ideal collective interpretation should consider all in-
stances obtained in neural learning, and it should extract some
core structure by which all instances can be generated. The
present paper uses a kind of partial conditional collective
interpretation, where one condition is assumed for the col-
lective interpretation. The condition is that information per
cost should be maximized for simplification. Information-
theoretic methods have been introduced from the beginning
of research into neural networks, producing many principles
affecting studies on neural information processing. For exam-
ple, Linsker’s maximum information preservation principle has
had much influence on neural computing [46]–[49], in which
some visual processing can be explained by the maximum
information principle. Intuitively, we humans try to collect
surrounding information to secure our existence and to keep
it as secure as possible. Thus, though the principle should
play more important roles in extracting some principles in
neural computing, there have been few attempts made to
use information-theoretic principles following important past
studies [50]–[55]. In this context, we try to show how neural
networks are transformed under the condition that information
per cost is maximized. Then, we try to show that we can
disentangle complicated representations into the simplest ones
when the information per cost is maximized. For this, we
introduce a method to increase the selective information for
connection weights, expecting that those weights will be
selected to be disentangled from each other.

However, when the information is formulated in the classi-
cal form of information measures such as entropy and mutual
information, it is not so easy to understand how those measures
are concretely related to the disentanglement of representation.
This is because the abstract and ambiguous property of in-
formation, accompanied by the need for much computational
resources, has prevented us from using them appropriately for
the actual formulation. The present paper proposes a more
simplified method to compute the selective information, which
is not the abstract measure of information but which has
the actual meaning of the number of important connection
weights. Thus, the selective information can be applied to
neural networks and to understanding how information can

be stored in terms of the number of connection weights.
The selectivity has played important roles in neural net-

works, in particular, in generalization [56]–[61]. We should
choose a small number of important connection weights,
based on some criteria on the importance. However, it is
impossible to know the importance of connection weights,
and it has been stressed that the selectivity is of no use in
generalization [56], [59], [61]. For coping with this problem
of selectivity, we use the passive method to extract important
ones. We use the concept of cost [62] in terms of strength
of connection weights. We consider a connection weight
important only when this weight remains strong by introducing
the cost reduction method. This method is closely related to the
conventional weights decay, but the fundamental difference is
that the cost reduction is performed independently of error
minimization. This simple and independent cost reduction
method can eventually produce a small number of important
weights.

Selective information can be maximized to simplify neural
networks, but this simplification is not necessarily successful.
The information on the given data set should be naturally
obtained through inputs. However, those inputs are artificially
prepared by our knowledge on the data set. When these inputs
cannot be used to transmit information on inputs, simplified
networks cannot necessarily represent information on relations
between inputs and outputs. In this case, we must decrease
information on inputs as much as possible. Thus, we first try to
increase the selective information to simplify networks. Then,
if it is impossible to simplify them, we try to decrease selective
information in the first place and then increase selective
information.

C. The Purpose of the Present Study

Considering the above problems, the present paper aims to
propose a new interpretation method with three properties.
First, connection weights produced by neural networks are
exhaustively considered in syntagmatic and pragmatic ways.
This tries to take into account all possible representations
by the neural network. Second, the network simplification
is performed not by the selective information maximization
directly but by the corresponding cost minimization. Thus,
the learning procedures are greatly simplified. Third, when the
selective information maximization cannot give acceptable re-
sults, we first minimize the selective information by increasing
the cost. Then, the ordinary selective information minimization
is applied. This can be used to eliminate harmful information
obtained through inputs.

D. Paper Organization

The paper has been organized as follows. In Section 2,
after briefly explaining the concept of collective interpretation,
we try to explain full compression with syntagmatic and
paradigmatic compression. In addition, to see the intermediate
states of learning, we introduce partial compression and how to
partially compress intermediate layers. Then, we introduce the
potentiality and corresponding selective information, followed
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by the computational methods of cost reduction and augmen-
tation. We applied the method to three data sets, namely,
the traffic, facility for the elderly, and wine data sets. In all
cases, we first tried to show that syntagmatic and paradigmatic
compression could produce compressed weights close to the
correlation coefficients between inputs and targets. In the first
two data sets, by the cost reduction, we could increase the ratio
of selective information to its cost. By the partial compression,
we could see that the present method tried to deal with inputs
from the lower hidden layers, while the other conventional
methods could not consider inputs well. Because the wine data
set could not produce reasonably good interpretation results,
we first decreased the selective information by increasing
the corresponding cost, and then, the selective information
was increased by decreasing the cost. In all experimental
results, the final collective interpretation showed that the main
characteristics were based on the correlation coefficients be-
tween inputs and targets. The differences between compressed
weights and correlation could be used to detect the effects of
non-linear relations between inputs and outputs.

II. THEORY AND COMPUTATIONAL METHODS

We explain here the concept of collective interpretation,
taking into account all internal representations by the syntag-
matic and paradigmatic compression. In addition to the full
network compression, we introduce the partial compression
to see the states of intermediate layers. Then, we introduce
the simplified information-theoretic method by the selective
information, representing how many connection weights are
combined with neurons. After formulating the potentiality
and selective information, we introduce a practical method to
control selective information, where instead of direct control
of selective information, we try to control the cost in terms
of strength of weights. Finally, we present a two-step learning
method in which the cost is first increased, and then decreased
when the simple cost reduction could not be applied.

A. Compression

1) Collective Interpretation: We introduce here a concept
of collective interpretation in which we try to take into account
all possible internal representations, assumed to have equal
importance, created by the neural network. One of the main
shortcomings of neural networks is that their learning behav-
iors are sometimes completely different when different initial
conditions and different subsets of a data set are given, as
shown on the left-hand side of Figure 1. However, we suppose
here that this shortcoming of different learning behaviors
should be one of the most important merits of neural networks.
This means that a neural network tries to see a target object
from many different points of view, corresponding to different
initial conditions and different subsets of a data set. Then, we
suppose that all representations created by the neural network
should have some meaning related to the properties of the
target objects. We more strongly assume that all possible
representations should have the same importance, at least, in
terms of interpretation, dealt with in this paper. As shown in

Figure 1, a neural network can produce many different final
representations by different initial conditions and different
subsets of a data set. Then, we should interpret how a neural
network tries to produce outputs, based on the corresponding
inputs, considering all possible internal representations they
create. The interpretation, taking into account all possible in-
ternal representations, can be called “collective interpretation”
in this paper.

Fig. 1. Collective interpretation aiming to consider all possible internal
representations created by a neural network.

2) Full Compression: For interpreting multi-layered neural
networks, we first compress them into the simplest ones, as
shown in Figure 2. We try here to trace all routes from inputs
to the corresponding outputs by multiplying and summing all
corresponding connection weights.

First, we compress connection weights from the first to the
second layer, denoted by (1,2), and from the second to the
third layer (2,3) for an initial condition and a subset of a data
set. Then, we have the compressed weights between the first
and the third layer, denoted by (1,3).

w
(1,3)
ik =

n2∑
j=1

w
(1,2)
ij w

(2,3)
jk (1)

Those compressed weights are further combined with weights
from the third to the fourth layer (3,4), and we have the
compressed weights between the first and the fourth layer
(1,4).

w
(1,4)
ik =

n3∑
k=1

w
(1,3)
ik w

(3,4)
kl (2)

By repeating these processes, we have the compressed weights
between the first and sixth layer, denoted by w

(1,6)
iq . Using

those connection weights, we have the final and fully com-
pressed weights (1,7).

w
(1,7)
ir =

n6∑
q=1

w
(1,6)
iq w(6,7)

qr (3)

Because we consider all routes from the inputs to the outputs,
the final connection weights should represent the overall
characteristics of connection weights of the original multi-
layered neural networks.
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(a) Initial state

(b) Compressed weights

(1)i

(1)

(1,3)

(1,4)

(1,5)

(1,6)

(1,7)

(2)j (3)k (4)l (6)

(7)

(7)

q

r

Fig. 2. Full compression for an initial condition and a subset of a data set
from a seven-layered to a two-layered network without hidden layers.

3) Syntagmatic and Paradigmatic Compression: The full
compression actually is composed of syntagmatic and paradig-
matic compression in Figure 3. With an initial condition and
a set of input patterns, we train a neural network, taking into
account all internal representations by all possible conditions
and subsets of a data set. For simplicity’s sake, we suppose
that only initial conditions are changed, but actually, the subset
of the data set can be changed. Then, we average obtained
connection weights over all weights obtained in a process of
learning for the initial condition. Let us take an example of
connection weights from the sixth to the seventh layer only
and the maximum number of training steps for the sth initial
condition in Figure 3(a4). Then, we can average all possible
weights for all training epochs. For the weights from the sixth
to the seventh weights (6, 7; t) for the tth learning epoch, we
can average all possible weights

w̄(6,7)
qr =

1

ts

ts∑
t=1

w
(6,7;t)
ir (4)

where ts denotes the maximum number of learning steps for
the sth initial condition. All other connection weights are
averaged in the same way. Then, we compress those average
weights in full compression.

w̄
(1,7)
ir =

n6∑
q=1

w̄
(1,6)
iq w̄(6,7)

qr (5)

where w̄(1,6)
iq denote the compressed averaged weights up to

the sixth layer. This compression can be called “syntagmatic
compression” in Figure 3, because it tries to compress all
connection weights obtained for all learning steps.

Finally, the syntagmatically compressed weights are av-
eraged over all initial conditions and subsets of the data

sets. For simplicity’s sake, we restrict the compression for an
initial condition, and we have the paradigmatic compression
in Figure 3(b).

¯̄wir =
1

sm

sm∑
s=1

w̄
(1,7)
ir (6)

where sm denotes the maximum number of initial conditions.
We should repeat that we try to consider all possible represen-
tations created by neural networks. Thus, we can deal with all
connection weights for all learning steps and by all different
initial conditions and input patterns.

(1)

(1)
(1)

(2) j (3) k (4) l (2) j (3) k (4) l (2) j (3) k (4) l

(2) j (3) k (4) l (2) j (3) k (4) l (2) j (3) k (4) l

(2) j (3) k (4) l (2) j (3) k (4) l

(2) j (3) k (4) l (2) j (3) k (4) l(2) j (3) k (4) l

(2) j (3) k (4) l

(1) (1) (1)

(1) (1) (1)

(1) (1)

(1) (1)(1)

(1)

(6)(5)

(7)

(6)(5)

(7)

(6)(5)

(7)

(6)(5)

(7)

(6)(5)

(7)

(6)(5)

(7)

(6)(5)

(7)

(6)(5)

(7)

(6)(5)

(7)

(6)(5)

(7)

(6)(5)

(7)

(6)(5)

(7)

Fig. 3. Collective compression composed of syntagmatic (a) and paradigmatic
(b) compression for collective interpretation (c).

4) Partial Compression : In addition to the full compres-
sion, we need to examine the outputs from the intermediate
layers. For this purpose, we introduce the partial compression,
in which compression is applied up to a specific layer. As
shown in Figure 4, we illustrate the partial compression up
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to the fourth layer. Now, let us assume that we have already
compressed weights up to the fourth layer, denoted by w(1,4)

il .
In addition, the number of neurons in all hidden layers is
supposed to be the same. The partially compressed weights
up to the fourth layer can be computed by

w
(1,4,7)
ir =

n6∑
q=1

w
(1,4)
iq w(6,7)

qr (7)

where w
(1,4)
iq denote connection weights, compressed up to

the fourth layer. For the other intermediate layers, we can
compute the same partially compressed weights. The partial
compression aims to examine to what degree the intermediate
layers contain information on inputs as well as outputs.

(2)j (3)k (4)l

(7)r

(6)q

(a) Initial state

(b) (1,4) (c) (6,7)

(d) (1,4,7) Partially compressed

                weights up to the fourth layer

(1)

Fig. 4. An example of partial compression where only weights up to the
fourth layer are compressed.

B. Reduction and Augmentation of Selective Information

1) Selective Information and Its Cost: The selective infor-
mation can be defined by using the selective potentiality of
connection weights. When the selective information increases,
a small number of connection weights tends to be connected
with some specific neurons. The individual potentiality of
connection weights can be defined by the absolute values
of weights, for example, from the second to the third layer,
represented by (2,3), which is computed by

u
(2,3)
jk =| w(2,3)

jk | (8)

Then, we normalize these values by their maximum ones.

h
(2,3)
jk =

u
(2,3)
jk

maxj′k′u
(2,3)
j′k′

(9)

where the maximum operation is over all connection weights
between two layers. Then, summing all these normalized
values, the selective potentiality can be defined by

H(2,3) = β1

n2∑
j=1

n3∑
k=1

[
u
(2,3)
jk

maxj′k′u
(2,3)
j′k′

]
(10)

where n2 and n3 denote the number of neurons in the second
and the third layer, and β1 is a parameter to control the
strength. It should be larger than zero. Then, the complemen-
tary potentiality is defined by

g
(2,3)
jk = 1−

u
(2,3)
jk

maxj′k′u
(2,3)
j′k′

(11)

Summing all these normalized values, the selective informa-
tion can be defined by

G(2,3) = β2

n2∑
j=1

n3∑
k=1

[
1−

u
(2,3)
jk

maxj′k′u
(2,3)
j′k′

]
(12)

In addition, we need to define the corresponding cost to
represent the potentiality and information. In this paper, the
cost is simply the sum of all the absolute weights.

C(2,3) =

n2∑
j=1

n3∑
k=1

u
(2,3)
jk (13)

We suppose that the cost representing the information should
be as small as possible, and then the final function to be
controlled for the selective potentiality is

R(2,3) =
H(2,3)

C(2,3)
(14)

Then, for the selective information, the function to be con-
trolled is

R(2,3) =
G(2,3)

C(2,3)
(15)

2) Cost Control for Sensitive Selective Information: The
selective information should be augmented and the corre-
sponding cost should be reduced in the majority of data sets.
When we try to control the ratio of selective information to its
cost, we have two possible ways to do so: selective information
control or cost control. Because it is sometimes difficult to
directly control the selective information, we focus on the cost
and try to control it. In addition, when we try to increase the
selective information, one of the major problems is that we
cannot identify important connection weights or see whether
a weight plays a major role in interpretation or generalization.
Thus, we pay attention to the corresponding cost, and we try
to reduce the cost as much as possible, which is expected
to increase the selective information eventually. For this case,
the connection weights at the t+ 1th learning step are simply
computed by

w
(2,3)
jk (t+ 1) = β1 w

(2,3)
jk (t) (16)

where β1 should range between zero and one, because we
try to reduce the cost or the strength of connection weights.
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However, for some data sets, we have found that the se-
lective information augmentation and the corresponding cost
reduction cannot be accompanied by disentangling connection
weights into simplified ones for better interpretation. In those
cases, we first reduce the selectivity at the expense of higher
cost. Then, we try to increase the selective information and to
decrease the corresponding cost. Figure 5 shows the process
of a two-step method of selective information reduction and
augmentation. In the initial state in Figure 5(a), connection
weights are randomly initialized with the intermediate selec-
tivity. Then, we try to decrease the selectivity at the expense
of larger connection weights or higher cost in Figure 5(b).
Finally, we try to decrease the cost and at the same time
increase the selective information in Figure 5(c). In this case,
for the initial learning steps, we have

w
(2,3)
jk (t+ 1) = β2 w

(2,3)
jk (t) (17)

The parameter β2 should be larger than one. We try to increase
the strength of connection weights. This leads us to the
augmentation of selective potentiality at the expense of cost.
We use this method because it is easy to decrease the selective
information. Then, for the remaining learning steps, we have
the same assimilation rule

w
(2,3)
jk (t+ 1) = β1 w

(2,3)
jk (t) (18)

However, the parameter β1 should be between zero and one to
reduce the cost and correspondingly to increase the selective
information.

(1) i
(2) i (4) (5) (6) q

(7) r

(3) k
(1) i

(2) i (4) (5) (6) q

(7) r

(3) k

(c) Low cost selectivity augmentation(b) High cost selectivity reduction(a) Initial state

Fig. 5. Selective information augmentation (c) through higher cost selective
information reduction (b).

3) Assimilation: Depending on their strength, weights are
controlled to be smaller or larger. However, when the weights
are controlled by the parameter β, we need to re-train a neural
network to assimilate learning processes. We try to repeat this
process of assimilation many times. One of the possible ways
to do so is to use the dth sub-epoch td of the tth learning step,
and it can be computed by

td = θ1

(
t

tmax

)θ2
+ θ3 (19)

where d is the dth sub-epoch of step of the tth learning step
and tmax is the maximum number of learning steps with three
parameters, θ1, θ2, θ3, to control the effect of assimilation.

Figure 6 shows a process of assimilation for a learning step.
First, weights in an initial state in Figure 6(a) are multiplied by
the parameter β (for example, smaller values) in Figure 6(b),
and the strength of weights is reduced in proportion to the
parameter β in Figure 6(c). Then, we repeat the assimilation
steps for the learning step several times in Figure 6. Because

the effect of the parameter β is weakened in this process of
assimilation to reduce training errors, we must have weakened
weights less than those at the initial stage of assimilation due
to the effect of error minimization in Figure 6. Then, we
repeat this process of assimilation for each learning step to
obtain the final reduced weights. One of the important features
of this assimilation method is that the assimilation (error
minimization) and potentiality assignment (application of the
parameter β) are performed separately. First, the strength of
weights is reduced, and then, the effect of the parameter
is assimilated (error minimization). This method, thus, can
resolve the contradiction between error minimization and
regularization, which are usually simultaneously performed.

(1) i
(2) i (4) (5) (6) q

(7) r

(3) k
(1) i

(2) i (4) (5) (6) q

(7) r

(3) k

(b) Potentility assignment

(c) Assigned state (e) Assimilated state(a) Initial state

(d) Potentiality and cost assimiliation

Repeated assimilation

Fig. 6. A computational method to assimilate the effect of cost reduction.

III. RESULTS AND DISCUSSION

We present here experimental results on three data sets:
traffic, facility for the elderly, and wine. In the first two data
sets, we used the simple cost reduction method to increase
the selective information. For the third data set, the simple
cost reduction could not produce reasonable results, so we
first augmented the cost, and the usual cost reduction to
increase the selective information was applied. With those
three methods, we tried to show that we could compress
networks syntagmatically and paradigmatically with the aid
of cost or selective information control into simpler and
clearer networks, whose connection weights could be closer to
the correlation coefficients between inputs and targets of the
original data sets. In addition, we could extract some properties
due to the non-linear processing of neural networks.

A. Traffic Data Set

1) Experimental Outline: The database was created with
records of behavior in urban traffic in the city of Sao Paulo in
Brazil [63]. The number of inputs was 17, and the number
of patterns was 135. Seventy percent of the data set was
used for training, and the remainder was for testing. To make
the reproduction of the present results easier, we tried to
use the scikit-learning package with all default values except
for the tangent-hyperbolic activation function and the number
of epochs, which was changed according to the equation
described above. Table I shows the parameter values for
the experiments. In the following sections on experimental
results, we used the same parameter values for the easy
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TABLE I
SUMMARY OF PARAMETER VALUES FOR THE TRAFFIC DATA SET.

Parameters Values
β1 0.85
θ1 5
θ2 1
θ3 5

reproduction of all results except for the third results, where
a new parameter β2 = 1.3 for augmentation of potentiality or
information minimization was introduced.

2) Syntagmatic and Paradigmatic Compression : We com-
pared compressed weights with correlation coefficients be-
tween inputs and targets of the original data set, supposing
that the correlation coefficients were meaningful for describing
the relations between inputs and outputs. The results show
that the present method could produce syntagmatically and
paradigmatically compressed weights close to the correlation
coefficients between inputs and targets of the original data
set. Though the weight decay and conventional method could
produce reasonably high correlations, they were still lower and
behind the correlations by the present method.

Figure 7 shows the syntagmatic (left) and paradigmatic
(right) compression for the traffic data set for 100 different
initial conditions and 100 different subsets of the data set. One
of the main characteristics is that, when the parameter β1 was
0.85 for the cost reduction, correlation coefficients between
syntagmatically compressed weights and original correlations
between inputs and targets of the original data set were
much higher than those by any other method, and close to
one (perfect correlation) in the box on the left-hand side
of Figure 7(a). The box on the right-hand side of Figure 7
(a) shows the results of paradigmatic compression, and we
could see that when the number of different initial conditions
and different subsets of the data set increased, the correlation
coefficients became close to the maximum of one. When the
parameter α for the weight decay was set to 0.1 in Figure 7(b),
the correlation coefficients for the syntagmatic compression
became lower than those by the cost reduction in Figure 7(left,
a). For the paradigmatic compression in Figure 7(right, b), the
correlations became larger gradually, but the final correlations
were lower than those by the present method in Figure 7(a).
Finally, even without weight decay, the final results were quite
similar to those with the weight decay in Figure 7(c).

The results confirmed that the collective interpretation could
extract relations between inputs and outputs that were close
to the original correlation coefficients between inputs and
targets. Thus, neural networks, in particular, with the cost
reduction, could disentangle connection weights that could be
compressed to represent simple relations between inputs and
outputs.

3) Selective Information, Cost, and Ratio: The results show
that, though the new method could not increase selective
information in the later stages of learning, the cost was reduced
sufficiently to increase the ratio of information to its cost. On

(a) 0.85

(b) 0.1

(c) Conventional

Fig. 7. Correlation coefficients between weights and original correlation
coefficients by the syntagmatic compression (left) and by the paradigmatic
compression (right), when the parameter β1 was 0.85 (a), α was 0.1 for
weight decay (b), and by the conventional method without weight decay (c)
for the traffic data set.

the contrary, the weight decay and conventional method could
not increase the ratio of information to its cost.

Figure 8 shows selective information (left), cost (middle),
and the ratio of information to its cost (right). When the
parameter for the cost reduction was 0.85 in Figure 8(a), the
information first increased gradually, and then it decreased.
On the other hand, the cost decreased gradually, and remained
almost a constant in the later stages of learning. Naturally, the
ratio of information to its cost increased and then decreased
slightly in the end. When the weight decay was used and the
parameter α was set to 0.1 in Figure 8(b), the information
constantly increased, and the cost gradually decreased, though
it did not decrease to the lower point attained by the present
method. The ratio was much lower than that by the present
method in Figure 8(right, b). Finally, when we used the
conventional method without the weight decay in Figure 8(c),
the information did not change, the cost remained higher, and
finally, the ratio remained lower.

The results confirmed that the cost reduction could inhibit
the generation of supposedly important connection weights.
On the contrary, the weight decay constantly increased the
selectivity of connection weights.

4) Weights: The results showed that the present method
could produce weights where a small number of them became
stronger, and we could also see that some groups of connection
weights were identified. On the contrary, the weight decay and
conventional method could not produce a similar result.

Figure 9(a) shows connection weights (1) and their in-
dividual potentiality (2). As can be seen in the figure, a
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Fig. 8. Information (left), cost (middle), and ratio (right) when the parameter
β1 was 0.85 (a), α was 0.1 (b), and by the conventional method (c) for the
traffic data set

small number of connection weights became stronger, and
they responded to inputs in the precedent layers with clear
regularity. This tendency was further enhanced over individual
potentialities in Figure 9(2). Figure 9(b) shows weights and
individual potentiality by the weight decay (α = 0.1). Though
we could not see any strong weights, a small number of
weights could be seen by using the individual potentiality.
Finally, when the conventional method was used in Figure
9(c), weights seemed to become randomly activated, though
we could see a smaller number of individual potentiality.

5) Partial Compression: The results show that the present
method tried to extract information from inputs, while the
weight decay and conventional method tried to extract infor-
mation from outputs.

Figure 10(a) shows partially compressed weights when the
parameter β1 was 0.85. As can be seen in the figure, only
the initial partially compressed weights had higher connection
weights, and the strength of weights remained small. This
means that at the beginning the present method tried to acquire
information on inputs and that it seemed to try to extract
information on inputs as much as possible. Figures 10(b) and
(c) show partially compressed weights by the weight decay
and by the conventional method. Clear compressed weights
could not be seen until the final compression was performed.
This means that information from outputs played a critical role
in creating the final connection weights.

6) Full Compression: The results show that the present
method could produce compressed weights whose correlations
with the original correlations between inputs and targets were

(1) Weights

(1) Weights(1) Weights

(1) Weights

(2) Potentiality

(2) Potentiality(2) Potentiality

(2) Potentiality

(a) 0.85

(b) 0.1(b) 0.1

(c) Conventional

Fig. 9. Weights (1) and potentiality (2) when the parameter β1 was 0.85 (a),
α was 0.1 (b), and by the conventional method (c) for the traffic data set.

high and close to those by the logistic regression. In addition,
the present method produced higher generalization accuracy.

Figure 11(1) shows the correlation coefficients between
inputs and targets, and we could see that the first input (hour)
played the most important role in traffic behavior. Figure
11(2) shows fully compressed weights by the paradigmatic
compression when the parameter β1 was 0.85. As can be seen
in the figure, the correlation was 0.908, the second largest
one behind the logistic regression analysis, and generalization
accuracy was the highest at 0.812. When the weights decay
was introduced, the correlation decreased to 0.875, and the
accuracy also decreased to 0.808 in Figure 11(3). When the
conventional method was used in Figure 11(4), the correlation
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Fig. 10. Partially compressed weights when the parameter β1 was 0.85 (1),
α was 0.1 for weight decay (2), and by the conventional method (3) for the
traffic data set.

and accuracy were slightly larger than those by the weight
decay. The logistic regression analysis in Figure 11(5) pro-
duced the largest correlation of 0.938, but the accuracy was
lower, with the second worst value of 0.786, slightly better
than the 0.736 of the random forest. Finally, when the random
forest was used, the correlation and accuracy were the lowest
in Figure 11(6).

When we used the relative correlation coefficients relative to
the absolute original correlations between inputs and targets in
Figure 11(b1)-(b5), the fourth input (vehicle excess) showed
higher values for the cost reduction, weight decay, conven-
tional method, and logistic regression analysis. This suggests
that, in addition to the first input, the fourth input could play
an important role in traffic behavior.

B. Facility for the Elderly Data Set

1) Experimental Outline: The second experiment used the
data set of the facility for the elderly [64], in which we tried to
distinguish between male and female residents and to identify

(1) Correlation

(1) Correlation

(4) Conventional(0.905,0.810)

(4) Conventional

(2) 0.85(corr=0.908,acc=0.812)

(2) 0.85

(5) Logistic(0.938,0.786)

(5) Logistic

(3) 0.1(0.875,0.808)

(3) 0.1

(6) Random forest(0.802,0.736)

(6) Random forest

(a) Collective weights

(b) Relative collective weights

Fig. 11. Collective weights and related importance measures (a) and relative
collective ones (b) for the present method (1) to the random forest (6) for the
traffic data set. The numbers in the figure show the correlation coefficients
(left) and generalization accuracy (right).

the essential needs of residents for the facility. The objective
of the experiment aimed to improve the services provided by
the facility. The number of input variables was seven, and the
number of patterns was 1,000. We used the same parameter
values presented in the first experimental results on the traffic
data set for easy reproduction of the results.

2) Syntagmatic and Paradigmatic Compression : The re-
sults show that the present method produced very high corre-
lation coefficients, with almost perfect correlations with the
original correlation coefficients between inputs and targets.
The weight decay and conventional method could produce
weights with higher correlations, but they were lower than
those by the present method.

Figure 12(a) shows the syntagmatic (left) and paradigmatic
(right) compression when 100 different initial conditions and
100 different subsets of data were used, where the parameter
β1 was set to 0.85 for cost reduction. As can be seen in
the left-hand box on the syntagmatic compression, except
for five low correlations between compressed weights and
original correlations, the correlations became close to one.
For the paradigmatic compression on the right-hand side,
the correlations became immediately close to one, meaning
that paradigmatic compression produced original correlations
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(a) 0.85

(b) 0.1

Fig. 12. Correlations by the syntagmatic compression (left) and by the
paradigmatic compression (right) when the parameter β1 was 0.85 (a), α was
0.1 for the weight decay (b), and by conventional method (c) for the facility
for the elderly data set.

between inputs and targets over compressed weights. Figures
12(b) and (c) show syntagmatic (left) and paradigmatic com-
pression (right) by the weight decay (α = 0.1) and by the
conventional method without weight decay. The two methods
produced quite similar results for both types of compression.
However, the correlations were lower than those by the present
method. In particular, correlations with syntagmatically com-
pressed weights fluctuated extensively.

These results showed that the present method could produce
collective weights close to the original correlation coefficients
between inputs and targets. We could obtain those results al-
most independently of different initial conditions and different
inputs. On the contrary, the conventional methods produced
lower correlations, and they fluctuated considerably.

3) Selective Information, Cost, and Ratio: The results show
that the selective information increased up to a certain point,
and then it decreased in the end. However, due to the smaller
cost, the ratio increased gradually for all the learning steps. On
the contrary, the weight decay and conventional method could
not sufficiently increase selective information, and in addition,
they could not decrease the cost. Then, ratios became smaller
almost over all different runs.

Figure 13(a) shows selective information (left), cost (mid-
dle), and ratio of information to its cost (right) when the
parameter β1 was 0.85. The selective information increased,
and then decreased gradually. Because information was not
forced to be increased, the information could not naturally
continue to be sufficiently increased. However, the cost con-
stantly decreased when the number of learning steps increased.
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(c) Conventional
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Fig. 13. Selective information (left), cost (middle), and ratio (right) when
the parameter β1 was 0.85 (a), α was 0.1 for weight decay (b), and by the
conventional method (c) for the facility for the elderly data set

Then, the ratio of information to its cost increased rapidly.
On the contrary, Figure 13(b) and (c) show the results by
the weight decay and conventional method. The selective
information slightly increased, but the cost remained large,
and the ratios remained small for all the learning steps. The
results confirmed that the present method could decrease the
cost sufficiently to increase the selective information. Then,
the ratio of information and cost increased gradually.

C. Weights and Individual Potentiality

The results show that the number of strong weights became
smaller when the hidden layers became higher. On the con-
trary, the weight decay and conventional method could not
produce explicit regularity over connection weights.

Figure 14(a) shows weights (1) and corresponding indi-
vidual potentiality (2) when the parameter β1 was 0.85. As
can be seen in the figure, the number of strong connection
weights gradually decreased when the hidden layers became
higher. In addition, for the individual potentiality, we could see
several groups of connection weights responding to the inputs
in the same way. On the contrary, by the weight decay (b) and
conventional method without weight decay (c), no regularity
over connection weights and individual potentiality could be
seen.

The results showed that the present method could decrease
the number of strong connection weights, and connection
weights cooperated with each other as several groups to
transmit the information.

1) Partial Compression: The results show that the present
method could extract information on inputs in the lower hidden
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(1) Weights

(1) Weights

(1) Weights

(2) Potentiality

(2) Potentiality

(2) Potentiality

(a) 0.85

(b) 0.1

(c) Conventional

Fig. 14. Weights (a) and individual potentiality (b), when the parameter β1
was 0.85 (a), α was 0.1 for the weight decay (b), and by the conventional
method (c) for the facility for the elderly data set.

layers. On the contrary, the weight decay and conventional
method could not extract the information in the hidden layers.

Figure 15 shows partially compressed weights by the
present method (a), weight decay (b), and conventional method
(c). The present method in Figure 15(a) produced strong par-
tially compressed weights in the beginning, and the strength of
compressed weights became smaller when the layers became
higher. On the contrary, by the weight decay in Figure 15(b)
and conventional method in Figure 15(c), the strength of
partially compressed weights remained small until the final
compression was applied.

(a) (1,2,12)

(a) (1,2,12)

(a) (1,2,12)
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(e) (1,6,12)
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(i) (1,10,12)
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(b) (1,3,12)

(b) (1,3,12)

(b) (1,3,12)

(f) (1,7,12)

(f) (1,7,12)

(f) (1,7,12)

(j) (1,11,12)

(j) (1,11,12)

(j) (1,11,12)

(1) 0.85

(2) 0.1

(3) Conventional

(c) (1,4,12)

(c) (1,4,12)

(c) (1,4,12)

(g) (1,8,12)

(g) (1,8,12)

(g) (1,8,12)

(d) (1,5,12)

(d) (1,5,12)

(d) (1,5,12)

(h) (1,9,12)

(h) (1,9,12)

(h) (1,9,12)

Fig. 15. Partially compressed weights, when the parameter β1 was 0.85 (1),
α was 0.1 for the weight decay (2), and by the conventional method (3) for
the facility for the elderly data set.

These results show that the present method tried to ac-
quire information content from inputs, and this information
gradually decreased when going through many layers. On the
contrary, the other conventional methods could not acquire
enough information until we reached the final layer.

2) Full Compression: The results show that the present
method could extract almost perfect correlations with higher
generalization accuracy, compared with the weight decay and
conventional method. The correlation coefficient was still
higher than that obtained by the logistic regression.

Figure 16(a) shows correlation coefficients between inputs
and targets of the original data set (1); collective weights by
the present method, with the highest correlation coefficient
(2), weight decay (3), and conventional method (4); regres-
sion coefficients by the logistic regression analysis (5); and
prediction importance by the random forest (6). As can be seen
in Figure 16(a2), the correlation was rounded to one (perfect
correlation), and the generalization accuracy of 0.566 was the
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second best, behind the 0.568 by the weight decay. Figure
16(a3) shows a case with the best generalization accuracy
of 0.568 by the weight decay. The correlation coefficient
decreased to 0.8. The conventional method in Figure 16(a4)
produced the correlation of 0.804, and the accuracy was 0.566.
The logistic regression in Figure 16(a5) produced a high
correlation of 0.985, but the accuracy decreased to 0.551.
Finally, the random forest produced the worst accuracy of
0.541 and the worst correlation of -0.294.

Figure 16(b) shows the relative collective weights. As shown
in Figure 16(b2), the present method with the best correlation
coefficient produced an almost even score over all inputs. On
the contrary, the weight decay and conventional method in
Figure 16(b3) and (b4) produced negative values for the latter
three inputs. The logistic regression analysis in Figure 16(b5)
produced evenly distributed and positive relative weights,
but the strength varied considerably. Finally, the prediction
importance in Figure 16(b6) by the random forest produced
importance values completely different from other measures.

The results show that the present method with many hidden
layers could produce connection weights close to the origi-
nal correlation coefficients, keeping generalization sufficiently
good. These results demonstrate that multi-layered neural net-
works could be transformed to identify individual correlation
coefficients, and if differences between them and their original
correlations were considerably large, neural networks tried to
use non-linear and complicated connection weights.

D. Wine Data Set

1) Experimental Outline: The data set was composed of
red and white wine samples from the north of Portugal, where
we tried to distinguish between red and white ones based on
12 variables [65]. The number of samples was 6,497. Because
the resultant correlation coefficients were lower than those in
the above sections by the simple cost reduction, we tried to
use the two-steps selectivity or cost control method. All the
parameters used in this experiment were forced to be set to the
same values as those in the above two experiments, except for
the parameter β for the initial learning stage. The parameter β2
was larger than one, actually, 1.3, in the beginning of learning
(until one third of the total learning steps was reached). Then,
the parameter was reduced to the normal 0.85. Thus, this
method lay in cost augmentation in the first place, and then
the cost was reduced.

2) Correlation Coefficients : The correlation coefficients
between compressed weights and the original correlations
computed by the data set were relatively high for all methods.
However, the present method could produce higher correla-
tions for all different runs.

Figure 17 shows correlation coefficients between com-
pressed weights and the original correlations when the param-
eter β2 was 1.3 (first part) and when β1 was 0.85 (remaining
part) (a), when the decay parameter α was 0.1 (b), and by the
conventional method without the weight decay and selectivity
control (c). As shown in the left-hand box in Figure 17(a),
the correlation coefficients by the present method fluctuated

Inputs

Inputs

Inputs

Inputs

Inputs

Inputs

Inputs

Inputs

Inputs

Inputs

Inputs

Inputs

(1) Correlation(1) Correlation

(4) Conventional(0.804,0.566)

(1) Correlation

(4) Conventional

(2) 0.85(corr=1, acc=0.566)

(5) Logistic(0.985, 0.551)

(a) Collective weights

(b) Relative collective weights

(2) 0.85

(5) Logistic regression

(3) 0.1(0.8,0.568)

(6) Random forest(-0.294,0.541)

(3) 0.1

(6) Random forests

Fig. 16. Collective weights (a) and relative collective weights (b) for the
facility for the elderly data set. Figures 1 to 6 denote the original correlation,
compressed weights by the present method with best correlation, weight decay,
conventional method, logistic regression, and random forest method.

in the processes of syntagmatic compression. However, in the
processes of paradigmatic processing in the right-hand box
in Figure 17(a), the correlation coefficients were very stable
and close to those from the beginning. On the contrary, the
correlation coefficients by the weight decay in Figure 17(b)
and by the conventional method in Figure 17(c) tended to de-
crease gradually when the number of different runs increased.
In addition, the correlation coefficients by the syntagmatic
and paradigmatic compression were smaller than those by the
present method.

The results show that the simplified two-step method could
produce higher correlation coefficients for syntagmatic and
paradigmatic compression.

3) Selective Information, Cost, and Ratio: The initial steps
of learning by the simplified method could increase the cost
considerably, keeping the selective information smaller. Then,
in the subsequent steps, the selective information increased
rapidly and, at the same time, the cost decreased considerably.
Finally, the ratio of selective information to its cost increased
in the subsequent steps. On the contrary, the other methods
could not increase the selective information and decrease the
cost.

Figure 18 shows the selective information (left), cost (mid-
dle), and the ratio of the information to the cost (right) by the
present method (a) and the weight decay (b), and the ratio (c).
Figure 18(a) shows the results by the present method when the
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(a) 0.85

(b) 0.1

(c) Conventional

Fig. 17. Correlations between compressed weights and correlations of the
original data set by the syntagmatic compression (left) and by the paradigmatic
compression (right) when the parameter β2 was 1.3 and β1 was 0.85 (a), α
was 0.1 for the weight decay (b), and by the conventional method (c) for the
wine data set.

parameter β2 was 1.3 (initial) and β1 was 0.85 (remaining). As
can be seen in the figure, selective information was kept small
in the initial steps of learning. Then, the selective information
increased considerably in the remaining learning steps. The
cost (middle) was forced to be increased up to a point where
a further increase in the cost degraded the performance, and
the cost was forced to be decreased considerably in the end.
On the contrary, by using the weight decay in Figure 18(b),
and the conventional method in Figure 18(c), the selective
information had relatively high values without changes. The
costs, shown in the figures in the middle, were larger than
those by the present method. Finally, the ratio of selective
information and its cost remained small for all learning steps.

The experimental results show that the present method
could increase and then decrease the cost and correspondingly
decrease and increase the selective information. On the other
hand, the weight decay and conventional method could not
well control the selective information and its cost.

4) Weights and Individual Potentiality: The weights for
all hidden layers became relatively sparse by the present
method, and in particular, the individual potentiality showed
this sparsity tendency. However, the property of sparsity of
the present method was not so different from that by the
conventional methods.

Figure 19(a) shows connection weights (1) and the corre-
sponding individual potentialities (2) by the present method.
As can be seen in the figure, in particular, by seeing the indi-
vidual potentialities, the number of stronger weights tended to
be smaller, and weights became more selective by the present
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Fig. 18. Selective information (left), cost (middle), and ratio (right) when
the parameter β2 was 1.3 and β1 was 0.85 (a), α was 0.1 for the weight
decay (b), and by the conventional method (c) for the wine data set

method. In the same way, by using the weights decay in Figure
19(b) and conventional method in Figure 19(c), the number of
stronger weights seemed to be smaller. In particular, when we
examined the individual potentialities, the sparse properties
could be seen. However, we could not see large differences
among the three methods. The results show that the final
weights by the three methods seemed to be approximately the
same in terms of their sparseness, though the present method
could produce slightly more selective weights. This is due
to the large parameter value β for the present method, and
this large parameter value, accompanied by the large cost,
prevented the present method from producing more selective
states.

5) Partial Compression: The partially compressed weights
produced a similar tendency for all three methods. The com-
pressed weights by all the methods could not show explicit
characteristics until the final and output layer was considered.

Figures 20(a), (b) and (c) show partially compressed weights
by the present method, the weight decay, and the conventional
method, respectively. Though the final compressed weights
were different, all partially compressed weights were kept
small. Only in the final compression step did compressed
weights tend to be reasonably large. This can be explained
by the fact that the selective information was forced to be
smaller by increasing the cost. Then, selective information on
inputs tended to disappear by the present method. This means
that the information content in inputs could not be used to
relate inputs and outputs.

6) Full Compression: The results by the full compression
show that the present method could produce collective weights
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Fig. 19. Weights (a) and individual potentiality (b), when the parameter β2
was 1.3 and β1 was 0.85 (a), α was 0.1 for the weight decay (b), and by the
conventional method (c) for the wine data set.

close to the original correlation coefficients. Though the con-
ventional logistic regression analysis could produce similar
correlation coefficients, its accuracy rate was smaller than that
by the present method.

Figure 21 shows the correlation coefficients and the fully
compressed weights by five methods. By using the present
method, the correlation coefficient became 0.952, and the
accuracy was 0.952 in Figure 21(a2). In addition, the similarity
between the original correlation and compressed weights was
observed in the positive relative weights for all inputs in Figure
21(b2). By using the weight decay, the correlation decreased
to 0.749, and the accuracy rate was the highest one of 0.996
in Figure 21(a3). The conventional method could also produce
the highest accuracy of 0.996, but the correlation coefficient
decreased to 0.771 in Figure 21(a4). Though those methods
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Fig. 20. Partially compressed weights when the parameter β2 was 1.3 and
β1 was 0.85 (1), α was 0.1 for the weight decay (2), and by the conventional
method (3) for the wine data set.

produced lower correlation coefficients than those by the
present method, the relative collective weights were positive
except for input No.11 in Figure 21(b3) and (b4). Then, by the
logistic regression analysis in Figure 21(a5), the correlation
was 0.937, which was lower than the 0.952 by the present
method. In addition, the accuracy by the present method was
0.995, larger than the 0.989 by the logistic regression analysis.
Finally, the random forest in Figure 21(a6) produced the lowest
correlation of -0.075, though the accuracy was the highest at
0.996. The random forest produced importance measures quite
different from those by the other methods. The results show
that the present method could produce the highest correlation
coefficient, keeping high accuracy rates.

IV. CONCLUSION

The present paper aimed to propose a new type of interpre-
tation method for multi-layered neural networks. The method
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Fig. 21. Collective weights (a) and relative collective weights (b) by five
methods for the wine data set. The numbers in the figure represent the
correlation coefficients (left) and accuracy (right).

lies in considering all possible internal representations gener-
ated by multi-layered neural networks, in which we suppose
that all representations by multi-layered neural network have
the same status, meaning that many representations should be
created by seeing a data set from different points of view.

One of the main shortcomings of interpretation methods
of neural networks is that they try to understand only one
aspect of representations. For example, they tried to show
what components in a neural network can be responsible for a
specific input. This type of individual interpretation has been
extensively used in the present state of neural networks. In
particular, in the CNN, dealing with image data sets, it has
been extensively used, because it is easy to understand the
specific input and the corresponding component intuitively.
However, those corresponding components should be changed,
sometimes drastically, by using different initial conditions,
which is one of the main problems of neural networks. In
our approach, we suppose that different representations created
by different initial conditions can be used to explain the
inference mechanism of neural networks. This means that we
can interpret the representations from different points of view.

In actual learning, we have different internal represen-
tations in the course of learning. In addition, by different
initial conditions and inputs, we have also different internal
representations. We first take into account different repre-
sentations in the course of learning, which can be called

“syntagmatic compression.” In the syntagmatic compression,
all weights created in the course of learning with a specific
initial condition are averaged and compressed. Then, all syn-
tagmatically compressed weights are again averaged, which is
called “paradigmatic compression.” With syntagmatically and
paradigmatically compressed representations, we can interpret
neural networks in terms of collective interpretation, namely,
from many viewpoints.

The collective compression was flexibly controlled by con-
trolling the selective information. However, we proposed a
more simplified method to control the selective information,
that of controlling the cost in terms of weight strength.
This means that the selective information control eventually
corresponds to the cost control, which is much simpler to be
implemented in actual learning. In addition, we proposed a
new method to control the selective information by its cost,
where the cost is first increased, and then it is decreased.
This increase in the cost, corresponding to a decrease in
selective information aimed to eliminate information on input
patterns as much as possible. This is because the information
represented by the inputs of neural networks cannot be used
to relate the inputs to the corresponding targets.

The method was applied to three real data sets: the traffic,
facility for the elderly, and wine data sets. In the first two cases,
we could see that the selective information could be increased
and, at the same time, the cost could be decreased in terms
of the sum of absolute weights. The final collective weights
by the present method were very close to the correlation
coefficients between inputs and targets of the original data
set. This could be explained by the fact that the present
method could extract much information from inputs; on the
contrary, the other conventional methods could not extract
sufficient information from the inputs, but they were dependent
exclusively on the outputs. In the experimental results of the
third data set, the wine data set, the original information by
the corresponding inputs was forced to be eliminated by the
cost augmentation in the initial learning steps. This means
that the input variables cannot represent well the information
on the relations between inputs and outputs. This could be
observed in the results of partial compression, where partially
compressed weights could not show any regularity until the
final output layer was included.

We should point out here two problems with the present
method: extraction of features specific to input patterns,
and how to control selective information. One of the main
problems is how to identify differences between the original
correlations and specific ones by the present method. We
proposed a method to extract relative differences between
them. However, we should develop a more refined method
to distinguish between the original and new features dealt
with by the present method. Second, we proposed a method to
eliminate the selective information in the initial learning steps
and applied it to the third data set. However, we did not know
to what level we should eliminate the selective information.
Thus, we need to examine more closely the exact effect of
information reduction over information augmentation.
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Finally, we should mention briefly some future work to be
done on robustness and its relation to the selective information.
First, while we focused on the interpretation in this paper,
the collective concept described in this paper can be natu-
rally applied to generalization accuracy. This is because the
collective interpretation tries to interpret the inference mech-
anism, considering as many different internal representations
as possible, including ones with higher and lower robustness.
Our objective is to find some transformation rules from the
collective and core ones to more concrete networks with
different types of robustness [66], [67], [68]. We think that,
for these transformation rules, the selective information control
presented here can be of some use.

Though several problems should be solved for the present
method to be applied to more practical data sets, the present
study surely contributes to the problem of interpretation as
well as the relations between selectivity and network perfor-
mance.
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Abstract—Researchers at a public (state-funded) institution in 
the United States seek to increase student success rates in online 
courses by encouraging faculty implementation of research-
based strategies in their online courses without significantly 
increasing faculty workloads. This goal was identified partially 
in response to a survey of faculty at the institution and partially 
in response to funding priorities.  In the first phase of the faculty 
development project, the researchers created a training 
program that provided short, research-based, student-success 
strategy segments to faculty already enrolled in faculty 
development. These teaching tools were largely based on 
pedagogical research and methods long understood within 
traditional education disciplines but not as obviously applied to 
online course delivery. In this sense, the professional 
development modules are innovations to traditional online 
training. After the training program, the researchers analyzed 
faculty response to the training to improve design principles and 

delivery for future development of eLearning materials. In the 
second phase of the project, the short segments were offered as 
standalone training modules to anyone who wished to view 
them. Users were then surveyed regarding their perceptions of 
the strategies. While the impact of the innovations developed in 
this student success endeavor are still largely to be determined, 
preliminary results indicate that faculty find the professional 
development modules helpful and will be implementing them in 
their courses.  

Keywords-student success rates; innovation; feedback; open 
educational resources; training transfer; social media 

I.  INTRODUCTION 
This research project, first presented at eLmL 2021: The 

Thirteenth International Conference on Mobile, Hybrid, and 
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On-line Learning [1], aims to increase student success in 
online courses while being mindful of faculty workload as 
well as lack of time for faculty development and course 
redesign. Initially focused on courses offered in RCHSS 
(Radow College of Humanities and Social Sciences) at KSU 
(Kennesaw State University), the project has moved beyond 
that to create an OER (Open Educational Resource) available 
to any interested individual with internet access.  

This paper moves beyond that original conference 
presentation [1] to examine a wide range of published research 
that both provides context and underpins the resources we 
continue to develop. It then analyzes previously unpublished 
data from a fall 2019 faculty survey examining faculty 
motivations and expectations. Further, the paper describes the 
first and second phases of a research project seeking to 
develop faculty development resources that require minimal 
investments of institutional resources and faculty time and 
effort while facilitating the implementation of research-based 
techniques to improve student success in online instruction. 

II. OVERVIEW AND RATIONALE 
 In the United States, education is supported financially by 

a complicated combination of federal and state funding. In 
fact, state by state comparisons reveal huge differences in how 
much a state contributes to its higher education coffers. 
Government funding of higher education has dropped 
substantially in recent decades [2]. For example, overall, 
higher education state funding per student dropped 27% from 
2000-2014. State by state, the numbers vary widely. The state 
of Michigan cut funding by 53% overall during that time while 
North Dakota increased funding by 31%. Our own state of 
Georgia cut funding by 17% [3].  

When cuts are substantial, the difference is made up in 
budget cuts at the institutional level (such as reduction in 
library holdings and elimination of staff and programs) and 
tuition increases, among other strategies. But, in the United 
States’ political system, the same politicians who strive to cut 
funding to education also strive to claim that they keep taxes 
and other expenses low. Therefore, some states rarely allow 
public (that is, state-funded) institutions to raise tuition to 
make up for these budget cuts.  

With funding so tight, opportunities to gain additional 
funding to support faculty and students is highly prized, and 
competition is fierce when such opportunities are announced. 
Opportunity sometimes comes in the form of “student success 
dollars,” which is funding that can be awarded for initiatives 
with the intent of bolstering student success. In this case, 
student success is defined as decreased DFWI rates (students 
earning Ds or Fs, withdrawing from courses, or taking 
incomplete grades) and increased retention (the student stays 
in individual courses and in the university as a whole), 
progression (the student progresses through a degree 
program), and graduation (within a proscribed number of 
years). This definition is often abbreviated as RPG (Retention, 
Progression, and Graduation). While student success dollars 
are not tied directly to RPG, our Executive Director for 

Academic & Fiscal Operations at KSU, Dr. Michael 
Rothlisberger, explained, “Student success dollars are a 
systemic example of tying resources to strategy” because 
meeting RPG targets is seen as “a moral imperative” [4]. 

To compete for these highly prized student success dollars, 
our college wants to stand ready with research-based support 
to facilitate faculty implementation of techniques that foster 
student success. But just as there is a balancing act that goes 
along with cutting state funding to higher education and 
refusing to allow tuition to rise, there is also a balancing act 
with innovating to improve student success and being mindful 
of innovations that might challenge academic freedom or 
increase already strained faculty workloads. For example, for 
the past ten years, the RCHSS ODE (Office of Digital 
Education) has offered an award-winning “Build a Web 
Course Workshop” to support RCHSS faculty in creating and 
teaching online courses using research-based best practices. 
This workshop is time intensive, moving faculty through at 
least eight hours of in-person or synchronous virtual training 
and then at least another eight hours of training in a learning 
management system.  In preparing to apply for student success 
funding, college administrators recently looked at the DFWI 
rates of online courses offered pre-pandemic.  Surprisingly, it 
was determined that there was no significant difference in 
DFWI rates between classes where faculty had been trained to 
teach online using best practices versus online courses created 
and taught by faculty who had not received training.  

Our administration theorized the lack of discernable 
difference may stem from the fact that the ODE delivers 
training focused on best practices in online and hybrid 
teaching and not specifically on student success. That is, the 
courses created by trained faculty may have been better 
designed because the faculty who created and taught them had 
been trained in research-based best practices, but the courses 
may not have specifically implemented student success 
strategies. 

III. THEORY AND CURRENT PRACTICE 
In 1970, Paulo Freire first published Pedagogy of the 

Oppressed, taking issue with what he called the “banking 
method” of education, where a teacher deposits knowledge 
into the student, as if the student were a bank [5]. Freire called 
for a partnership between teacher and student to liberate 
students and recommended “[p]roblem-posing education” [5].  
While Freire did not envision the revolution in education that 
would be digital learning, his ideas are still the foundation of 
many of the current student success strategies that are 
modality agnostic, including transparent pedagogy and HIPs 
(High-Impact Practices).  

A. High-Impact Practices 
HIPs were identified by George Kuh in 2008 [6] and 

lauded throughout academia. Since then, many institutions 
have made concerted efforts to increase these practices 
throughout their educational offerings. The practices include 
“First-Year Seminars and Experiences,” “Common 
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Intellectual Experiences,” “Learning Communities,” 
“Writing-Intensive Courses,” “Collaborative Assignments 
and Projects,” “Undergraduate Research,” “Diversity/Global 
Learning,” “ePortfolios,” “Internships,” and “Capstone 
Courses and Projects” [6].  

Over a decade later, Indiana University’s Center for 
Postsecondary Research surveyed students regarding HIPs 
and recommended “three ways educators can assess high-
impact practices and ensure high-quality experiences for all 
students” [7]. The proposed strategies look at which HIPs 
practices students are being exposed to most and redesign 
current practices to include more HIPs, evaluate what “high 
quality” means and ensure that that measure is communicated 
and upheld, and evaluate student satisfaction with an 
awareness of critiques of HIPs that “HIPs are centered in the 
ideology of Whiteness” [7]. It is important to note that the 
researchers found that satisfaction levels with HIPs practices 
among students involved in them did not vary with regard to 
race and ethnic group identification [7].  

In a separate study, Kinzie and Kuh specifically analyzed 
over 15 major contributions to student success literature that 
covered “college impact, student effort and engagement and 
importance of the first college year for student success” [8]. 
Their findings showed that while the information about best 
practices for student success is widely available, 
implementation rates are still unacceptably low. “Institutions 
for various reasons do not faithfully and effectively 
implement the kinds of promising policies and practices that 
seem to work elsewhere” [8]. Kinzie and Kuh believe that the 
failures to effectively implement the strategies and changes 
to increase student success are due to an approach that is too 
broad and overwhelming. Schools use the smorgasbord 
approach for strategies instead of narrowing the options down 
to the specific strategies that would benefit their particular 
institutions best. Kinzie and Kuh’s suggestion is for 
institutions to implement Driver diagrams, to streamline 
goals as well as “to build and test theories for improvement 
and to clarify what is needed to achieve student success 
goals'' [8]. 

 In addition, Stewart and Nicolazzo take issue with HIPs 
practices, pointing out that activities like study abroad and 
internships may pose dangers to trans students. Overall, HIPs 
practices are more beneficial to students when those students 
experience fewer levels of oppression and higher levels of 
privilege. Stewart and Nicolazzo recommend instead that 
educators implement “trickle up high impact practices 
(TUHIPs)” creating practices that “recogniz[e] the central 
importance of working alongside multiply marginalized 
populations in higher education praxis” and see TUHIPs "as a 
process through which educators and redistribute human and 
financial resources toward those who are most vulnerable” 
[9].  

HIPs practices are well-known and widely recognized, and 
many of them do rely on institutional support (and funding) 
and financial resources and physical security on the part of 
students. But not all strategies for student success are 
dependent upon such resources.  

B. Low Resource Strategies 
Saundra Yancy McGuire’s revolutionary Teach Students 

How to Learn describes strategies to improve student 
metacognition, which, in turn, improves student learning 
across many areas [10]. McGuire’s strategies and examples 
are accessible to teachers and students and include fostering 
growth mindsets, providing clear expectations, and increasing 
student confidence and self-esteem [10]. As one can see, such 
strategies do not rely heavily on institutional support and 
student resources.  

Moving beyond metacognition, Mary-Ann Winkelmes 
identified factors “to promote equitable learning experiences” 
in higher education [11]. Dubbed “transparent teaching,” 
these practices do not assume that metacognition alone 
supports increased student learning. Winkelmes concludes 
practices such as low stakes projects, coaching models, and 
clear goals and criteria for courses and assignments foster 
student success [11].  

While McGuire and Winklemes do not address modality 
directly, Flower Darby looks directly at success in online 
learning in Small Teaching Online [12]. Darby, McGuire, and 
Winkelmes all recommend smaller changes that individual 
instructors can implement in courses regardless of modality to 
support student learning and success. Darby’s explanation of 
scaffolding content in courses is not original to her, but her 
explanation and examples and application to online learning 
are innovative.  

In 2010, Anya Kamenetz predicted the disruption that 
online learning would bring to education. She challenged 
educators to recognize the necessary changes that must be 
made for higher education to be relevant. She foresaw 
institutions needing to be clear about “meaningful objectives” 
[13], supporting diverse learners, embracing the benefits that 
technology can bring to education, and moving toward open 
educational resources [13]. 

By the end of the decade, however, when Hoyert and 
O’Dell examined educational practices at universities across 
the country, they found that most faculty still used the 
traditional lecture and textbook system [14]. This data shows 
that modern alternative pedagogical techniques are not being 
implemented to meet the needs of a wider range of students. 
“One of the factors limiting the expansion of the techniques is 
simply a lack of knowledge of the mechanics and the 
advantages of particular pedagogies on the part of college 
faculty” [14]. The authors developed a series of faculty 
communities that they refer to as pedagogical interest groups, 
and each group was an interdisciplinary team of six to eight 
faculty. Each of these groups analyzed and implemented 
different pedagogical techniques in their classes and shared 
the results. If a technique was found successful, the instructors 
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redesigned the courses using that technique. “One of the most 
impressive outcomes of this project is that all the techniques 
improved aspects of student learning and with some 
techniques, the change was immediate” [14]. The authors 
suggest that “linking measures of teaching effectiveness and 
recognition for innovative teaching are needed to sustain 
pedagogical transformation” [14]. Also, it seems clear that 
small changes can support student learning.  

C. Student Expectations 
Other factors also challenge efforts toward increased 

student success. Arum and Roksa studied 2,322 college 
students “enrolled across a diverse range of campuses” [15]. 
The researchers found that students don’t have a clear idea of 
why they are in college, how it might benefit them, or how 
they might succeed in college. While teaching students to 
think critically is held as the main goal of college education, 
“[t]hree semesters of college education . . . have a barely 
noticeable impact on students’ skills in critical thinking, 
complex, reasoning, and writing” [15]. This statistic is 
measured without regard to whether students are succeeding 
or failing in their courses, meaning that strategies that improve 
DFWI rates need to also positively impact student learning 
and critical thinking skills in order to truly make a difference.  

What does the research say online students want? Two 
separate studies, one by Toufaily, Zalan and Lee [16] and one 
by Magda and Aslanian [17] found that students choose an 
online program because 1) it is the program they want, 2) it 
is the least expensive, and 3) it has a good reputation.  During 
their online study, students surveyed in the UAE responded 
that they value an instructor “who possesses good 
interpersonal skills, who is a good leader, who is prepared for 
class, is precise and teaches so that students can understand” 
[16].  They want responsive instructors. They want functional 
elearning platforms, and they value the use of social media 
platforms to gain a sense of belonging [16]. In a 2010 survey 
conducted by Penn State University, students were asked 
how they felt about the Quality Matters criteria. The results 
revealed that students wanted appropriate assessments, clear 
guidance on how to access resources in the course, and web-
based course components or course components that are easy 
to use offline [18]. 

Other studies specifically focused research on majors, 
groups of students, or interventions. One large study 
conducted by The Learning House, Inc. and Aslanian Market 
Research in 2018 surveyed 1500 online students to determine 
what students want once they are enrolled in online courses.  
In 2018, students’ first concern was for mobile-friendly 
course materials. Their second priority was for asynchronous, 
interactive course materials (videos and PowerPoints from 
the instructor, textbooks, and written assignments). Students 
were not enthusiastic about synchronous sessions and third-
party videos [17]. But, students were very attracted to 
“textbook free” courses or courses that use OERs (not courses 
without course materials) [17]. Finally, while a big advantage 
of online programs is that they are available to anyone, 

anywhere, surprisingly, students want their online programs 
close by. In fact, 78% of students surveyed lived within 100 
miles of their campus, with 44% living under 25 miles away. 
Students may study online, but they prefer the institution to 
be close [17].  

It does seem that one thing that has changed since the 
2010 Penn State survey is that now students are more 
desirous of mobile materials rather than downloadable ones; 
however, students still value knowledgeable instructors who 
have a clear presence in their courses.   

Muljana and Luo produced a systematic literature review 
of 40 studies published between 2010 and 2018 related to “the 
underlying factors that influence the gap between the 
popularity of online learning and its completion rate” [19]. 
Student success strategies identified in the study were grouped 
under common headings referencing early intervention, 
engagement, course design, and synergy of stakeholders. 
While the reviewers found significant discussion of 
“[p]rofessional development, training, and workshops to 
inform faculty practices associated with online learning 
theories, student engagement, students’ needs, dynamic 
dialogue, high quality feedback, appropriate delivery methods 
and technology,” they also noticed a lack of discussion on 
efficacy of faculty support, “such as professional development 
opportunities such as a summer institute, training, and 
workshop” [19]. Critically, the reviewers noted “while student 
characteristics are among determinants of student retention in 
online learning, the results of this study do not include a 
detailed discussion on suitable instructional strategies for 
fostering behaviors associated with academic success” [19]. 

D. The Criticality of Faculty Development 
All of these problems, goals, strategies, interventions, etc. 

require faculty development if they are to be addressed or 
implemented effectively. Faculty success in the in-person, 
online, and hybrid classroom is necessary, although it is not 
sufficient, to achieve student success. Brinkley conducted 
research focusing on how participation in a professional 
development program impacted faculty teaching effectiveness 
in the online environment and attitudes toward the 
effectiveness of the training [20]. Brinkley concluded “that 
instructors demonstrated (a) statistically significant changes 
in the incorporation of elements into the redesign of their 
syllabi, and (b) improvements in their teaching abilities, [but] 
there were no statistically significant differences in student 
evaluation scores of teaching pre- and post-training. Overall, 
the findings to the first research question revealed only modest 
improvements to the instructors’ teaching effectiveness.” As 
to the faculty attitude toward the training, “prior to the 
training, instructors were highly optimistic about their course 
redesign plans and the skills and knowledge they would 
develop in the training” and were “generally satisfied with the 
program” after the training. “However, after delivering their 
newly redesigned course online, participants were less 
optimistic and satisfied with their training experience than 
they had been prior to and following it, and multiple 
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instructors cited a need for additional or continued training 
and support” [20].  Brinkley notes it is important we use 
multiple data sources, spanning greater periods of time to gain 
a better understanding of the impact of professional 
development. 

Daly analyzes grant-funded faculty learning communities 
at seven different institutions of higher education after 
determining a need for scholarship that analyzed why faculty 
learning communities are generally successful [21]. The 
research is grounded in social cognitive theory, which was 
chosen to “examine the relationship between faculty needs 
and the conditions for learning that are provided by the 
colleges and universities in which they work” [21]. Each 
learning community met weekly to “engage in professional 
reflection and initiate changes” over one semester, then met 
weekly over a second semester to implement projects that 
would address campus-wide diversity needs [21]. The 
learning communities were considered a success by the 
researchers, and the exit interviews of the participants aligned 
with “Deci and Ryan’s (2000) self-determination theory, 
which focuses on the needs of individuals for autonomy, 
competence, and relatedness,” and boosted self-confidence 
[21]. Ultimately, Daly indicated that topic-based learning 
communities “promote[d] specific types of pedagogical 
change” [21]. 

After analyzing 47 published studies on best practices in 
online learning and studying the rapid advancements of 
technology in the past century, Sun and Chen determined “that 
most online faulty have not received adequate training and 
support from their institutions” [22]. They define adequate 
training to include the following topics: “how to promote 
effective online collaboration for students, how to set high 
expectations, how to adjust instructors’ teaching to conform 
to the online environment, and how to create proper online 
teaching strategies,… [along with] adequate training in the 
technologies applicable to online teaching” [22].  Sun and 
Chen, like Daly, stressed the success of a learning community 
approach for both student learning and faculty development 
[22]. 

The Canadian Digital Learning Research Association 
(CLDRA) found that the most reported challenges in 
provision of digital education professional development were 
“culture change, work security, and unclear expectations” 
[23]. That is, there may be underlying factors beyond lack of 
training or lack of understanding of technology that hamper 
professional development efforts at the institutional level. In 
addition to analyzing faculty development programs 
themselves, it is important to realize that when we discuss 
faculty development, we may not mean “all faculty” at a 
particular institution. Brady studied the impact of professional 
development for adjuncts on student success, noting “adjunct 
instructors have not always been afforded the same training 
and development opportunities” as full-time faculty. [24]. It is 
also important to note that in the current teaching climate, with 
the popularity of online courses, faculty may now be asked to 
teach courses designed by others—colleagues, subject matter 

experts, and/or instructional designers.  Implementing student 
success strategies into a course that one did not initially create 
can pose its own challenges.  

Another strategy regarding faculty professional 
development is rooted in asking the faculty member to share 
the student’s experience. Utah Valley University created 
professional development for the teaching of its online 
English language program courses, based on parallel design, 
to mirror the educational experience of online students. This 
design incorporated three theories for developing learner 
autonomy – transactional distance, self-regulated learning, 
and collaborative control. Through the professional 
development, faculty learned the importance of decreasing 
transaction distance through the establishment of effective and 
timely communication and positive student-teacher 
relationships. Faculty learned to approach the course through 
phases of self-regulated learning - including forethought, 
performance, and self-reflection – to understand the factors 
affecting learning online. Lastly, faculty practiced 
encouragement of community building and learner autonomy 
through giving students more collaborative control of 
discussion boards. A key component in the training was 
helping instructors “recognize how they can incorporate their 
own voice through response to learners in order to make a 
course that may have been authored by someone else their 
own.” [25]. Results highlight the importance of 
“implementing the elements of goal-setting, learning and 
applying new teaching strategies or adapting known 
strategies, and reflection on the effectiveness of these 
strategies parallels effective student learning processes based 
on the theory of self-regulated learning,” and that “online 
learning is not an isolated activity. Socialization, support, 
team-building, and problem-solving can be developed 
through well-designed online course activities. These can 
result in ownership of learning, self-direction, and autonomy" 
[25]. 

In Southern Oregon University’s 2015-2016 Faculty 
Writing Fellows Seminar, eight instructors of first-year 
foundational courses across diverse disciplines learned about 
methods and implementation of various pedagogical 
techniques to strengthen their students’ writing abilities [26]. 
The seminar, structured similarly to a professional learning 
community, aimed to remedy the lack of faculty expertise in 
teaching writing skills to students by assigning faculty with 
readings and discussions, encouraging them to position 
themselves as learners. Researchers then compared fifty 
student compositions written in five participating instructors’ 
subsequent courses with those of students in courses taught by 
five non-participating instructors, noting that the former 
substantially outscored the latter. In addition, researchers 
surveyed participating instructors and observed an increase in 
“confidence as a writing instructor, … empathy for students, 
… knowledge about writing instruction, and … instructional 
practices that support students’ success” [26]. As the research 
shows, there is a thick web of complication surrounding the 
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relationships among student learning, student success, and 
faculty development,  

A cornerstone to the effort to support student success is 
faculty development. A common refrain is “[s]tudent success 
is faculty success.” The work to increase student retention in 
college, progression through an academic program, and 
graduation from an academic program must include both 
effort toward pieces that support student success and pieces 
that provide faculty the support they need to support student 
success. This axiom is true in online courses as well as face 
to face and hybrid courses. The Student Success Minutes 
training was created to help gently nudge faculty in the 
direction of the research and take into account faculty 
conceptions and needs as well as research-based student 
success findings. 

IV. FACULTY SURVEY 
Our Build a Web Course training program is peppered 

with student success research from well-known experts like 
Saundra McGuire [10], Jessamyn Neuhaus [27], Flower 
Darby [12], Anya Kamenetz [13], and Richard Arum and 
Josipa Roksa [15], which we couple with advice and 
examples of successful strategies employed by our own 
faculty. However, research conducted by Karen Brinkley on 
the effectiveness of faculty development training [20] caused 
us to consider the effectiveness of our own training. Brinkley 
found that “prior to the [faculty development] training, 
instructors were highly optimistic about their course redesign 
plans and the skills and knowledge they would develop in the 
training” and were “generally satisfied with the program” 
after the training. “However, after delivering their newly 
redesigned course online, participants were less optimistic 
and satisfied with their training experience than they had been 
prior to and following it, and multiple instructors cited a need 
for additional or continued training and support” [20]. With 
this need for more training and support in mind, we 
conducted an informal survey in the spring 2021 of former 
Build a Web Course workshop participants and found that 
none of them remembered those aspects of the workshop that 
addressed student success in online courses. It seems that the 
focus of the faculty had been on the technology and general 
design of their courses rather than the details related to 
student success.  

Next, we combined our informal survey findings with 
those of a formal survey of 177 Kennesaw State University 
faculty conducted at the end of 2019.  A team of college-level 
online coordinators at KSU surveyed faculty regarding 
aspects of online teaching valued by higher education faculty 
in an effort to ascertain what students found to be the valuable 
part of an online course vs. what faculty found to be the 
valuable part of an online course. The purpose of the survey 
was to determine the similarities between what the research 
said students valued and what faculty valued. We then used 
that information to shape faculty development in a way that 
better responded to faculty assumptions and current faculty 
practices and preferences.  

KSU is made up of 11 different colleges, but over 80% of 
the survey respondents came from only three colleges: Coles 
College of Business (13%), Bagwell College of Education 
(16%), and RCHSS (55%).  The online teaching experience 
of the survey’s participants varied, with 22.35% having no 
online teaching experience in the past two years, and 22.35% 
having taught nine or more online sections in the past two 
years.  The majority of respondents, 53.53%, had taught no 
blended or hybrid sections in the past two years, with the next 
largest group, 28.82%, having taught 1-3 blended/hybrid 
sections in the past two years. Thirty percent of respondents 
had taught 1-3 years online, and 58.82% had developed 1-3 
online/hybrid/blended courses to teach.  

We asked faculty in the survey to identify the five items 
that they believe are most valuable in their online courses 
with regard to making a class better for them as the instructors 
(i.e., easier to manage, easier to teach) and for the students 
(i.e., learning effectiveness). 

The top five items that faculty felt made the course 
easier to teach and manage were 

1. Peer reviews of the online course by colleagues or 
instructional designers (90.32%) 

2. A course quality rubric such as Quality Matters 
(86.67%) 

3. Publisher course packs (76.74%) 
4. Proctoring tools such as Respondus and/or 

proctoring services such as the KSU Testing Center 
and ProctorU (76.47%) 

5. Tools such as SoftChalk and Kaltura/MediaSpace 
(71.76%) 

The top five items faulty felt were important for student 
learning were 

1. Clear guidance on how to access resources in a course 
(78.95%) 

2. Clear "start here" information (75.86%) 
3. Clear grading information (71.43%) 
4. Quick response time to emails and grading (67.21%) 
5. Mobile friendly (65.57%) 
As one can see (Fig. 1), there is little overlap between the 

two groups from the faculty perspective, which means faculty 
feel they must choose, as they design their courses, whether 
to focus on things that make the course easier to teach (such 
as publisher packs) versus things that they believe are 
important for student learning (such as clear guidance on how 
to access resources in a course).  

In addition, there is little overlap between what the 
research says students find valuable and what faculty believe 
students value (Fig. 2). As discussed above, students 
emphasize responsive instructors, functional e-learning 
platforms, use of social media to create a sense of belonging 
appropriate assessments, clear guidance on how to use 
resources in the course, instructor interaction, mobile friendly 
courses, asynchronous and interactive course materials, and 
open educational resources.  
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Figure 1.  A comparison of the faculty perspective on what students and 

faculty find valuable in an online course. This information is from the 2019 
survey of KSU faculty.  

 
Figure 2.  A comparison of faculty responses to what is valuable in an 

online course from 2019 survey of KSU faculty vs. Student responses to 
what is valuable in an online course [16] [17] [18] [19].  

 
Of course, these differences in preferences do not mean 

that techniques that make teaching easier and those that 
support student success are mutually exclusive. For example, 
faculty do not appear to have made the connection that a 
course quality rubric such as Quality Matters supports faculty 
providing clear grading information in a course. It is worth 
noting that while faculty did not generally perceive items 
such as responsive instructors and guidance on how to access 
resources in the class as things that would be valuable to the 
instructor, clear guidance on how to use resources would cut 
down on email to instructors and explanations from 
instructors regarding how to use such resources. 

Additionally, while neither research on what students wanted 
nor the survey on what faculty value rated a clear course 
schedule very highly, such a tool would also both ease the 
burden on faculty regarding student emails and scheduling 
and support student success. Clearly, this discrepancy 
between research and perception merits further exploration.  

Fig. 3 includes the full set of responses to the question 
“Identify the five items that you believe are most valuable in 
your online courses with regard to making a class better for 
you as the instructor (i.e., easier to manage, easier to teach) 
and for the student (i.e., learning effectiveness)” on the 
original survey.
 
 

 
Figure 3.  Overall results of the survey question asking faculty to identify five items that they believe are most valuable for them in their online courses 

(with regard to making a class better for the instructor) and five items that are most valuable to the student. 
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The survey also showed that students are the reason 
faculty take steps to improve their courses. One question in 
the study asked faculty, “What motivates you to make 
improvements to your online courses?” As shown in Table 1, 
the responses overwhelmingly stated students were the key 
motivator for course improvements along with learning and 
teaching. Feedback through student evaluations is also a 
motivator for improvement with course materials. The desire 
to improve the experience for students within the online 
environment can result in further professional development. 
The survey demonstrates there is no lack of desire on the part 
of faculty to improve online courses for students. Clearly, then, 
the fact that faculty assumptions regarding what students 
value in an online course do not equate to what students 
actually value is most likely the result of a lack of 
information. Furthermore, faculty were asked within the 
survey, “Is there anything preventing you from participating 
in distance education efforts (teaching, training, etc.) as a 
faculty member?” With the other obligations faculty are 
required to engage in on an annual basis, time is the number 
one reason preventing further training/education and/or 
teaching in the online environment. Faculty are concerned 
about the time it takes to train, create, and teach within the 
online environment, which causes them to discount the 
opportunity (Table 2). Additionally, faculty are concerned 
about the teaching workload and believe it takes a substantial 
amount of time to grade and offer continuous updating of 
materials etc. Faculty concern about time is reflected in Table 
II.  

We concluded from this survey that, while their 
motivations for participating in faculty development and 
updating their online courses were inspiring, faculty ideas 
about what supported student learning were sometimes at 
odds with the research, and their ideas about what faculty 
need to create effective online courses were sometimes at 
odds with what students needed (for example, OERS) or not 
even on student radar (mobile-friendly—although perhaps 
students take this for granted). Instructors want to help 
students succeed, but there is an incongruous response pattern 
in the survey. What is important to the student and what is 
important to the instructor are not always in alignment.  It 
seems clear, then, that providing faculty with information 
regarding what students value and what strategies support 

student success would help faculty achieve their goals.  
Additionally, training and opportunities to further faculty 
development and support faculty in planning online courses 
and reflecting on course design and delivery can be 
advantageous for the student and the instructor.  

V. RESEARCH PROJECT 
We realized that we needed a more focused strategy to 

supply faculty with information regarding implementing 
strategies for student success in their own online courses. We 
initially sought to emphasize student success information 
within the existing training without adding significant time 
and work for the faculty participants. We then realized that by 
embedding the information within a larger faculty 
development workshop, we were creating barriers to faculty 
adoption of the techniques and limiting the audience. That 
realization led us to develop phase two of the project.  

We already included a wealth of student success strategies 
in the workshop. However, the information was provided 
along with information on research-based best practices in 
course design and technology tutorials for creating course 
materials. Student success strategy information was not 
prioritized or emphasized for faculty participants.  

Especially for faculty new to online teaching, we could see 
how workshop participants would prioritize “how do I create 
the class,” “how do I make it accessible to students who use 
screen readers or who need captioning,” and “what software 
do I use to create course materials” over “how do I strategize 
for student success.” The faculty participants had finite time 
and energy to complete the training and create the course. But 
could we also call attention to student success strategies in 
hopes of encouraging faculty participants to add a few of those 
to their courses, as well?  

A. Research Project 
As mentioned earlier, the chief impetus of this research 

was to prepare the college for successful request of student 
success funding. Beyond that, we wanted to be able to 
demonstrate that we had identified a way to increase and 
support student success. And of course, the heart of our 
motivation was to assist our students in achieving their 
academic goals. 

 

TABLE I.  WORD FREQUENCY IN THE RESPONSES TO THE 2019 KSU 
FACULTY SURVEY QUESTION "WHAT MOTIVATES YOU TO MAKE 

IMPROVEMENTS IN YOUR ONLINE COURSE?"  

Word Frequency 
Student(s) 188 
Learn(ing) 77 

Teaching (material updates) 33 
Feedback (from students) 27 

Experience (better for students) 21 
Desire (to improve) 15 

Professional (development) 15 

TABLE II.  WORD FREQUENCY IN THE RESPONSES TO THE 2019 KSU 
FACULTY SURVEY QUESTION "IS THERE ANYTHING PREVENTING YOU FROM 
PARTICIPATING IN DISTANCE EDUCATION EFFORTS (TEACHING, TRAINING, 

ETC.) AS A FACULTY MEMBER?"   

Word Frequency 
Time (teaching, training, 

creating) 
71 

Online/distance (challenge) 37 
Training/education (effort) 29 

Teach(ing) 27  
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The researchers designed a two-phase research project. 
Phase 1 (completed) involved creating stand-alone student 
success content, sharing it with faculty within an existing 
professional development workshop, and following up with a 
survey to measure their intent to adopt student success 
strategies into their courses. In phase two (ongoing), we 
extracted the student success modules from the faculty 
development workshop and created a standalone faculty 
development training available as an open educational 
resource. This training is available online and on demand to 
anyone who wishes to access it through Affordable Learning 
Georgia’s Open Educational Resources: ALG Repository. 
Throughout this phase of the research, we are asking 
participants to complete a survey to measure their intent to 
adopt student success strategies into their courses.  

B. Phase I: Lower Barriers to Adoption 
To begin phase one, the researchers did three things: 1) 

isolated the research-based, student-success content from the 
general content of the faculty training modules and 
emphasized it in highlighted segments of the training called 
Student Success Minutes; 2) added an activity to each of the 
Student Success Minutes to support the faculty in 
remembering the content; 3) surveyed faculty at the end of the 
training to see if they recall and plan to use the Student 
Success Minutes information (intent to transfer) [28].  

The researchers designed each Student Success Minutes 
segment to be less than 10 minutes, including the activity, so 
as not to overburden the faculty with more training content.  
In this initial, pilot phase of the project, our goals were to 
create the segments and present them to the faculty 
participating in the spring 2021 “Build a Web Course 
Workshop” and then survey faculty participants, as described 
above, regarding intent to transfer. We started with a small 
number of faculty participants (8). Because of low faculty 
enrollments, in this first phase of the project we were able to 
gather little more than a handful of initial reactions.  

C. Phase II: Lower Barriers to Access 
Phase two shifted the content to a second, shorter, 

asynchronous training using the Student Success Minutes 
segments. This training initially targeted faculty who had 
previously completed the “Build a Web Course” Workshop 
but did not receive the redesigned content on research-based 
strategies for student success.  

The redesigned six-module, asynchronous, self-paced 
training takes participants less than two hours to complete. 
Other workshops focusing on student success strategies at the 
institution take more time and/or lack the flexibility and 
interaction of our Student Success Minutes training, which is 
hosted on the internet and freely available. The redesigned 
training and the accompanying survey of intent to transfer will 
be available indefinitely as we continue to refine the training 
content and collect data from users. The success of this project 

will be measured in the survey results and findings on intent 
to transfer techniques discussed in the training.  

D.  Next Steps 
While measuring DFWI rates at our institution might also 

be helpful in determining impact of a singular initiative, the 
truth is that we have so many student success efforts ongoing 
that it would be impossible to tell which one or ones had what 
impact. In addition, the researchers are cognizant that students 
drop courses for many reasons that may have nothing to do 
with the professor or the course content. Use of DFWI rates is 
also sensitive due to the potential for professors to feel 
targeted by attention to such information. For this reason, we 
chose not to measure individual DFWI rates in this research. 
At the end of the project, we will gather aggregate data on 
DFWI rates as a measure of overall student success trends 
within the College. 

After the two phases of the project, the researchers plan to 
use the information gathered to assess whether highlighting 
student success strategies in faculty development training can 
encourage faculty to implement these strategies. If we find we 
have a successful strategy, we will be able to use this 
information to better position our college to receive student 
success funding when future opportunities arise.  

VI. RESEARCH-BASED MODULES ON STUDENT SUCCESS 
In the first phase of this project, the research team created 

six Student Success Minutes segments. This section will 
describe each segment, provide the research it is based on, and 
describe the activity provided with it and faculty participant 
results, if available.  

A. Student Success Minutes 1: Scaffolding 
This Student Success Minutes segment was based on the 

work of Flower Darby (Fig. 4). Darby explains scaffolding 
through her experience teaching jazz dance. She writes,  

[B]eginning dancers get frustrated and demotivated if I 
constantly throw new things at them. Better to practice one 
new step for a while, get feedback from me on their 
progress, and build confidence and self-efficacy before 
introducing a slightly more complex step or one that 
requires greater skill. [12] 
Darby extrapolates this idea to other academic realms. 

While scaffolding in college classes is not a brand-new idea, 
Darby provides an excellent explanation and rationale for the 
practice. For example, in a research paper assignment, instead 
of assigning a 10-page research essay, ask students to turn in 
a topic early in the course; a few weeks later, ask students to 
turn in an annotated bibliography with a tentative thesis; and 
two weeks before the paper is due, ask students to turn in (or 
share on a discussion board) a PowerPoint with the title and 
thesis on slide 1 and the topic sentence and paragraph 
supporting points for each paragraph in the paper.  
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Figure 4.  Student Success Minutes 1:a video explaining Flower Darby’s 

approach to scaffolding.  

 
Figure 5.  Student Success Minutes 2: a short, self-paced, interactive 

presentation on the social media tool GroupMe.  

Of course, the faculty member would be expected to 
provide timely and helpful feedback on each phase before the 
next phase is due. To introduce (or remind) faculty of this 
student success strategy, in a three-minute video, Tamara 
Powell, Director of the RCHSS ODE, explained the concept 
of scaffolding and asked participants to share a reflection on 
when they might use the strategy to support student success in 
a class. In the reflection assignment, 100% of faculty 
participants in phase one indicated that they already used 
scaffolding strategies in their courses to some degree.  

B. Student Success Minutes 2: GroupMe 
The second Student Success Minutes segment was based 

on a need within the institution. At Kennesaw State 
University, student culture results in the creation of a 
GroupMe (Fig. 5) for each class in which students are 
enrolled—bypassing the professor. This student-created 
classroom community harkens back to Kamenetz’ prediction 
that faculty and institutions will need to change and adapt to 
the disruptions that technology brings. Kamenetz told us 
there would be “rough spots” [13], and the “do it yourself” 
approach to community building in online courses that 
students have taken with GroupMe certainly can be one of 
those rough spots. But faculty can work to lessen the negative 
impact and increase the positive through knowledge and 
deliberate action.  

GroupMe is a social media application that allows a group 
to chat via mobile app or website without exchanging 
personal information [29]. On the one hand, GroupMe is 
excellent for creating community and support in an online 
course. On the other hand, some students with the best 
intentions have been tempted to use GroupMe to commit 
breaches of academic integrity.  

In response to these problems, Sam Lee, a student at 
Kennesaw State University as well as a teaching assistant in 
the Spanish and French programs and an assistant 
instructional designer in the RCHSS ODE, created an 
interactive presentation using Articulate Storyline 360.  

The presentation walked faculty participants through an 
overview of GroupMe and provided suggestions to faculty 
regarding how to minimize student cheating with it and how 
to use it with students to support student success. 

This presentation concluded with a short quiz to support 
comprehension of the main ideas. Faculty participants were 
allowed to attempt the quiz multiple times, and all faculty 
participants in phase one scored 100% on their final attempts.  

C. Student Success Minutes 3: Open Educational 
Resources and Creative Commons 

In the past five years, a great deal of research has been 
done on the impact of OERs—or no-cost or low-cost course 
materials—upon student success efforts. In the United States, 
textbook prices have risen astronomically. In the last 10 
years, the “average cost of college textbooks has risen four 
times faster than the rate of inflation,” and “65 percent of 
students . . . skip buying required texts” to save money or 
simply because they cannot afford them [30].  

As an alternative to expensive textbooks, many faculty 
members turn to OERs. Research into OERs has shown that 
OERs increase student participation, satisfaction, learning, 
retention, and course and program completion. They reduce 
student debt not only by lowering textbook costs in individual 
classes but also by allowing students to take more courses in 
a term, thereby graduating more quickly and accruing less 
student loan debt [31]. Kamentez predicted the rise of OERs 
in her 2010 work DIY U: Edupunks, Edupreneurs, and the 
Coming Transformation of Higher Education [13]. Kamenetz 
did not predict the power with which for-profit publishing 
houses would attempt to subvert OERs and even try to 
monetize them. It can be difficult, now, for some faculty to 
envision teaching without high-priced publisher supplements 
to their instructional materials. But for many students, OERs 
are one of the most important factors a faculty member can 
implement into a course. And, OERs become a social justice 
issue as textbook prices climb.  
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Figure 6.  Student Success Minutes 3: a short video and quiz on Open 

Educational Resources. 

Tiffani (Reardon) Tijerina (Fig. 6), the Program Director 
for the Affordable Learning Georgia initiative, created a 
Student Success Minutes segment on OERs for this project. 
In the two minute and 37 second video, Tijerina defines open 
educational resources and explains their benefits as well as 
Creative Commons licensing. The Creative Commons 
licensing explanation is provided to support understanding of 
the types of resources that can be used as OERs in classes.  

Tijerina’s Student Success Minutes segment concludes 
with an ungraded self-assessment on the terms and concepts 
presented in the segment and then a graded quiz on the same 
terms and concepts. Faculty participants were invited to 
practice with the ungraded self-assessment as much as 
desired before taking the graded quiz on the same 
information. Every faculty participant in phase one scored 
100% on the graded quiz. Ungraded self-assessments [32] 
will be the topic of a future Student Success Minutes 
segment.  

D. Student Success Minutes 4: The Quick Write 
Saundra McGuire recommends a reflection activity as 

part of a class to engage students and enhance self-esteem 
[10]. It is hard to imagine that something so simple to 
implement can be such a powerful tool for student success. 
Stephen Bartlett, Associate Director of the ODE, created a 
short video on a type of reflection assignment called “The 
Quick Write” (Fig. 7).  

As Bartlett explains, McGuire uses the Quick Write as a 
confidence booster. She asks students to remember a thing 
they learned that was hard and recall how they learned it [10]. 
Bartlett also recommends using the Quick Write as a 
reflection assignment to help cement information students 
have learned in a class period and to “check in” on students 
regarding to their progress in the class.  

Asking students to take just one to three minutes to write 
about an aspect of the material that was just presented is a 
great way to support learning and engagement, and it also 
allows the professor to see whether students are paying 
attention or “getting the material” in an online class.  

 
Figure 7.  Student Success Minutes 4: a short video on the power of 

reflection. 

E. Student Success Minutes 5: Weekly Modules 
Universal Design for Learning Theory states that 

consistency is a key component for supporting increased 
success as it lightens cognitive load, freeing up more time and 
mental energy to assist the student in learning the course 
content [33]. 

It is important to be consistent in scheduling expectations 
for students in online courses. Students are used to organizing 
their college schedules by weeks in in-person classes, and it 
makes sense to use that structure in online courses as well. It 
also makes sense to create folders, organized by weeks, with 
everything a student needs in that folder to complete that 
week of class.  

When faculty instead create modules of random lengths 
(module 1 is three weeks, module 2 is four days, module 3 is 
seven weeks, etc.), students who already struggle with time 
management can suffer severely. When faculty create overly 
long modules (one 16-week course with only four, four-week-
long modules), students who wait until the last minute find out 
four weeks into the course that they have fallen too far behind 
to succeed.  

Student Success Minutes 5: Weekly Modules (Fig. 8) 
provides the rationale for organizing the online course in a 
weekly fashion and examples of why it is the easiest way to 
support student success in an online course. 

Weekly organization of online classes supports student 
success by providing consistency, reducing cognitive load, 
and helping students to organize their time [34]. This segment, 
created by Tamara Powell, ended with a quiz over the material 
presented in the short video. All faculty participants in phase 
one scored 100% on the quiz.  
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Figure 8.  Student Success Minutes 5: a short video on weekly modules.  

F. Student Success Minutes 6: Timely and Effective 
Feedback 

A great deal of research on student success supports not 
only feedback, but timely and effective feedback [12], [27] 
[35]. For our last Student Success Minutes segment in the 
pilot, Sam Lee created a website that included an interactive 
presentation on the importance of timely and effective 
feedback.  

As Darby points out, “It’s easy for online students to feel 
isolated and unsupported” [12]. Feedback, even small notes 
about low or no stakes assignments, can motivate students to 
invest more time in the course. Such feedback can also alert 
students that they are not doing enough to succeed in the 
class—or are on the wrong track—long before they fail a high 
stakes assignment. In this way, timely and effective feedback 
promotes student success.  

As the reader may remember, this project was inspired 
partly as a way to provide student success strategies to faculty 
who were already strapped for time. And, as we know very 
well, suggesting faculty take time to provide more feedback is 
not a timesaver. However, in the age of technology, faculty 
can often use the learning management system to “work 
smarter, not harder.” Specifically, many learning management 
systems have automated feedback tools to allow faculty to set 
up bots to, for example, send out a congratulatory email to 
students who did well on a test or send study tips to students 
who did not do so well on a test.  

Solutions that support student success and reduce faculty 
workload are not always possible, but in this case, the student 
success strategy was able to support both positive outcomes 

This module included the interactive presentation, 
mentioned above, along with a practice quiz that allowed 
participants to check their understanding of the material. After 
the practice quiz, participants in phase one took a graded quiz 
with the same questions. The quiz was worth 20 points, total, 
and the average grade was 75%. This information suggests 
that the presentation on timely and effective feedback needs 
adjustment to increase participant retention of the information.  

 
Figure 9.  Student Success Minutes 6: a website with interactive exercises 

and a quiz that provide information about the importance of timely and 
effective feedback.  

VII. OER STUDENT SUCCESS RESOURCE 

In the literature review, it was noted that faculty often did 
not have access to professional development [22] or 
professional development was limited to full time faculty 
[24]. Additionally, in the survey of KSU faculty, time was the 
number one reason preventing further training/education 
and/or teaching in the online environment. To address these 
concerns, phase two of the project was created. As referenced 
previously, phase two of the project included offering the 
modules described above in a standalone format in SoftChalk 
and hosted on the internet. This training is called “Student 
Success Workshop” [36]. These modules were available 
online to anyone, anywhere, and users were asked to 
complete a survey at the end. The survey measured, among 
other things, intent to transfer. The SoftChalk ScoreCenter 
showed that 51 people accessed the open, online training. 
However, only five persons completed the cumulative 
assessment and received a certificate by December 2021. 
Clearly, at this point, we need to examine why the training is 
not engaging users and moving them to completion of the 
certificate requirements.  

A. Survey Results 
Of the 51 people who accessed the training, only eight 

completed the survey linked to phase two of the training. All 
of this information was reported anonymously. Of those 
eight, four indicated they were faculty at Kennesaw State 
University, and two indicated that they were not. Two did not 
respond to that question. Six respondents indicated that they 
remembered all six topics presented to them in the training, 
and two did not respond. This result indicated that moving 
the training into a standalone format seemed to make it easier 
for participants to recall the topics.  

The segment that respondents indicated they found most 
helpful was the “Timely and Effective Feedback” segment 
created by Sam Lee. All six participants who were still 
responding to the survey found that segment helpful. Four 
found the “GroupMe” segment helpful—also by Lee. 
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Participants were queried regarding their intent to transfer 
the information presented in training using this survey 
question: “The following are the titles of the six strategies. 
Select any you plan to incorporate into your own course(s). 
In addition, please share your ideas regarding implementing 
these strategies in your course(s).” Of the four participants 
who responded to this question, at least one person found 
each strategy helpful and intended to incorporate it in a 
course. While “Timely and Effective Feedback” and 
“GroupMe” were deemed the strategies participants would 
use the most, “OER and Creative Commons” had only one 
user indicate that that information would be used in future 
courses. 

Participants were also asked to share their ideas regarding 
implementing these strategies in their courses. With regard to 
“GroupMe,” participants shared that they would start to make 
their own GroupMe in line with the workshop suggestion to 
try to deter student cheating with the social media tool. One 
participant wrote, “I have been largely ignoring GroupMe 
until this semester and one class. In the future, I will try using 
the create my own GroupMe strategy.” Responses to the 
“Timely and Effective Feedback” segment indicated that 
participants engaged with the material. One participant 
wrote, “I like the rubric method, and it does reduce grading 
time. Maybe I should create lower stakes activities to provide 
more beneficial feedback.” Another shared, “I will 
specifically separate out a ‘for next time’ in my feedback.” 
And a third response was 
very enthusiastic: “I’m re-working office hours to gain more 
attendance—love the Doodle survey idea!”  

As might logically follow, the “OER and Creative 
Commons” had very few responses. One respondent wrote, “I 
was not aware of the various types, and I would like to become 
more familiar to prevent misusing OER material.” This 
response might indicate that the segment was too packed with 
information for users to easily digest. Alternately, inclusion of 
OER may be seen as a larger, more systematic change than the 
incremental adjustments needed to incorporate the other 
techniques presented.  

“Scaffolding,” “The Quick Write,” and “Weekly 
Modules” were also moderately popular. The written 
responses to the survey that addressed scaffolding and weekly 
modules indicated that these were familiar strategies that were 
already widely used in online classes. However, the “Quick 
Write” or reflection segment seemed to also spur participants 
to consider this small change in a course. One participant 
responded, “I have heard of this method, but I have not tried 
it yet. I plan to use it in my upper-level courses.” Another 
respondent shared, “Small reading sections could really 
benefit from quick writes.”  

An additional survey question asked, “If you are not going 
to use any of these strategies, please share your reasons.” One 
answer referenced content, that the OER material wasn’t 
relevant to that instructor’s courses because the instructor 
taught ancient languages and the material was already out of 
copyright. Another shared that the strategies were already 
familiar. A third shared that some were already in use in that 

instructor’s course, concluding that “If this were new to me, 
I’d be plugging in everything you taught and be excited about 
it!”  

When asked if we should continue the workshop in this 
format, three participants answered, “Yes,” and two answered, 
“Other.” No one answered, “No.” The two persons who 
marked, “Other” provided explanations. One wrote, “I think 
they should be part of a series covering each strategy more in 
depth and providing assistance in creating them.” A second 
shared, “It would depend on that person’s level of familiarity 
with the pedagogy,” which we interpreted as the person 
thought we were asking if the workshop should be 
recommended to another person.  

VIII. CONCLUSION AND FUTURE WORK 
The project was borne of several motivations: a foundation 

for securing student success funding, a desire to increase 
student success, and a desire to provide easily accessible and 
time-efficient faculty development. The execution of the 
project was facilitated by the fact that faculty surveyed 
showed that they were intrinsically motivated to engage in 
professional development to improve their courses. The 
survey from KSU faculty also showed that faculty needed 
guidance regarding what students want in online courses. In 
addition, faculty did not always recognize what key elements 
of an online course support student success.  The team’s work 
resulted in an openly available faculty development resource 
that attempts to support faculty development needs while 
respecting faculty workloads. The team used information 
gleaned from both primary and secondary research to deliver 
a product that served a wide range of needs.  

In phase one of the project, the summaries of each Student 
Success Minutes segment showed that faculty participants did 
engage with the materials—although they were least 
successful with the assessment included in segment 6. Four 
faculty members completed the survey regarding intent to 
transfer. (The survey is anonymous.) The faculty members 
remembered all of the Student Success Minutes and liked 
segments 2, 5, and 6 (GroupMe, weekly modules, and 
feedback) the best. All faculty members indicated that they 
intended to implement at least one of the strategies in the 
course they were building. When asked if these three 
segments should be included in future trainings, three of the 
respondents answered “yes.” The fourth shared that it 
depended. Even respondents with previous training made 
comments such as “This was good--well put-together. 
Thanks! It added a few small changes that I think will have 
big effects to my class, so it was worth the time.” 

In phase two, the segments were isolated and offered as a 
freely available, online, asynchronous faculty training on 
student success, and participants were surveyed in those 
trainings as well. While we would have liked for the 51 
persons who accessed the training to have completed the 
training and the survey, user feedback to date has been 
constructive and positive. For instance, when asked, “Is there 
anything else you would like to share regarding the ‘Strategies 
for Student Success’ workshop?” one participant responded, 
“I think the short sessions are fantastic. It would be nice to 
have these minute sessions posted on the faculty information 
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website,” in reference to the training segments. The team 
appreciated that feedback and promptly did so. Another 
respondent wrote, “I really liked multiple styles of feedback 
to really reach different learning styles.” With the limited 
feedback that we were able to obtain, we did see that those 
who participated in the survey intended to transfer the 
information to their teaching practice. While that is 
heartening, it is also clear that there is a need for extended 
research into application of these student success initiatives 
across time.  

In the future, we will make the survey more prominent and 
include an explanation of how we will use the information in 
hopes of enticing more people to participate. Our goal is to 
have a set of strategies all faculty can easily incorporate into 
their courses to support student success and to gather data 
showing a reduction in DFWI rates. Preliminary results 
indicate that faculty who engage with the Student Success 
Minutes find them helpful and will be implementing them in 
their courses. However, we will continue to work to collect 
more data to create a stronger argument with regard to the 
effectiveness of this project across time. We will also 
incorporate user suggestions into our revision strategies for 
future offerings.  At the end of the next several semesters, we 
will collect DFWI information for the entire college to see if 
the needle moves in a positive direction with regard to student 
success. To reiterate our earlier statements, many student 
success efforts are ongoing at KSU, and a moving needle 
would not indicate that this project alone made a difference. 
To determine whether our work is making a difference 
directly, we will need to solicit volunteers to allow us to 
survey students in classes where these specific strategies are 
being applied. With that information, we will have a clearer 
picture whether to continue in this direction with follow-up 
success strategies or pursue another path.  
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Abstract—These days, many people use a Social Networking
Service (SNS). Most SNS users are careful in protecting the
privacy of personal information: name, age, gender, address,
telephone number, birthday, etc. However, some SNS users
disclose their personal information that can threaten their privacy
and security even if they use non-real name accounts. In this
study, we investigated tweets disclosing submitters’ personal
profile items which many of us think are not true. We collected
565 tweets where submitters used non-real name accounts and
made promises to disclose their personal profile items, surveyed
the details of their personal profile items disclosed by themselves,
especially their ages, genders, heights, and foot sizes, and analyzed
them statistically by applying the Shapiro-Wilk test of normality
and the Welch’s test. The results of these tests showed that most
of the submitters disclosed their ages, genders, heights, and foot
sizes honestly.

Keywords–personal information; Twitter; SNS; privacy risk;
Shapiro-Wilk test of normality; Welch’s test.

I. INTRODUCTION

These days, many people use a Social Networking Service
(SNS) to communicate with each other and try to enlarge their
circle of friends. SNS users are generally concerned about
potential privacy risks. To be specific, they are afraid that
unwanted audiences will obtain information about them or
their families, such as where they live, work, and play. As
a result, SNS users are generally careful in disclosing their
personal information. They disclose their personal information
only when they think the benefits of doing so are greater
than the potential privacy risks. However, some SNS users,
especially young users, disclose personal information on their
profiles, for example, real full name, gender, hometown and
full date of birth, which can potentially be used to identify
details of their real life, such as their social security numbers.
In order to discuss this phenomenon, many researchers investi-
gated how much and which type of information is disclosed in
SNSs, especially, on Facebook. Researchers might think that
personal information disclosed on Facebook is reliable, or it is
possible to check whether personal information disclosed on
Facebook is true. This is because

• Facebook users are required to register and disclose
their real names when they first start using Facebook.

• Facebook users would be criticized by their friends if
they disclose their information dishonestly.

On the other hand, a small number of researchers investigated
how much and which type of information is disclosed by non-
real name account users, such as Twitter users. Researchers

Figure 1. A non-real name account user, Rina, disclosed her personal profile
items in her tweets.

might think that personal information disclosed by non-real
name account users is unreliable. This is because

• nobody criticizes non-real name account users when
they disclose their personal information dishonestly.

• true personal information can threaten their privacy
and security even if they use non-real name accounts.

As a result, many of us think that it is natural for non-real
name account users not to disclose their personal information
honestly. Figure 1 shows tweets submitted by non-real name
account user, Rina. In these tweets, Rina disclosed her personal
profile items: her age, gender, birthday, zodiac sign, height,
and foot size. Many of us think that these personal profile
items were not true. However, we cannot check whether Rina
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Figure 2. A tweet promising to disclose the same number of submitters’
personal profile items as likes to it.

disclosed her personal profile items honestly because it is
difficult to do it. To solve this problem, we collected tweets
where non-real name account users made promises to disclose
their personal profile items, analyzed them statistically, and
showed that it is likely that most of the non-real name
account users, especially young users, disclosed their personal
information honestly [1]. In this paper, we survey and analyze
these tweets by taking into account foot size that has not been
paid attention to before and discuss whether their submitters
disclosed their ages, genders, heights, and foot sizes honestly.

The rest of this paper is organized as follows: In Section
II, we survey the related works. In Section III, we show how
to collect tweets disclosing submitters’ personal profile items.
In Section IV, we survey the details of submitters’ personal
profile items, analyze them statistically, and show that it is
likely that most of the submitters disclosed their personal
profile items honestly. Finally, in Section V, we present our
conclusions.

II. RELATED WORK

Personally identifiable information is defined as informa-
tion which can be used to distinguish or trace an individual’s
identity such as social security number, biometric records,
etc. alone, or when combined with other information that is
linkable to a specific individual, such as date and place of
birth, mother’s maiden name, etc. [2] [3]. Unsafe disclosure
of personal information on SNSs can lead to several concerns
such as cyberbullies, addiction, risky behavior, and contact
with dangerous communities [4]. Internet users are generally
concerned about unwanted audiences obtaining personal in-
formation. Fox et al. reported that 86% of Internet users are
concerned that unwanted audiences will obtain information
about them or their families [5]. Also, Acquisti and Gross
reported that students expressed high levels of concern for
general privacy issues on Facebook, such as a stranger finding
out where they live and the location and schedule of their
classes, and a stranger learning their sexual orientation, name

of their current partner, and their political affiliations [6]. How-
ever, Internet users, especially young users, tend to disclose
personal information on their profiles, for example, real full
name, gender, hometown and full date of birth, which can
potentially be used to identify details of their real life, such as
their social security numbers. As a result, many researchers
discussed the reasons why young users willingly disclose
personal information on their SNS profiles. Barnes argues that
Internet users, especially teenagers, are not aware of the nature
of the Internet and SNSs [7]. On the other hand, Hinduja and
Patchin analyzed randomly sampled MySpace profile pages
and reported that the majority of adolescents are responsibly
using the web site [8]. Krasnova et al. reported that SNS
users are primarily motivated to disclose personal information
because SNSs are fun and convenient to develop their social
networks [9]. Van der Heijden also reported that users’ sense
of enjoyment is a strong intention to use information systems
[10]. For example, Liu et al. showed that the sense of enjoy-
ment positively influences the intention of Chinese university
students to use SNSs [11]. In contrast, Pavlou et al. reported
that users’ perception on privacy risk negatively influences
their intention to use online services [12]. Viseu et al. reported
that many online users believe the benefits of disclosing
personal information in order to use an Internet site are greater
than the potential privacy risks [13]. Joinson et al. reported that
trust and perceived privacy had a strong effect on individuals’
willingness to disclose personal information to a website [14].
Also, Tufekci found that concern about unwanted audiences
had an impact on whether or not students revealed their real
names and religious affiliation on MySpace and Facebook
[15]. The authors also think that most students are seriously
concerned about their privacy and security. However, they often
underestimate the risk of their online messages and submit
them. For example, Watanabe et al. reported that many students
submit tweets concerning school events and these tweets may
give a chance to other people, including unwanted audiences,
to distinguish which schools students go to [16]. Hirai reported
that many users experienced trouble in SNSs because they did
not mind that strangers observed their communication with
their friends [17]. On the other hand, Acquisti and Gross
explain this phenomenon as a disconnection between the users’
desire to protect their privacy and their actual behavior [6].
Dwyer concluded in her research that privacy is often not
expected or undefined in SNSs [18]. Also, Livingstone points
out that teenagers’ concept of privacy does not match the
privacy settings of most SNSs [19]. Hui et al. reported that
online companies can induce users to disclose their personal
information by offering benefits [20].

III. A COLLECTION OF TWEETS DISCLOSING
SUBMITTERS’ PERSONAL PROFILE ITEMS

It is difficult to collect tweets disclosing submitters’ per-
sonal profile items, such as tweets in Figure 1, directly. To
solve this problem, we focused on tweets where submitters
promised their followers to disclose the same number of their
own personal profile items as likes to their tweets. Figure 2
shows a tweet submitted by Rina on September 3, 2019. In
this tweet, Rina promised her followers to disclose the same
number of her personal profile items as likes to her tweet.
Actually, Rina submitted 35 replies disclosing her personal
profile items to her tweet shown in Figure 2 from September
3 to 9, 2019. The six tweets shown in Figure 1 were the first six
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(a) The number of submitters who disclosed that they were men by age.

(b) The number of submitters who disclosed that they were women by age.

Figure 3. The number of submitters who disclosed their genders clearly by age.

replies submitted by Rina to her tweets shown in Figure 2. As
of November 20, 2019, we confirmed that 37 likes were given
to her tweet shown in Figure 2. Furthermore, we found many
tweets promising to disclose the same number of their own
personal profile items as likes to their tweets. As a result, it is
easy to collect tweets disclosing submitters’ personal profile
items when we collect tweets promising to disclose submitters’
personal profile items. The reasons why many Twitter users
submitted tweets promising to disclose submitters’ personal
profile items might be

• they thought they looked fun,
• they wanted to draw attention, and
• they wanted to know how much attention was paid to

their tweets.
In order to collect tweets promising to disclose submitters’
personal profile items, we focused on images attached to these
tweets. This is because many submitters attached the same
image to their tweets and many personal profile items were
listed in the image. As shown in Figure 2, Rina attached an
image to her tweet and showed the list of personal profile items
that she promised her followers to disclose in the image. Many
twitter users attached the same image to their tweets promising
to disclose their personal profile items. As a result, we used
these shared images as key to collect tweets promising to
disclose submitters’ personal profile items. To be specific, we
collected these tweets by using Twigaten [21]. Twigaten helps
us to collect tweets to which the same image is attached. By
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using Twigaten, we collected 565 Japanese tweets promising to
disclose submitters’ personal profile items on November 20,
2019. The obtained tweets were submitted from October 3,
2018 to November 20, 2019.

IV. AN ANALYSIS OF TWEETS DISCLOSING SUBMITTERS’
PERSONAL PROFILE ITEMS

It is difficult to determine whether an individual submitter
disclosed his/her personal profile items honestly. For example,
it is difficult to determine whether Rina, who submitted tweets
in Figure 1 and Figure 2, was a woman. In this study, we
discuss whether submitters disclosed their personal profile
items honestly when they made promises to disclose them. In
order to discuss this problem, we analyze submitters’ genders,
ages, heights, and foot sizes statistically.

A. Submitters’ genders
As mentioned in Section III, we obtained the 565 tweets

promising to disclose user’s personal profile items. We sur-
veyed these 565 tweets and their replies and, according to
submitters’ genders disclosed in the replies, classified them
into

• 282 tweets (women)
• 156 tweets (men)
• 27 tweets (unclear)
• 100 tweets (no replies)

B. Submitters’ ages
We also surveyed the 565 tweets and their replies and,

according to whether submitters’ ages were disclosed in their
replies clearly, classified them into

• 276 tweets (clearly)
• 60 tweets (unclearly)
• 229 tweets (no replies)

When submitter’s age was disclosed such as “early 20s”
and “over thirty”, we determined that submitter’s age was
disclosed unclearly. Among the 276 tweets where submitters’
ages were disclosed clearly, we found 102 and 161 tweets
where submitters’ genders were also disclosed clearly, men and
women, respectively. Figure 3 shows the number of submitters,
who disclosed their genders clearly, men and women, by age.
As shown in Figure 3, the most popular age of men and women
were 16 and 15 years old, respectively.

C. Submitters’ heights
We also surveyed the 565 tweets and their replies and,

according to whether submitters’ heights were disclosed in
their replies clearly, classified them into

• 401 tweets (clearly),
• 8 tweets (unclearly), and
• 156 tweets (no replies).

Among the 401 tweets where submitters’ heights were dis-
closed clearly, we found 131 and 244 tweets where submitters’
genders were disclosed clearly, men and women, respectively.
Figure 4 shows the histogram of heights of submitters who
disclosed their genders, men or women, clearly.

(a) the histogram of submitters’ heights (disclosed genders: men).

(b) the histogram of submitters’ heights (disclosed genders: women).

Figure 4. The histogram of heights of submitters who disclosed their
genders, men or women, clearly. (bin width = 5cm)

It is difficult to determine whether an individual submitter
disclosed his/her personal profile items honestly. In this study,
we statistically examine whether submitters disclosed their
personal profile items honestly when they made promises to
disclose their personal profile items and disclosed them in the
same way as Rina did.

It is well known that our heights follow a normal (Gaus-
sian) distribution [22]. As a result, if most of submitters
disclose their ages, genders, and heights honestly, their heights
would follow a normal distribution. Also, the average of their
heights would be equal to the national average height in Japan.
To solve this problem, in this paper, we conduct the statistical
analysis on

• 37 submitters who disclosed their genders (men), ages
(15-17 years old), and heights clearly, and

• 60 submitters who disclosed their genders (women),
ages (14-16 years old), and heights clearly.
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(a) men aged 15 (d) women aged 14

(b) men aged 16 (e) women aged 15

(c) men aged 17 (f) women aged 16

Figure 5. The histograms of heights of submitters who disclosed that they were men aged 15-17 and women aged 14-16 (bin width = 5cm).
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TABLE I. THE RESULTS OF THE SHAPIRO-WILK TEST OF NORMALITY ON
HEIGHTS

gender age sample size W value p-value
men 15 10 0.885 0.147
men 16 18 0.929 0.190
men 17 9 0.977 0.946

women 14 17 0.933 0.244
women 15 24 0.971 0.697
women 16 19 0.961 0.587

TABLE II. THE AVERAGE AND STANDARD DEVIATION OF SUBMITTERS’
HEIGHTS

sample standard
gender age size average deviation

men 15 10 165.5 7.58
men 16 18 169.2 4.08
men 17 9 171.3 3.84

women 14 17 155.0 6.11
women 15 24 155.7 4.99
women 16 19 156.9 6.54

TABLE III. THE NATIONAL AVERAGE AND STANDARD DEVIATION OF
HEIGHTS IN JAPAN

sample standard
gender age size average deviation

men 15 1411 168.37 5.75
men 16 1428 169.59 5.70
men 17 1427 170.46 5.82

women 14 1386 156.36 5.24
women 15 1413 156.76 5.36
women 16 1419 157.16 5.17

As shown in Figure 3, men aged 15-17 and women aged 14-16
were the most popular segments in the submitters’ ages.

First, we discuss whether submitters’ heights followed a
normal distribution. Figure 5 shows the histograms of their
heights. In order to discuss whether submitters’ heights fol-
lowed a normal distribution, we conducted the Shapiro-Wilk
test of normality. The null hypothesis in this study was that
submitters’ heights followed a normal distribution. Table I
shows the results of the Shapiro-Wilk test of normality on
heights. As shown in Table I, the p-value in each case was
greater than 0.05. As a result, the null hypothesis in each case
was not rejected. In other words, submitters’ heights, in each
case of men aged 15-17 and women aged 14-16, followed a
normal distribution.

Next, we discuss whether the average of submitters’ heights
was equal to the national average height in Japan. Table II
shows the average of submitters’ heights. Table III shows
the national average height in Japan [23]. In order to discuss
whether the average of their heights was equal to the national
average height in Japan, we conducted the Welch’s test. The
null hypothesis in this study was that the average of submitters’
heights was equal to the national average height in Japan. Table
IV shows the results of the Welch’s test. As shown in Table
IV, the p-value in each case was greater than 0.05. As a result,
the null hypothesis in each case was not rejected. In other
words, in each case of men aged 15-17 and women aged 14-

TABLE IV. THE RESULTS OF WELCH’S TEST ON HEIGHTS

Degrees of test
gender age freedom statistic T p-value

men 15 9.07 1.195 0.262
men 16 17.84 0.380 0.708
men 17 8.23 -0.675 0.518

women 14 16.29 0.914 0.374
women 15 23.91 1.060 0.300
women 16 18.30 0.179 0.860

16, the average of submitters’ heights was equal to the national
average height in Japan.

The results of the Shapiro-Wilk test of normality and the
Welch’s test rarely happened when many submitters disclosed
their ages, genders, and heights dishonestly. As a result, it
is assumed that most of the submitters disclosed their ages,
genders, and heights honestly. Furthermore, age, gender, and
height were important personal information. It is likely that
they disclosed not only their ages, genders, and heights but
also other personal profile items honestly.

D. Submitters’ foot sizes
We also surveyed the 565 tweets and their replies and,

according to whether submitters’ foot sizes were disclosed in
their replies clearly, classified them into

• 257 tweets (clearly),
• 20 tweets (unclearly), and
• 288 tweets (no replies).

Among the 257 tweets where submitters’ foot sizes were dis-
closed clearly, we found 79 and 159 tweets where submitters’
genders were disclosed clearly, men and women, respectively.
Figure 6 shows the histogram of foot sizes of submitters who
disclosed their genders, men or women, clearly. In this section,
we statistically examine whether submitters disclosed their foot
sizes honestly.

One thing to note is that the term foot size can be
interpreted in two ways: foot length and shoe size. Katase et
al. reported that most Japanese people do not know their own
foot lengths, only know their shoe sizes, because they rarely
have the opportunity to measure their foot lengths [24]. As a
result, when Japanese submitters disclosed their foot sizes in
their tweets, their values are mainly those of their shoe sizes.
However, our shoe sizes are close to our foot lengths, and
our foot lengths are generally considered to follow a normal
distribution, like our heights. As a result, if most of submitters
disclose their ages, genders, and foot sizes honestly, their foot
sizes would follow a normal distribution. Also, the average of
their foot sizes would be equal to the average of foot sizes
surveyed in Japan. To solve this problem, in this paper, we
conduct the statistical analysis on

• 32 submitters who disclosed their genders (men), ages
(15-17 years old), and foot sizes clearly, and

• 57 submitters who disclosed their genders (women),
ages (14-16 years old), and foot sizes clearly.

As shown in Figure 3, men aged 15-17 and women aged 14-16
were the most popular segments in the submitters’ ages.
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(a) the histogram of submitters’ foot sizes (disclosed genders: men).

(b) the histogram of submitters’ foot sizes (disclosed genders: women).

Figure 6. The histogram of foot sizes of submitters who disclosed their
genders, men or women, clearly. (bin width = 1cm)

First, we discuss whether submitters’ foot sizes followed
a normal distribution. Figure 7 shows the histograms of their
foot sizes. In order to discuss whether submitters’ foot sizes
followed a normal distribution, we conducted the Shapiro-Wilk
test of normality. The null hypothesis in this study was that
submitters’ foot sizes followed a normal distribution. Table V
shows the results of the Shapiro-Wilk test of normality on foot
sizes. As shown in Table V, the p-values in the cases of men
aged 15 and women aged 14 were less than 0.05, on the other
hand, those in cases of men aged 16-17 and women aged 15-
16 were greater than 0.05. As a result, the null hypothesis in
four out of the six examined cases was not rejected. In other
words, submitters’ foot sizes followed a normal distribution in
more than half of the examined cases.

Next, we discuss whether the average of submitters’ foot
sizes was equal to the average of foot sizes surveyed in Japan.
Table VI shows the average of submitters’ foot sizes. Table VII
shows the average of shoe sizes in Japan, surveyed by Japan

TABLE V. THE RESULTS OF THE SHAPIRO-WILK TEST OF NORMALITY
ON FOOT SIZES

gender age sample size W value p-value
men 15 8 0.779 0.023
men 16 16 0.917 0.153
men 17 8 0.826 0.063

women 14 16 0.857 0.017
women 15 23 0.930 0.108
women 16 18 0.908 0.080

TABLE VI. THE AVERAGE AND STANDARD DEVIATION OF SUBMITTERS’
FOOT SIZES

sample standard
gender age size average deviation

men 15 8 25.9 1.45
men 16 16 26.4 0.74
men 17 8 26.1 1.35

women 14 16 23.7 1.06
women 15 23 23.4 0.92
women 16 18 23.9 1.08

TABLE VII. THE AVERAGE AND STANDARD DEVIATION OF SHOE SIZES IN
JAPAN (SURVEYED BY JLIA IN OCTOBER 2013)

sample standard
gender age size average deviation

men 15 76 26.6 1.10
men 16 127 26.6 0.96
men 17 151 26.6 1.02

women 14 109 23.8 0.61
women 15 76 23.7 0.76
women 16 88 23.8 0.67

TABLE VIII. THE RESULTS OF WELCH’S TEST ON FOOT SIZES

Degrees of test
gender age freedom statistic T p-value

men 15 7.87 1.326 0.222
men 16 21.92 0.982 0.337
men 17 7.43 1.032 0.334

women 14 16.49 0.369 0.717
women 15 31.63 1.424 0.164
women 16 19.76 -0.378 0.709

Leather and Leather Goods Industries Association (JLIA) in
October 2013 [25]. As mentioned, when Japanese submitters
disclosed their foot sizes in their tweets, their values are mainly
those of their shoe sizes. As a result, we examine whether the
average of submitters’ foot sizes was equal to the average of
shoe sizes in Japan surveyed by JLIA [25]. In order to discuss
whether the average of their foot sizes was equal to the average
of shoe sizes in Japan, we conducted the Welch’s test. The null
hypothesis in this study was that the average of submitters’
foot sizes was equal to the average of shoe sizes in Japan.
Table VIII shows the results of the Welch’s test. As shown in
Table VIII, the p-value in each case was greater than 0.05. As
a result, the null hypothesis in each case was not rejected. In
other words, in each case of men aged 15-17 and women aged
14-16, the average of submitters’ foot sizes was equal to the
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(a) men aged 15 (d) women aged 14

(b) men aged 16 (e) women aged 15

(c) men aged 17 (f) women aged 16

Figure 7. The histograms of foot sizes of submitters who disclosed that they were men aged 15-17 and women aged 14-16 (bin width = 1cm).



216

International Journal on Advances in Intelligent Systems, vol 14 no 1 & 2, year 2021, http://www.iariajournals.org/intelligent_systems/

2021, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

average of shoe sizes in Japan surveyed by JLIA.

The results of the Shapiro-Wilk test of normality and the
Welch’s test rarely happened when many submitters disclosed
their ages, genders, and foot sizes dishonestly. As a result, it
is assumed that most of the submitters disclosed their ages,
genders, and foot sizes honestly.

V. CONCLUSION

In this paper, we investigated tweets disclosing submitters’
personal profile items and analyzed submitters’ ages, genders,
heights, and foot sizes statistically. The results of the statistical
analysis showed that it is likely that most of the submitters
disclosed their personal profile items honestly. These personal
profile items can threaten their privacy and security even if
they use non-real name accounts. We are investigating whether
submitters were concerned about their privacy and security
risks caused by submitting tweets disclosing their personal
profile items honestly [26]. Furthermore, we intend to conduct
the same statistical analysis on tweets in languages other than
Japanese.
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