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Compassionate Game Design: A Holistic Perspective for a Player-centric Game 
Design Paradigm for Games4health 

Aslihan Tece Bayrak 
Dept. of Game Development 
Media Design School, MDS 

Auckland, New Zealand 
tece.bayrak@mediadesignschool.com 

 
Abstract—Despite the growing interest in using games for 
positive health outcomes such as alleviating disease symptoms, 
mental or physical therapies, or rehabilitation, finding suitable 
games or developing custom games fit for purpose is challenging 
for the researchers. Using commercial games for these purposes 
pose various usability challenges and health and safety pitfalls. 
When it comes to designing one, creating a compelling game is 
already challenging. This article presents a novel theory called 
compassionate game design that aims to encourage development 
of compassionate games with the help of a player-centric game 
design paradigm. The paradigm facilitates a closer exploration 
for affordances and limitations of games for players with 
(mental or physical) health conditions or with diverse physical 
and cognitive abilities. The main contribution of the paradigm 
is its ability to promote a closer focus on player resources and 
encourage a diverse inquiry towards creating games that are 
more compassionate. 

Keywords - game design; player-centric design; user-centered 
design; accessibility; games for health; compassionate design. 

I. INTRODUCTION 
The interest in game based interventions or game assisted 

treatments for greater health benefits has increased 
significantly over the last decade with a visible change 
towards a more positive perception of games. Games for 
health research hopes to leverage the compelling nature of 
games for positive health outcomes. For the games aiming to 
assist medical treatments or provide therapy or rehabilitation, 
the target player group is special as they are very different than 
a healthy player demographic. Despite the increase in the 
variation of player demographic playing all kinds of 
commercial games [63], the symptoms or the impacts of a 
disease such as (motor or non-motor symptoms) in Parkinson 
Disease (PD), or the effects of the conditions (such as mood 
or attention span in autism) are what makes a player 
demographic special. This means depending on the 
complexity of conditions, the ability to perform in a 
commercial game is limited, and the chance of frustration due 
to failures during the performance is high [4]. When the main 
purpose for using a game is increasing adherence to the 
therapy or treatment, the game needs to be engaging while 
also fulfilling its core purpose, i.e., therapy, rehabilitation, 
treatment, etc. [28]. Therefore, games that are designed for 
this purpose need to be favoring player’s conditions while also 
establishing motivation and engagement. This means, a clear 
approach towards understanding the needs of the player and 
usability scope of the game is essential. Usability scope of the 

game is defined and shaped by its system-like properties that 
are curated through game design. Therefore, guidance to unite 
this understanding with game design would be beneficial for 
successful solutions.  

Even though industry practice advices and attempts for 
early involvement of players by methods such as playtesting, 
focus group activities, interviews, questionnaires and usability 
analysis, participative practices in game development are not 
in the same form or shape as such in product design and 
development mainly due to the creative nature of intellectual 
property. Lack of player-centered approaches to game design 
in commercial contexts was also discussed by other 
researchers [30][35][54]. In the hindsight, common industry 
practices and priorities for commercial game development 
may not be relevant or efficient for developing games for 
special purposes such as learning or health and rehabilitation. 
Lack of a suitable game design methodology that explores 
designing for these demographics seems to be a result of lack 
of engagement with design research within games studies 
[21]. Therefore, creating player experiences for special 
purposes that are embedded in entertainment can seem 
overwhelmingly complex for a researcher who is not 
identifying as a game designer. Both for the use of commercial 
games and in order to develop new games, there is a need for 
further design research to inform suitability and purpose of the 
games for health outcomes [4][5][28]. A player-centered 
model that unfolds the layers of a game experience with 
respect to the player’s perspective can help a designer (or a 
researcher-designer) cut through this complexity.  

This work presents a player centric design paradigm for 
designing games for health and rehabilitation purposes.  The 
paradigm is player-centric by prompting the designer to 
contemplate on player perceptions and player capacity. It 
encourages the designers to reinforce a closer relation across 
the layers of the game experience while promoting a 
discussion to understand the relation between players’ 
conditions and the layers of the game. Therefore, it 
emphasizes compassion for the current state of the player in 
terms of their disease (especially if they have a chronic 
disease), mental and physical stamina, or their abilities in 
order to foster development of suitable game elements for 
positive health benefits. This means game design is influenced 
by a player model. In Merriam-Webster, compassion is 
defined as [a] “sympathetic consciousness of others' distress 
together with a desire to alleviate it”. Thus, the model aims to 
support creation of a compassionate game. 
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To present the paradigm, its development and application, 
the paper is composed of the following sections. Section II 
presents the motivation and background work to explain why 
this paradigm is necessary and the plateau of literature to 
ground the work. Section III discusses the methodology. 
Section IV explains what compassionate design is and its 
challenges. Section V presents the player-centric design 
model with its layers and main elements while Section VI 
presents a discussion and conclusion. 

II. MOTIVATION AND BACKGROUND 
This design paradigm emerged during a research through 

design activity, and further developed into its current form 
with a synthesis of existing game design approaches and user 
experience research. A scoping review for player-centric (or 
player-centered) methods for game design revealed little in 
terms of an established methodology, techniques or model 
while the notion of player-centered design is commonly 
mentioned to be favored as user-centered equivalent of user 
experience design. Current game design methodologies are 
unhelpful to contemplate how to facilitate usability at the 
game level, how each design decision impacts the player’s 
ability to play, and what to focus on during a design activity 
involving players with health issues [35]. Treadaway et al. 
[57] initiated a discussion on compassionate design for 
dementia care and developed guidelines on the use of 
compassion in activities of design for wellbeing. As much as 
these guidelines bring important concepts to the spotlight, i.e., 
dignity and personhood, application of these in game design 
can be more effective if adopted by a player-centric thinking. 
Towards synthesizing a player-centric design model for health 
purposes, this section presents the state of the art on game 
design, player-centric design, players, player experience, and 
games for health. The last subsection presents a case analysis 
to unite the background work towards strengthening the 
motivation. 

A. On game design 
Literature has a few well recognized, sometimes loosely 

defined, frameworks for game design and analysis. These are 
Schell’s elemental tetrad [20], Fullerton’s Formal-Dramatic-
Dynamic (FDD) elements [19], Adams’ interaction model [9] 
and mechanics-dynamics-aesthetics (MDA) [48]. All of these 
agree to see games as systems that resemble the characteristics 
of a closed system with the elements enclosed, their 
properties, and relations between those elements [13][66]. 
Among these, Fullerton’s formal elements are a core set of 
elements granular enough to allow a micro-level thinking for 
the design or analysis of a game [19]. Formal elements allow 
studying the game grammar by dissecting a game into its 
smallest building blocks.  These are listed in Table 1. with a 
brief explanation on how they relate to game grammar. Notice 
that all formal elements are somewhat interrelated in their 
definition, role and use in game design. 

In Fullerton’s FDD model [19], dramatic elements bring 
meaning to the formal elements and establish context while 
dynamic elements emerge when formal elements are put into 
motion. 

TABLE 1. FORMAL ELEMENTS OF GAMES AND THEIR DESCRIPTION; 
REPHRASED FROM GAME DESIGN WORKSHOP BY FULLERTON [19]. 

Formal 
elements of 

games 

Description Supporting questions 

players  The main agents of the 
game; define interrelations 
among players, the effects 
of rules on players, etc. 

How many players, what 
are their roles, and how do 
they interact with one 
another? 

procedures  Methods of play and 
actions towards achieving 
the game objectives 

What exactly the players 
do, how do they do that? 

resources  In-game assets that can be 
used to accomplish goals; 
they are a part of in-game 
economy; they must have 
utility and scarcity. 

What can I afford? How is 
a resource useful to the 
player? When and how 
the player can access/lose 
resources? 

objectives Represent the purpose of 
the player within the rules 
of the game. 

What are the players 
trying to achieve? What 
kind of impact do the 
objectives have on the 
game? 

rules Define game objects, 
actions that are allowed and 
restricted; rules govern the 
system. 

What is the player 
allowed to do? How are 
the rules presented and 
enforced? 

conflict Emerges from the 
oscillation between goals 
and rules (accomplishing 
the goals within the given 
rules is a challenge). 

What is the challenge? 
What makes it 
hard/challenging to 
accomplish the goals? 

boundaries Define the physical and 
virtual play-space by 
separating game elements 
from anything that does not 
belong to the game. 

What are some physical 
limitations that define the 
play space? What are 
some conceptual 
limitations? 

outcome The result of the 
activity/session/game; this 
must be visible and 
measurable. 

How does the game end? 
How does the player 
progress/advance?  
Is the objective reached? 

  
However, the relation between those are rather loosely defined 
or are not presented in a form that would easily allow their use 
by un-trained game designers. Refraining from a detailed 
discussion on the set of formal elements, both the elemental 
tetrad and the MDA framework present a high-level model 
based on visibility of the layers or different perspective 
holders. Elemental tetrad and derivatives of this model [36] 
show a four-way relationship between mechanics, aesthetics, 
story and technology drawing attention to how visible these 
are from outside the system. Even though this four-way 
relationship is helpful for game analysis, it is too loosely 
defined to be helpful as a game design approach. On the other 
hand, MDA presents two separate viewpoints; one from 
designers’ perspective, the other from players’. This makes 
MDA a useful model to discuss different perspectives even 
though it is not helpful for the design process. For a game 
designer, mechanics are designed to give rise to dynamics, and 
hence aesthetics are conveyed as a result of these dynamics. 
Therefore, they see mechanics, dynamic and aesthetics in this 
given order. Here, aesthetics represents all emotional aspects 
that stem from the game. Conversely, player’s perception 
follows an inverse order: aesthetics-dynamics-mechanics. It is 
framed with their perception of the aesthetics; therefore, their 
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viewpoint is always under the influence of their perception of 
the aesthetics. As much as elemental tetrad and MDA are 
helpful for contemplation on perspectives, they do not 
facilitate a closer investigation towards dismantling a 
complete game experience into its thinner slices, explaining 
influences for experience design or designing a game for 
special purposes and/or special demographics such as people 
with chronic health issues. Such granularity is missing and 
would be very helpful for designing compassionate games that 
would keep emphasis on the capabilities of the player.  

Almeida and Silva [41] reviewed a collection of game 
design methods and tools (as per 2013) drawing attention to 
the use of visual languages and design modelling despite 
favored varyingly across industry and academic fields. They 
argue that the immaturity of design research in game design 
field prevents the adoption of these by researchers or industry. 
Moreover, they note that the game design methods and tools 
under review lack representation of the player perspective, 
especially for aesthetic components. Indeed, these approaches 
seem to mostly favor the game over the player, therefore 
lacking methods to draw attention to the player and facilitate 
compassionate design. For this, a visual game design model 
can be helpful for communication across researchers, 
designers and other members of the development team while 
developing compassionate games.  

B. Player-centric Design  
It is commonly thought that the player-centric design is an 

extension of the user-centered design. On one hand, one can 
argue that game design is inherently player-centric since it 
always questions what the player is doing, what they are 
allowed to do, their objectives, rewards, the consequences for 
the player, and how the player is supposed to feel during the 
gameplay experience. Therefore, it would be unfair to suggest 
that game design is not player-centric. On the other hand, 
game design practice is a creative endeavor, meaning that it 
may carry a separate authorial intent due to its creative nature. 
In the virtual boundary of play-space, the game world is 
governed by the rules and dressed in the metaphors of the 
game. Besides, game design practice could also be perceived 
as play-centric, putting emphasis on gameplay over other 
elements of the game. Therefore, rather than the habits, 
requests or expectations of the player, the nature of play and 
how it manifests itself may take precedence. In response to all 
these arguments, player-centric design is centered with 
empathy to the player and aims to provide a positive 
experience to the player despite contradictions with creative 
pursuit [9]. Therefore, player-centric design puts the player 
before the creator. 

Charles et al. also [27] acknowledge that most of the 
player-centered approaches to game design rely on the 
research on human factors and are adopted from user-centered 
approaches. Although these are useful for addressing usability 
issues at an application level, the additional qualities of games 
as a media (such as the level of challenge, player skills and 
gameplay, etc.) are not addressed. Adams presented another 
model that is based on the interaction between the player and 
the game, yet does not encourage explorations on sensory 
complexity of games more than perceiving them as user 

interfaces [9]. Although this could be seen as a much clearer 
approach that allows the use of existing HCI research for 
games, it creates further ambiguity on the potential needs of 
games on a visual and contextual level. 

When game design literature is scanned for the role of 
player in game design, it becomes apparent that player-centric 
game design is not as common, but involvement of players in 
design process such as in participatory design is even less 
considered or troublesome [30][54]. A more often seen 
application of player-centric design is with early playtests and 
the use of player personas rather than participatory design 
sessions as seen in product design or service design. As much 
as iterative design practice is praised, most of the time studios 
prefer to involve as few people as possible and as late as 
possible due to secretive nature of creative production. 
Sometimes an audience model is created to enable intellectual 
assumptions for players’ needs assuming that designers have 
a decent understanding of what players wants and needs. This 
notion has been strongly criticized for neglecting the real 
persona of the player and reducing them to simple 
unimportant actors disconnected from a larger socio-cultural 
context. Sotamaa suggests designers to focus on what they are 
good at while acknowledging the players as the specialists of 
their own “everyday gaming” [35]. 

On the other hand, player involvement in context of 
player-centeredness can also be considered continuous rather 
than finalized by the end of production period of a game. 
Player modelling [27] and automatic/dynamic difficulty 
adjustment based on biosensors [53] are some methods to 
create more player focus during gameplay. Industry practice 
ackowledges the use of personas rather than focus groups [66] 
since the involvement of individual tastes of potential players 
may be noisy rather than useful for the designer even though 
persona development or the personas themselves are rarely 
shared by the game designers within the industry [44].  

Inspired from Norman’s emotional design [12], Baharom 
et al. [33] suggest a conceptual framework that offers a 
valuable discussion about the relation between emotion, 
perception, reason and structural elements of games. The 
framework is encouraging for discussions on the cognitive, 
psychomotor and affective dimensions of games by placing 
player-centric design in the center although interrelations 
between these dimensions remain unclear. Hodent also argues 
that user experience (UX) should not be separated from the 
design cycle as it is the glue that ensures intended experience 
and players’ perceptions work together to create an enjoyable 
gameplay experience [56].  

C. Unpacking Play and Players 
The concept of play and why people play have been a hot 

topic for decades in social and cultural studies, psychology, 
and philosophy. Sutton-Smith argued for the cultural 
significance of play stating that it takes many forms 
throughout the life of each individual [65], and Suits argued 
that games are central to human existence and that “everyone 
alive was really a grasshopper in disguise” [64]. Game studies 
as a relatively young research field also inherits this question, 
and further asks why people enjoy playing a game more than 
another, what it is that people find in the activity of gameplay, 
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what motivates them for this activity, how this enjoyment is 
governed, how it can be shaped, etc.  

1) Aesthetics of play: Aesthetics, as adopted from MDA 
framework by [48], represents emotional aspects 
communicated by the game. Previous section on game design 
already mentioned that emotions emerge via the dynamics of 
the game experience, and mechanics of a game serve for the 
aesthetic goals. The aesthetics mentioned by [48] are 
(broadly) sensation, fantasy, challenge, narrative, fellowship, 
discovery, expression, and submission. On the other hand, 
Lazzaro argues that we play because it is fun despite the 
ambiguity in the definition of “fun”. She suggested the Four 
Keys to Fun method to explain the phenomena of “fun” [49]. 
In 4Keys2Fun, fiero (hard fun), curiosity (easy fun), 
excitement (serious fun), and amusement (people fun) are 
chosen as four core emotions. Lazzaro presents groups of 
emotions as subset of these four and discusses how some 
actions (towards creating the game features) can resolve into 
these emotions. For example, actions of collection, rhythm 
and repetition create emotions of excitement, focus and 
relaxation. Therefore, they create “serious fun”. The 
suggestion is building a play experience to evoke more than 
one emotion to prevent stagnation.  

2) Meaningful play: Salen and Zimmerman [13] state that 
“the goal of successful game design is the creation of 
meaningful play.” Meaningful play emerges from the relation 
between a player’s action and the system outcome that is 
visible as immediate and long-term effect. If this relation is 
not clearly visible to the player, players lose interest in the 
gameplay. If the relation is discernable immediately and the 
result is integrated into the larger context of the game, the 
actions in the game become meaningful. With immediate 
feedback, the player receives a confirmation about their 
action; with long term effect, player sees that their choices 
matter and their actions carry meaning towards reaching their 
in-game goals. Hence, meaningful play motivates the player 
experience.  

3) Motivation: Psychology studies on human behavior 
consider that factors that activate and sustain behavior 
towards a goal or that create propensity to learn and act are 
motivational factors, and are either intrinsic or extrinsic in 
nature. Intrinsic motivation comes from within such as 
enjoyment in the activity itself rather than for an external 
reason whereas extrinsic motivation originates from an 
external reward [45]. If extrinsic motivation is considered as 
controlled motivation, through practice this can be 
transformed into self-determined autonomous motivation 
(hence intrinsic). Self Determination Theory (SDT) suggests 
that human motivation is based on three basic psychological 
needs: competence, autonomy, and relatedness [37]. 
Competence refers to the universal will to perform better at 
something; autonomy refers to the desire to be in control of 
one’s own path; relatedness refers to the desire to connect 
with other beings. Although SDT originates from the 
psychology field, Player Experience Needs Satisfaction 
(PENS) model [38] translates the dimensions of SDT into 
measurable domains for game development and analysis. 
According to PENS, when these three needs are fulfilled for 
a player within the context of the game world, players 

experience higher levels of satisfaction, and potentially 
continue playing the game.  

4) Player personalities and preferences: The idea of 
player types and that some features are favoured by some 
types of players were first mentioned with the first Multi User 
Dungeon (MUD) [47]. Player types (sometimes referred as 
Bartle’s player types)—killers, achievers, socializers, and 
explorers were representing players’ interest in MUDs. 
Killers are interested in features that allow them to act on 
other players such as combat and direct interaction; achievers 
are interested in features that resolve with tangible 
acknowledgement of success such as badges, unique items, 
etc.; socializers are interested in features that encourage 
playing with other players, collaboration and social 
interaction; explorers are interested in adventure, discovering 
and mostly acting on the world. This is later adopted by other 
designers and researchers and expanded upon [51][52], still 
somewhat staying true to the first four types but developing 
interim types to suit the variety of game experiences present 
today. 

As much as continuation of play is of interest, it is argued 
that there is a taste factor involved in a player’s initial choice 
to start playing [39]. Correlations between motivation and 
taste may be possible although not supported by any research. 
Regardless, VandenBerghe argues that taste factor can be 
obtained by taste maps as presented in Engines of Play method 
[39].  

Engines of Play is a method suggested by VandenBerghe 
[40], initially at a game developers conference. It relies on the 
Big Five psychological model (also known as Five Factor 
Model or OCEAN) and is suggested as a way to find out a 
correlation between game features and personality of players 
to enable a “more accurate empathy” towards different kinds 
of players. There is no empirical validation reported by the 
date of this writing; nonetheless, the idea is that people seek 
out experiences that align with their personality traits. Five 
personality traits are mapped to five discrete domains 
(OCEAN): openness, conscientiousness, extraversion, 
agreeableness, and neuroticism. This approach was further 
developed into taste maps to understand player motivations 
(domains of play) in relation to personality traits and game 
features by VandenBerghe [40]. Later, in his blog he noted 
that the Engines of Play method was employed by another 
game studio to analyze their existing franchise as an early 
exercise prior to adopting it in the future, and that the method 
was successful in terms of clarifying the reasons behind the 
success of the franchise and allowing all team members to 
effectively communicate intent and result at various stages of 
development by using the stereotypes created with the taste 
maps [55]. 

Stereotypes mostly take the form of personas and inform 
the design process while creating contextual layer and 
aesthetics. In a post about player profiles for Magic: The 
Gathering (Wizard of the Coast, 1993), Mark Rosewaters 
(head designer of Magic: The Gathering) explains that 
personas (he refers to them as psychographic profiles [44]) 
allow him to isolate different personality traits and behaviors 
so that what motivates a particular type of person to act in a 
certain way could become clear. He continues “[to] create an 
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emotional response, I had to understand what emotions I was 
trying to evoke”. Therefore, personas can be used to guide the 
design strategy with empathy so that suitable gameplay 
features can be developed. 

D. Unpacking Game Experience 
Game experience research shows interest in understanding 

the emotional experience of a player so that a better and more 
purposeful player experience can be created [62]. Towards 
this goal, user-centered design encourages the use of focus 
groups, participatory design, usability testing, and usability 
heuristics; however, the reception of these methods in games 
industry is mixed [59]. From a commercial angle, many 
studios seem to consider some of these methods less effective 
or time/resource consuming. It is hard to argue against 
business oriented decisions; however, this notion seems to be 
less effective when developing games for health and learning. 
Commercially, a common thought in game development is 
accepting that the product will not be appealing to all users 
within the target demographic, therefore should be selectively 
designed for the most profitable subset demographic. 
Nonetheless, in the context of games for health and learning, 
this notion can be challenged for the purpose of maximizing 
the reach of the product. Therefore, a closer look at the 
concepts of game experience is necessary. These are optimal 
experience, usability, playability, accessibility, and game feel. 

1) Optimal experience: A balance between skill and 
challenge is often argued to create an optimal experience for 
a person in any kind of performance; flow [50]. Challenge 
depends on the fine balance between an individual’s ability 
to perform up to the standard of a given objective. When they 
do not have the competence to fulfil the demands of the 
activity, they feel anxiety. Flow theory explains that there are 
seven core components to flow. They are categorized under 
conditions and characteristics. Conditions (clear tasks, 
feedback, concentration, attainable goal) are the prerequisites 
of flow while characteristics refer to the experience of the 
individual in the state of flow. They are control, diminished 
awareness of self, altered sense of time. According to 
Csikszentmihalyi, maintaining this balance is one of the most 
critical prerequisites for flow, and it is important for both 
motivation and learning [50]. In order to maintain 
engagement and promote flow, challenge should be matching 
player growth in skill, tasks and goals should be made clear, 
feedback should be timely and readable, and distractions 
should be minimized.  

2) Usability: Usability in game development aligns with 
common usability guidelines developed for human computer 
interaction even though usability for games and game-like 
experiences encompass more than just the interface or the 
interaction modalities. Nielsen and Norman group defines 
usability as ”a quality attribute that assesses how easy user 
interfaces are to use” [6]. A usable interface should be easy 
for a user to become familiar with and competent in; to 
achieve their objective; to discover previously less known 
attributes when need arises; to recover from an error; and to 
recall how to use the interface on subsequent visits. As much 
as these can be valid for a game interface, it is necessary to 
note here that player experience (game experience) is larger 

than the interface itself; therefore, an isolated perspective that 
only focuses on the experience based on interaction modality 
and the attributes of user interface would highly likely miss 
the bigger picture for evaluating the experience of a game. 
The bigger picture includes all facets of player experience 
including but not limited to interaction modalities, user 
interface, audio-visual design, in-game challenges and 
objectives, player attention, engagement, immersion, etc. As 
Juul and Norton [46] point out, distinguishing the difficulty 
in interaction/interface and the difficulty of gameplay as a 
challenge of the game is necessary to separate game usability 
from that of production software. Since games are by nature 
inefficient and lusory, the line between difficulty in interface 
versus the challenge of a game could be rather blurry while a 
gameplay challenge can also be located at the interface. 

3) Playability: Extending from usability research, 
playability and player-game interaction has been gaining 
some speed to explore practical applications for game 
usability challenges [16][26][34][62], and there is further 
work on playability and the complexity of player 
involvement in player experience evaluation [25]. Sanchez et 
al. [25] define playability as “a set of properties that describe 
PX [Player eXperience]”, and add that playability measures 
the effectiveness, efficiency, satisfaction and fun of 
performing to a specified performance as per the specific 
goals of the entertainment experience. Even though the same 
attributes of usability are applicable to playability, their 
meaning are different. Since the main goal of PX is 
entertainment, Sanchez et al. collated seven attributes to 
characterize playability: satisfaction, learnability, 
effectiveness, immersion, motivation, emotion, and 
socialisation. Among these, motivation and emotion are 
directly about the user and shaped by player preference. In 
addition, motivation is also said to be “a key factor in 
generating a positive experience for the player. 

4) Accessibility: Despite the well-defined nature of 
accessibility within user experience domain, accessibility 
may differ for special demographics [33]. Accessibility of a 
game refers to the ability to enable the participation of people 
with disabilities to interact with the game and play without 
feeling any barriers during their interaction with the game or 
during overcoming the challenges presented by the game. 
Isbister states that “video games should be considered above 
all as complex IT systems, with which individuals wish to 
interact within the framework of a goal-directed activity” 
[34]. In fact, the complexity of each differs depending on pre-
designed layers of gameplay experience, which may be open 
to emergence of more complex behaviours in some cases. On 
the other hand, accessibility seems to be simplified to 
interaction modalities without much consideration on 
cognitive load, emotional demand or context related issues. 
There is no disagreement on the importance of a suitable 
interaction modality and a satisfying user experience, and that 
they are integral to the creation of engaging and enjoyable 
game experiences. Furthermore, it is essential for a player to 
be able to see past the interaction modalities while playing a 
game so that they could fully engage with the activities and 
events in the game, hence be in the flow of the game. Juul 
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emphasizes that challenge of the gameplay should never be 
mixed with interface difficulty [46].  

5) Game feel: Game feel, in Swink’s definition, is “the 
tactile, kinesthetic sense of manipulating a virtual object” 
[10, pg.xiii], and it is essential to the game experience. Three 
building block of game feel—real-time control, simulated 
space, and polish, shapes the game feel towards resolving into 
five common experiences. They are (as taken from [10, 
pg.10]):  

• The aesthetic sensation of control; 
• The pleasure of learning; 
• Practicing and mastering a skill;  
• Extension of the senses; 
• Extension of identity;  
• Interaction with a unique physical reality within the 

game.  
The pleasure of the game experience mostly maps to a 

combination of those. For example, with driving games, it is 
more about the aesthetic sensation of control; yet, while 
driving in an obstacle course, it is more about practicing and 
mastering a skill. When the car is damaged, and the player 
screams at that moment, it is about extension of the senses and 
identity. This is also how game feel connects to SDT. As a 
player gets better at performing in the game, their competence 
increases. As their competence increases, they will feel and 
demand more autonomy for their actions. The combination of 
balanced competence and autonomy (resembling optimal 
experience) makes them motivated. As they feel motivated 
and focused on the experience, they will feel connected to 
their avatar or their car that they are driving; hence, their 
avatar becomes a part of their identity. 

E. Games for Health and Rehabilitation 
Over the years, literature on games for health has grown 

with both the use of commercial games and the development 
of custom made games for health benefits including but not 
limited to improved balance and gait, muscle strength, reach, 
etc. [2]-[5]. Games are considered as a solution to non-
adherence to therapy, the lack of motivation for therapy and/or 
rehabilitation, the service and delivery costs of therapy such 
as unbalanced patient-therapist ratio, reach to and distribution 
of services, lack of accuracy in tracking progress, etc. There 
are convincing arguments [28] about using commercial games 
for physical therapy since they are already products that are 
commercially developed to create and maintain engagement; 
however, clear contributions on re-appropriation of existing 
games for specific purposes and maturity of guidelines to 
adapt those for people with chronic diseases are limited. 
Similarly, researchers have mostly adopted or applied existing 
game design models [9][19], some extended from existing 
models [18][31], or developed on an ad-hoc basis in order to 
create a suitable product without much exploration on the 
design practice [4][5][14][15]. Lack of a design methodology 
to facilitate design exploration for a selected demographic 
with unusual limitations, such as motor, cognitive or mental 
difficulties that may be developed due to a chronic disease, 
seems to be a result of limited design research within games 
research [21]. This means, learnings and observations from 
these studies are fragmented and hard to reconcile for further 

studies. Both for the use of existing commercial games and 
with the purpose of developing custom games, there is a need 
for further design research to ensure suitability and 
accessibility of games for special demographics [4][5]. 

Potential recipients of game-based rehabilitation include a 
variety of age groups across a variety of diseases such as 
cerebral palsy, ADHD, autism, post-stroke, Parkinson’s and 
parkinsonism, age-related deterioration, etc. Development 
initiatives for games for health in each of these seem to be 
discrete and isolated. Even though the requirements of each 
and every rehabilitation and limitations of each and every 
target user group are different, it is not unrealistic to expect a 
common design strategy or a framework that can 
accommodate common methods to develop games that 
augment rehabilitation during the treatment of these diseases. 

Within games for health context, a set of guidelines was 
collated to inform developers on the special constraints for 
their design [11][14][17][18] while also pointing out the lack 
of further development in the game design discipline. Game 
design in its practice is agile and opportunistic, yet the design 
practice itself is under-researched. A study by Isbister and 
Mueller on variety of interaction modalities especially in the 
field of movement based games is one of the few that 
evaluates conditions of interaction and suggests strategies for 
a more successful design of movement-based systems, mainly 
games [17]. The guidelines provide insights for the design of 
interaction modalities, necessary feedback compatible with 
the interaction device and activity, extends from self-
expression, challenge and fun. Among the few studies that 
attempt to develop games for PD patients, Assad et al. 
previously suggested design principles for designing games 
for PD, particularly for motion based games for rehabilitation 
purposes [11]. Although informative, the principles are 
prescriptive for a specific type of game (such as arm extension 
based exercise features or balance features) rather than 
allowing a wider applicability supported with a clear 
methodology for game design. Moreover, while each item in 
the guideline can be affecting various areas in the game, the 
interconnected nature of the game experience as per these 
affects is hard to perceive. Therefore, a model such as the one 
presented in this paper could have been useful to guide the 
designer towards realising these relations. For example, 
fostering wider and fluent movement is advised, but input 
modality is not discussed probably because the guidelines are 
aimed for movement based games. Gerling et al.’s “extended 
model” (seem to be extended from Fullerton’s formal 
elements [19]) presents a useful basis for designing for older 
adults [18]; however, the analysis lacks a wider perspective on 
the interplay between the elements of the model in relation to 
a player-centric focus. As a game design paradigm, such 
perspective would encourage an exploration of player’s 
perspective in this context especially for the needs/issues of 
special demographics with health issues. Nevertheless, the 
notes on the player’s abilities (both cognitive and motor 
abilities, such as attention span, short-term memory, repetitive 
input, etc.) to be considered as resources resonates with the 
perspective of compassionate game design concept presented 
here. In line with the previous discussion here, Burke et al. 
[29] suggested three principles to game design for health and 
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rehabilitation: meaningful play, handling failure and setting a 
suitable level of challenge, and applied these to the 
development of games for the rehabilitation of stroke patients. 
Despite limited reflection on the development process or the 
design iterations, the note on adaptive aspects of the games 
and that they were well-received by the players is valuable. 

F. Case analysis: On Design Challenges for Players with 
Impairments due to Parkinson Disease 
In light of state of the art presented above, this subsection 

presents a case analysis to unite the background work towards 
strengthening the motivation. In this example, the case 
analysis looks into the difficulties that people with PD may be 
facing in their daily life. In the context of compassionate 
design, these difficulties help addressing the design 
challenges. A similar analysis would be useful, in fact 
necessary, while attempting to design for a special 
demographic. Later, in the presentation of the paradigm, the 
notes from this analysis is used to show how challenges are 
addressed within the holistic nature of the paradigm.  

Research shows that quality of life for PD patients drops 
over time meaning that activities of daily living, such as 
dressing, grooming, bathing, self-feeding and functional 
mobility are jeopardized as disease develops [23]. Even at 
earlier stages various disturbances and impairments limit the 
ability of the users while performing tasks that are considered 
simple; rendering many games inaccessible for this player 
base. The disturbances and impairments that are commonly 
observed across PD patients are sensory sensitivities, motor 
impairments, cognitive impairments and emotional 
sensitivities. Many of these impairments, especially in early 
stages of PD, show close similarities to age related changes 
that are commonly observed among older adults or other 
health related situations, such as stroke patients [14]. 

1) Sensory sensitivities: Sensory difficulties include not 
only hearing or vision problems as mostly seen with elders 
[18], but also sensitivities for sensory overload due to visual 
and sound stimuli. Occupational therapy for PD advise 
reducing visual stimuli by reducing confusing patterns 
(striped-checker), strong colours and hues, and simplifying 
the load by preventing contrasting visuals and clutter [22]. 
Visio-spatial disturbances and strong contrasts cause freezing 
while clutter overloads cognitive processes with a need of 
strategising and replanning. There are no specific sensitivities 
reported about audio; however, the use of metronome and 
inducing percievable rhythm into daily life are presented to 
be useful to enhance motor abilities [22]. 

2) Motor impairments: Main motor impairments 
observed in PD are trembling fingers and hands (tremor), 
rigidity, slowness in movement (bradykinesia), and gait 
problems [22]. Subtle slowness in movement, postural 
change and gait problems are also seen in elders even though 
the scale of these differ from PD. Trembling fingers and 
hands, especially depending on the scale of movement can 
make it very hard to use an input device or perform button 
presses while the slowness in movement can increase the 
response time.  

3) Cognitive impairments: Cognitive impairments that 
are commonly seen with PD are learning and retaining 
information (working memory), concentration and attention, 
and executive functions. Executive functions are a set of 
inter-related cognitive processes that are essential for goal-
directed behaviours [24]. Even though they are heavily 
related to cognitive domains, motor skills and connection 
between cognitive and motor skills are the main reason why 
they are absolutely necessary for activities of daily living 
[24][23]. In order to preserve gait, a person needs to evaluate 
their surroundings, strategically decide a path of movement, 
shift their weight and meanwhile check their balance. If they 
come across an obstacle, they should be able to stop 
executing their plan and rework a new plan similar to the 
correction cycle mentioned before. This means all six 
executive functions are actively used during a simple walking 
task: attention, inhibition, planning, reasoning, shifting 
(flexibility), and working memory. Gait disorders share 
similar issues originating from deficiencies in executive 
functions and also observed among older adults. This means 
impairments in executive functions also develop among older 
adults, perhaps milder than PD. In addition to a previously 
identified need for task creation frameworks to facilitate 
purposeful use of games for special demographics [4], it has 
become appearant that there is a need for a design paradigm 
that draws attention to the abilities and limitations of the 
players, thereby clearly mapping the position of the player in 
relation to the game experience. Therefore, the player-centric 
design model is developed to support and inform designing 
games for rehabilitative and preventative therapies for PD.  

III. METHOD  
The method of this study is design science research (DSR) 

while the presented work aligns closer with the idea of 
developing a nascent theory through the means of DSR [42]. 
Despite the emergence of new frameworks or design 
principles towards facilitating purposeful use of games for 
serious means such as creating positive change, alleviating 
disease symptoms, chronic disease rehabilitation, etc. [28], 
there is a clear fragmentation in the design field, separating 
other more flourished design fields and game design. The 
compassionate design philosophy and the player-centric game 
design paradigm are developed through grounding strategies 
[42], and the synthesis draws from human computer 
interaction, user-centered design practices, and game design. 
As per the activities of DSR compiled by [43], the activities 
of this research are below. 

• Activity 1: Problem identification and motivation is 
discussed in Motivation and Background section 
(Section II) while conceptual grounding is also 
presented. Existing approaches for the intersection of 
game development, user-centered design and the state 
of the art for design approaches for games for health 
are presented. Core issues of research projects 
utilizing games for therapy/rehabilitation of special 
demographics including chronic diseases and elders 
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are (1) researchers’ potential lack of knowledge and 
understanding for game design and development 
towards creating a compelling game experience or 
selecting a suitable game, (2) the complexity of a 
game experience that would fulfill the requirements 
of a therapy (or rehabilitation), and (3) the ability to 
identify the necessities and expectations of the chosen 
demographic within the context of game design. 
Hence, the conceptual grounding not only provides a 
motivation for the problem but also synthesizes 
theory from the material sources in order to build 
grounding material for the suggested paradigm. 

• Activity 2: In relation to the problems identified in the 
previous section, objectives for a solution are 
discussed in the Compassionate Game Design section 
(Section IV). The core objective is drawing attention 
to three areas about the player: (1) player-game 
relation, (2) player resources, (3) player perception 
and game content. The objectives of the 
compassionate design are explained starting from 
these three areas while value grounding for these are 
also enclosed. Following from the core problems 
identified with the activity 1, the activity 2 reinforces 
the development of the compassionate game design 
concept. Hence, a leading philosophy for the design 
paradigm is developed via an inquiry on purpose and 
action. 

• Activity 3: In response to the objectives identified 
during activity 2, the player-centric design paradigm 
is developed to present an easy to apply model for 
development and selection of games for a special 
purpose. The paradigm presents a clear account for 
the layers of a game experience, how these layers are 
interconnected, and the role of the player in relation 
to these. The details of the concepts across the model, 
their nature and their relations are explained in the 
Section V. 

• Activity 4: The purpose of the paradigm is enabling 
the development or selection of a game fit for 
purpose. This activity is dispersed across the 
explanation of the model in Section V. A detailed 
discussion for the application of the model as per the 
holistic capacity of the paradigm is presented. The 
application of the model, design examples and 
validation fall out of the scope of this paper and are 
planned for future work.  

 
 The work stands as a theory building DRS activity to 

create synthesis across diverse fields while providing an easy 
to follow perspective for researchers, who may be new to 
games for health or who may have limited knowledge about 
game design. The artefacts of the activities are the 
compassionate game design concept (presented in Section IV) 
and the player-centric game design paradigm (presented in 
Section V). Strengths, limitations and future steps are 
discussed in the last section. 

IV. COMPASSIONATE GAME DESIGN  
What is meant with compassionate game may seem fluffy 

and idealistic. However, the idea of a compassionate game 
originates from the comfortable and embracing feeling of 
compassion. Compassion has been actively practiced within 
the context of healthcare and made its way into public 
healthcare policies despite the ambiguity of its application as 
compassionate care [61]. In healthcare context, the meaning 
of compassion sometimes gets mixed with dignity, identity, 
and self-worth. Regardless, it is suggested that caring 
conversations and building relationships with the patients can 
help to effectively practice compassionate care [61]. If we are 
considering games as platforms to deliver or support 
healthcare, we need to start practicing ways of integrating 
compassion into game design. 

A compassionate game would tolerate the failures of a 
player with kindness rather than confrontation so that the 
failures are perceived as opportunities of development rather 
than unsuccessful attempts; therefore, the remaining feeling is 
not frustration. A compassionate game would allow for a 
grace time that suits a player’s capabilities rather than 
confronting the player with a challenge that they cannot 
improve upon; therefore, the remaining feeling is not a decline 
in self-esteem. Compassionate games would not compete with 
the player on a layer that the players cannot improve; they 
rather encourage the player for participation by providing a 
harmonious and suggestive environment of support and care. 
Therefore, they strive for accessibility, inclusivity, care, 
tolerance and adaptation. Compassion in this sense may seem 
to conflict with the notion of challenge and conflict in game 
design. On the contrary, it is about finding the right area in the 
game design where challenge should be planted so that it is 
possible for the players to fairly overcome the challenge rather 
than facing an unsolvable/impassable problem due to their 
limitations; thus, feel incompetent. Therefore, compassion 
does not suggest removing the challenge but planting it in an 
area where player progression is not limited by the disease. 
Hence, it is about care and tolerance with an understanding of 
what a player is going through so that their competence 
develops.  

Applying compassionate game design means seeking 
further inquiry in the design process in relation to three areas 
about the player: (1) player-game relation (at a one-to-one 
level), (2) player resources (skills and abilities), (3) player 
perception and game content (what is going on in player’s 
mind versus what the game is offering). By doing so, the 
player model, as the central element of compassionate game 
design will be integrated into the process of developing a 
game that is compassionate towards its players. The following 
subsections present the compassionate design concept as per 
these three areas while the last subsection discusses the 
challenges of compassionate design. 

A. Player-game Relation: Interactivity 
Crawford [66] defines interactivity as “a cyclical process 

in which two actors alternately listen, think, and speak. The 
quality of interaction depends on the quality of each of the 
subtasks (listening, thinking, and speaking).” This points to 
the relational prospect of interactivity and its iterative nature. 
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The micro level (the smallest interactive cycle, i.e., moment-
to-moment) and the macro level interactions (a larger 
trajectory of interactions) are intertwined to create a 
meaningful player experience [13]. Within compassionate 
design context, a compassionate game would show 
competence in listening more attentively, finesse in speaking 
with care, and less complexity in the combination of 
interactions and interaction modalities. Therefore, the design 
paradigm needs to draw attention to the flow of interaction. 

Citing from Sutton-Smith, Salen and Zimmermann [13] 
refer to game experience as a combination of five dimensions: 
visual scanning, auditory discriminations, motor responses, 
concentration and perceptual patterns of learning. Players 
scan the entire scene based on the visual and auditory signs 
while concentrating on events and signals provided by the 
game. They perform actions based on the demands of the 
game and proceed whilst scanning for visual and auditory 
cues. This cycle continues as the player carries on playing the 
game. As they do so, players learn more about the patterns of 
play and improve their understanding of the game from 
familiarity to higher expertise. At its core, the cycle of play is 
an implicit micro game loop that stands on the perceptual 
understanding of the game world, the processing time of the 
perceptions, and the response from the player. Norman 
suggests that the ideal interaction cycle is present when no 
psychological effort is necessary to use a system (bridge the 
gulf of execution) [58]. This resembles the correct game feel 
notion in which the performance of interaction with the 
system becomes a compelling spatial presence [10].  

Swink explains the interaction cycle as an action-
correction cycle where player perceives an interim goal 
towards completing an action and slowly reaches their target, 
except this happens so fast that we do not necessarily notice 
the process [10]. The trouble arises for people with 
neurodegenerative diseases. Due to motor or/and cognitive 
impairments, a part or some parts of the action-correction 
cycle show delays; therefore, the action becomes harder to 
perform. When there is delay at system’s end, we see that as a 
usability problem due to the lack of timely feedback. When 
delay happens at player’s end (Fig. 1), system needs to be 
gracefully waiting and in fact supporting at times by 
additional supportive feedback. Since our main concern is 
reducing frustration and increasing compassion in our design, 
we need to consider this cycle both for the player and the 
game. 

 
Figure 1. Interaction between player and the game when an action is 
initiated by a player or a game 

The figure above (Fig. 1) presents the stages of the 
interaction between player and the game (action correction 
cycles from top to bottom):  

• (1) When it is player’s turn, what happens at player’s 
end: Player perceives the situation, it goes through 
their cognitive process, then player creates a motor 
response; meanwhile, the game waits.  

• (2) When it is game’s turn after player initiates an 
action, what happens at game’s end: Game receives 
input, processes the information in its structural core 
(games as a closed formal system), then 
contextualizes the outcome with information layer, 
then feeds the information to the presentation layer 
via relevant metaphors. 

• (3) When game responds for player’s turn while 
waiting for a reaction from the player, what happens 
at game’s end while waiting for player’s reaction: 
Game presents the current state of the game and waits 
for an input (response of the player); then receives the 
input and passes it to its core to process as response 
again. From the moment an input is received, the rest 
of the cycle is the same as the second cycle. When the 
game reaches to the second step here—waiting for 
response, this step is where the first action cycle takes 
place. 

Each of these interaction cycles requires well-tuned 
graceful delay for player action (the moments that the game 
receives input), and player perception (the moments that the 
game presents output). Intended player actions or player 
reflexes should be considered to be potentially affected by 
their condition, so should player perception—as it includes 
vision, hearing, and cognitive processing that may also be 
affected by their condition. This means response from the 
game should be perceivable by the player with longer and 
lingering feedback to support the moment-to-moment 
gameplay within an action-correction cycle and ensure a 
continuity of perception. More about the response of the game 
and forms of the response are discussed as the paradigm 
explained in Section V (Subsection D). 

B. Player Resources (Skills and Abilities): Game Difficulty, 
Challenge and Accomplishment 
Starting questions for identifying the right challenge for a 

compassionate game experience goes through identifying the 
areas impacted by a disease or condition. A thorough analysis 
for the underpinnings of impairments, disease symptoms, 
physical or emotional difficulties enhances the start of a 
better-informed game design process. This is exemplified in 
the case analysis presented before. Previous discussion on 
formal elements (Section II.A) already mentioned the holistic 
nature of these elements. While the conflict between the in-
game game objectives and the rules form the challenges in the 
game, difficulty sits in a sliding scale based on what kind of 
skills are necessary and the complexity of the procedure to 
perform in-game actions. Player skills, abilities, and capacity 
shape the player performance, therefore player experience. 
This means the paradigm needs to draw attention to these for 
a true player-centered approach. 
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Skill, as per the definition we use from the dictionary1, is 
“dexterity or coordination especially in the execution of 
learned physical tasks”; ability 2  is “the quality or state of 
being able”; and a resource loosely refers to the capacity. In 
this context, the players suffering from a condition such as 
motor impairments may have the skill (originally) to perform 
fine motor tasks such as buttoning a shirt; however, their 
ability may not be allowing to do so any more. This is most of 
the time true for all patients as they go through different stages 
of a chronic disease [60]. For diseases such as PD, 
Alzheimer’s, Dementia, etc., cognitive skills, motor skills, 
emotional and physical stamina deplete over time as they 
progress. 

Player resources pose a larger problem depending on 
patient demographics. For example, Parkinson’s patients 
develop cognitive impairments such as working-memory 
issues, or reduced flexibility and inhibition, which may hinder 
their strategic planning ability. Even when they are able to 
perform a level of strategic planning, how fast they get tired 
in the process of re-strategizing restricts their capacity in this 
task, therefore their resource for strategic planning. They also 
develop motor-skill impairments such as precision control, 
bradykinesia, freezing, etc. As disease develops, the scale of 
these hindrances grows demanding more support and 
compassion from the system. Since these impairments limit 
their cognitive and motor ability to perform precise, repetitive 
or complex tasks, this means their cognitive and motor 
resources to perform in this system is limited. In addition, their 
physical resources such as endurance, agility and stamina are 
limited along with their emotional resources such as 
resilience, self-efficacy, and self-esteem. Hence, it is 
important to identify the resource intensity of the skills (type 
and scale of resources—motor, cognitive, emotional, 
physical) necessary to perform to a level of completion.  

1) Motor resources: These refer to the capacity in 
performing activities with fine and/or motor skills such as 
quick-response, timed-response, precision, repetition, reach, 
etc. If the ability of a player is already restricted in any of 
these domains, interaction modality needs to accommodate 
the restriction. For example, people with tremor may not be 
able to use a control scheme that requires timed-response and 
precision simultaneously. What is and is not achievable by 
the player needs to be identified in the process. 

2) Cognitive resources: These refer to the capacity in 
performing activities that demand cognitive abilities such as 
remembering a number of items for a certain amount of time 
(working memory, short-term and long-term memory), 
attention (selective attention, sustaining and retargetting 
attention), anticipation (pattern recognition and prediction), 
decision making, problem solving, planning (sequencing, 
prioritization, reordering), etc. People with conditions that 
affect cognitive resources, executive functions are also 
affected [24]; hence, quality of life is under threat. For 
example, people with attention deficit hyperactivivity 
disorder (ADHD) will find it hard to sustain their attention; 
therefore, a game designed for this target demographic needs 
to reclaim their attention repetitively and be ready to gently 
                                                
1 https://www.merriam-webster.com/dictionary/skill 

remind without drawing attention to the reality that they did 
not pay attention in the frst place.   

3) Emotional resources: In playability context, Sanchez 
et al. [25] refer to the emotion as players’ involuntary 
response. In the context of compassionate game design, 
emotional resources refer to the capacity in perseverance 
while feeling those emotions evoked by the game. It is less 
likely that a player would find it hard to deal with too much 
fun; however, it is more likely that they will have a limit for 
frustration before they give up playing the game. Thus, the 
emotional resources are resilience, self-esteem, self-efficacy, 
trust, etc. The capacity of the emotional resources can be 
influenced if not directly affected by a disease or a condition. 
The response of a game at moments of success and failure 
may drain or refill this resource.  

4) Physical resources: These refer to the capacity in 
physical performance including the ability to perform 
throughout the gameplay session (endurance), ability in 
combined tasks such as movement and button press 
(dexterity), speed, muscular strength, power, etc. This may 
sometimes overlap with motor resources especially when 
precision and reach are required as in interactive dexterity by 
Sanchez et al. [25]. 

Overall, failing forward and a positive reinforcement 
throughout the challenge as per the previous discussions on 
motivation and optimal experience, should be the driving 
force of a compassionate game. According to dopaminergic 
studies [28], it is noted that uncertainty of result (win or lose) 
and almost succeeding or narrowly avoiding failure increase 
not only motivation but also dopamine release. 

C. Player Perception and Game Content: Motivations and 
Reservations 
Playing a game is rewarding; it rewards the player with an 

experience of “fun” as long as they wanted to play it. Swink 
suggests a challenge for a game designer is to create a game 
mechanic that is worth learning for players [10]. In fact, the 
difficulty of learning a procedure for gameplay only becomes 
worthwhile by the return of that action and how integral that 
action for the continuum of gameplay. Therefore, rewards of 
mastery, how difficulty of a procedure scales for the variety 
of individuals with diverse skills and abilities, and the relation 
of the mechanic to the contextual layer of the game (its art, 
theme and story) shapes the motivation. Meanwhile, pre-
judgement, previous experience or fear shapes reservations. If 
the reservation grows larger than what motivations has to 
offer, it causes non-adherence. For a compassionate game, the 
challenge is creating pathways to overcome the reservations. 
This goes through positively changing the player perceptions. 
Games have the unique ability to invite people in and persuade 
them for participation. Their ability to shape perception and 
fight reservations of the participants should be explored 
further towards creating compassionate games. 

D. On Challenges of Compasionate Game Design 
Within the context of compassionate game design, a game 

that is not able to accommodate a player’s health or learning 

2 https://www.merriam-webster.com/dictionary/ability 
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related difficulties is considered to be impaired. Therefore, the 
main challenge of compassionate game design is removing the 
impairment of the game so that it is playable by special 
demographics. This starts with identifying areas that players 
are struggling due to their conditions. As a starting point, these 
areas can be categorized in three domains: sensory challenges, 
physical challenges and cognitive challenges. For example, a 
core challenge of game design for special demographics with 
health issues is the restrictions on the physical and cognitive 
abilities of the player group. When this merges with the 
perceptions of the players about the nature of the activities, it 
becomes hard to create motivation to play the game. 
Therefore, it is important to notice that when players are not 
able to fulfil the expectations of the moment-to-moment 
gameplay simply because it is not possible due to their current 
condition, they will lose interest in the game as the game is 
only another reminder of their inability; hence, the experience 
is not enjoyable. Then, the challenge is introducing tolerance 
and support for these moments of need. 

According to Swink [10], any delay that breaks the 
continuity of an experience creates poor game feel. Therefore, 
a game needs to be responsive for the player inputs. Similarly, 
any player action in response to the events presented by the 
game needs to be timely; otherwise, deemed unsuccessful by 
the game. Hence, the game acknowledges successful behavior 
and rewards it while also clearly communicating the 
consequences upon failure. From a purely game design point 
of view, facing consequences helps to reinforce meaning in 
choices. However, from a player-centric design point of view, 
especially for players with motor and/or cognitive 
impairments as in Parkinson’s or stroke patients, how much 
time should be evaluated as the time-frame for “timely 
response” is unclear. The procedures of the game should be 
forgiving with a suitable error margin and compensating for 
delays as motor-cognitive processes in player’s mind may 
take longer than an ordinary player. This may mean shifting 
the challenge to another aspect of game rather than using 
input-timeliness, input-combinations, or input-related 
challenges as a central element of core gameplay. Especially 
for anxiety prone demographics, removing time-constraint 
related design elements such as time-trials (obvious time 
constraint), falling platforms (hidden time constraint), 
traversal challenges (time constraint imposed by combination 
of other elements such as enemies, moving platforms, etc.) all 
together could even be a more suitable approach. In 
consideration of mental barriers, such compassion would 
reduce anxiety and stress, while replacing those with 
confidence, self-assurance and trust. 

Game accessibility requests compassion from the system 
to bridge the gap between the player and the game in order to 
reduce the impact of impairment. For example, similar to how 
a poor visual design of an interface would reduce the usability 
significantly, a poorly developed game world with low quality 

art assets and poor choice of color palette would also reduce 
the quality of game experience. For a user interface (UI), 
chosen color palette, negative space, density/scarcity of visual 
elements, placement and alignment of UI elements such as 
button, text boxes etc., consistency of all UI elements in and 
across the pages including font, size and color, and the feeling 
and readability of transitions are extremely important. All 
these elements come together to create the right feeling for the 
interface with its content and suitability to the context. Similar 
but more intense, contextual content of games requires far 
more depth compared to a user interface. The player 
perceptions of the game world not only stem from the 
narrative elements that are telling a story of the game world 
but also the familiarity of the player with the game and game 
world. Therefore, the player needs a high processing power in 
order to evaluate all the information they could gather from 
the game in real time while playing the game. Thus, complex 
visual stimuli may become paralyzing if the system does not 
show enough compassion when a player’s impairment is 
getting in the way of their play activity. Without a model that 
helps breaking down areas that demand processing power and 
areas to hide delay, it is uneasy to contemplate on how this 
need could be resolved without frustration. 

V. A HOLISTIC MODEL FOR PLAYER-CENTRIC GAME 
DESIGN 

The model seen in Fig. 2 attempts to draw attention to the 
identified core areas of compassionate design as per the 
discussion in Section IV. It aims to encourage a designer to 
take a player’s perspective in relation to the formal structure 
of games and aims to enable a deeper discussion on game 
design challenges for special demographics. In doing so, the 
purpose is presenting a holistic map laying down the building 
blocks of the compassionate game design concept. This 
concept becomes readable with a game model and a player 
model that interacts with one another. With a player-centric 
focus, the model (Fig. 2) is extended from [1], and combines 
layers of player experience—as inspired from Garret on the 
planes of user experience [7][8]—with Adam’s game design 
model [9] and Fullerton’s formal elements [19]. In addition, 
Mayra’s [67] core and shell dialectic informed the work for 
explaining the relation between formal elements of a game 
and a game’s context. In a simplistic fashion, the dialectic 
captures the actors of player experience to start a conversation 
about their relation even though it lacks details to explain the 
potential elements of player experience or player’s role in this 
dialectic.     

The rationale for compassionate design is discussed in the 
previous section including a perspective for potential 
challenges it may entail. Here, player-centric game design 
model is explained with its layers. 
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Figure 2. The player-centric game design model aims to encourage the development of compassionate games (extended from [1]). Therefore, it favours a 

player model by bringing transparency to the capabilities of the player and helps a designer to perceive the system from players’ point of view.

With this model, a designer (i.e., researcher as a designer) 
can map the systematic flow of player experience and the 
mechanisms carried out in the game without losing focus on 
the player end of the game world. When the interaction cycle 
starts with a presentation of a game scene to the player, player 
observes it through their perception. As they act via pressing 
the buttons on the controller, moving the joystick or somewhat 
invoking the input layer as per the interaction modality 
available to them, the game receives this input and carries it 
to the structural core of the game to be resolved as per the 
predefined rules (as per the formal elements of the game). 
When this is resolved, the response will be dressed up by the 
contextual layer (in order to fit with the theme and style of the 
game) and shaped into the form of necessary information as 
per the game, its genre and style; hence, a responsive feedback 
will be passed to the presentation layer for the player to 
observe and start the interaction cycle again. Compassion is a 
necessity to be practiced at all stages of this cycle in order for 
a game to become compassionate. 

A. Frame of the Game World  
Frame of the game world acknowledges that the player 

model overlaps with the game model in creation of the 
gameplay experience similar to the discussions on experience 
of play in Salen and Zimmermann’s schemas [13]. Schemas 
explain how the experiential layer of a game emerges when 
players play it. The game is governed by the rules that are 
formal elements of the game grammar and stays same for each 
player, yet the experience of each player is unique as per their 
session filtered by their perception. Each player engages with 
the game world through their perceptions that are mainly 
based on their mental model [12]. In this context, the relation 
between the game and the player is initiated and maintained 
by the player. Therefore, the frame of the game world encloses 
the player as it is activated with the presence and interaction 
of the player.  

B. Player Model 
Player model is composed of player perception and player 

resources. It considers the player perception as a combination 
of motivations, reservations and a mental model through 
which players engage with the game world. Swink refers the 
player perception as “perceptual field” [10] that is a 
combination of all previous experience including ideas, 
thoughts, memories, etc. From a player’s point of view, game 
is only the interface since they do not need to know about (or 
perhaps are not interested in) any inner workings of the system 
(Fig. 3).  

 
Figure 3. When we truly think in a player-centered fashion, it becomes 
apparent that players are very likely not aware of the interconnected system 
that makes the game function. 

Game presents the current state of the system to the player, 
this is observed and filtered through the mental model to be 
judged against motivations and reservations by player’s 
perception. Once there is a decision or a resolution at player’s 
end, an action is performed by the player via the input scheme 
of the game. The game receives this input and magically 
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processes it. Both decision making process and performing the 
action are taxing on player’s resources. 

1) Mental model: Mental models refer to thought 
processes about how something works in the real world. They 
are formed via observations, or assumptions based on prior 
knowledge. Each person’s mental model is clouded with their 
pre-judgements and their interpretation of the system [58]. 

There are three models of the system (as adopted from 
[58]): (1) how the player thinks the game works; (2) how the 
game is presented to the player as; (3) what the game really is. 
Mental model maps to the first model, even before player 
starts any interaction with the system. This resembles the user 
image and the system image concepts of Norman [58]. After 
the first interaction, mental model is reinforced with their 
continuous interaction. The further the gap between the first 
model and the last—what player thinks for how the game 
works versus what it really is and how it works—, the lower 
is playability—hence the higher is frustration.  

A well developed game interface either resembles an 
already known system to leverage familarity or helps the 
players to develop a clear mental model of what they can do 
in this game. Tutorials are generally used as a bandate when 
game is not able to intuitively help players to build a good 
mental model of the system. The ability of the game to suggest 
a clear mental model reduces the complexity of interaction 
during stages of the action cycle [12]. Unlike HCI’s common 
approach of mainly relying on user interface for evaluation of 
usability, for games human action cycle is dispersed over 
gameplay. Therefore, mental model is influenced by three 
contextual elements at perception level: (1) the 
contextualisation of actions at goal formation stage of the 
human action cycle, (2) the procedures and their contextual 
presentation at execution stage of the human action cycle, and 
(2) audio-visual feedback and game state presentation within 
user interface (or heads-up display—HUD) at evaluation stage 
of human action cycle. These are directly related to the 
presentation aspect of the interaction layer and indirectly 
related to the information layer as the contextual metaphor is 
fed from the core of the game. 

2) Motivations: Elaborating on the aforementioned 
research on player motivation, the purpose of this in the 
framework is to draw designer’s (researacher’s) attention to 
the motivations of the player and how they influence their 
participation. This should align with not only the purpose of 
the game but also the intentions of the player to motivate 
participation. With meaning and purpose built in the game, 
the idea is leveraging the players’ motivation for working 
towards their in-game goals to fulfill the health and 
rehabilitation goals. This is why PokemonGo (Niantic, 2016) 
has been praised by health practicioners. For a patient who 
needs to do a descent amount of walking every day, the in-
game goal of hunting pokemons serves the purpose of the 
therapy by motivating the patient to walk since hunting 
requires finding the pokemons in the first place. In order to 
find them, a player needs to physically walk around until 
pokemons appaear in the location based augmented world. 
Hence, daily walking activity is fulfilled with the help of the 
mobile game.  

3) Reservations: Any reason that prevents a player from 
participation is referred within reservations.  It may be based 
on previous experience or can be formed at the first instance 
of interaction. Barriers to physical activity such as fear of 
injury, poor self-image, low self-esteem or lack of confidence 
to join group exercise activities are commonly reported 
among reasons for lack of motivation for therapies or 
rehabilitation [28][60][63]. Another set of barriers may also 
originate from unfamiliarity with technology, lack of clarity 
and ease of use (accessibility) of a system, perceptions on the 
usefulness of technology, self-image, and fear of failure. 
Therefore, the player model draws attention to the relation 
between reservations and motivations, and how they may 
influence the mental model of a target user group. As much 
as motivations act as a driving force, reservations act as the 
hand brake. Nevertheless, the game experience needs to be 
fluid and effortless.   

C. Player Resources 
In this context, player resources are considered as the 

currency that a player spends during the play session. Each 
individual has finite physical, emotional and cognitive 
capacity. Player resources represent this capacity and its 
availability during gameplay. Rather than the resources 
commonly discussed as a formal element of a game, the 
resources referred in this model are intrinsic to a player. 
Intrinsic player resources are cognitive skills, motor skills, 
physical abilities and emotional abilities (physical and 
emotional stamina). These are within the power of the player 
and do not belong to the in-game economy. They are not 
generated by the game or in the game; however, they are 
brought in and used by the player, yet consumed by the game. 
They are limited, and refresh time for these vary from person 
to person. For a suitable design targeting players with physical 
or mental health related difficulties, designers need to study 
how these resources are effected by the disease and how they 
will be used in the game in order to prevent frustration during 
the game. 

For example, after long hours of play, the physical stamina 
of a player may drop, and they may not be able to function as 
prompt as they were at the beginning of the play session. This 
is an example of a player spending their physical stamina 
(their physical ability resource); hence, getting tired after a 
long period of playing. If the player is suffering from anxiety 
and the game is designed to alleviate this, the decision-making 
process in the game needs to accommodate that and should 
not rely on dilemmas as a challenge, dynamics such as time 
trials or quick-time events should be avoided, and visual 
stimuli should be organised to prevent clutter and overloading. 

D. Interaction Layer  
Interaction layer represents the overlapping space of game 

world and player’s world. Via this layer, player sends input to 
the game world, observes the results of their input and 
receives a response from the game world. Interaction takes 
place between the player and the game world. It is either 
started by the player via an input, or by the game world via an 
event presented with the presentation layer. When it is 
initiated by the player, the game responds; when it is initiated 
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by the game via presentation layer, the player responds via 
input layer. In both cases, information layer feeds the 
presentation layer with necessary data. Interaction layer is 
composed of presentation layer and input layer. 

1) Presentation Layer: Presentation layer can also be 
thought as sensory layer encompassing audio, visual and 
haptic presentation of the current status of the game. This 
includes continuous presentation of the game world and the 
game’s response to the player inputs. Any feedback generated 
in response to the player inputs is presented by the 
presentation layer. Clarity of presentation and a suitable 
composition of audio-visual elements are essential for 
readability. The presentation of this layer is either (1) active 
or (2) reactive:  

a) Active presentation (1) is initiated and conciously 
generated by the game with respect to or regardless of player 
positions or existance. It is important to notice that in any 
moment that the player is not interacting with the game, this 
presentation would still be actively present; hence, active 
presentation. It is an audio-visual presentation for the theme 
and of the game world, and would include any audio-visual 
element to inform the player about the current active or 
passive status of the game including but not limited to 
telegraphing for potential actions/events or signalling for 
awareness of moment-to-moment development of events in 
the game, score, etc.  

b) Reactive presentation (2) is developed in response to 
or because of an action initiated by a player, therefore can be 
considered as system’s (game’s) response to the player; 
commonly referred as feedback. Necessary to note that this 
presentation would only be executed if an action that would 
trigger a reaction was performed by the player. Reactive 
presentation can take forms of audio-visual and/or haptic 
feedback directly in response to a player input or to draw 
attention to a change that was a result of the player 
action/input. Audio-visual effects in user interface that 
inform the player for the moment of change are also examples 
of this category. For example, a falling platform would only 
fall (or destructed into pieces with an appealing vfx and sfx) 
if the player character walks/jumps onto it. Therefore, audio-
visual presentation (vfx and sfx for distruction) is a reaction 
to player’s interaction with a game element (falling platform 
in this case). If player health changes during this action, an 
audio-visual effect on user interface (one of the hearts 
blinking prior to disappearing) would also be used to draw 
attention to this change in addition to the update of player 
health on screen. Any of the reactionary feedback is time 
sensitive and loses its value at the end of the perceivable 
window (i.e., 240ms for a full correction cycle). Swink [10]  
suggests, if a computer’s response takes equal or longer than 
half of the correction cycle (i.e., 120ms), the systems feels 
laggy.  

The response of the game world could be: 
• in the form of visual effects that shows the moment 

and result of interaction (mostly referred as visual 
feedback); 

• in the form of sound that acknowledges the moment 
and result of interaction (mostly referred as audio 
feedback); 

• haptic such as vibration of the controller; 
• in UI including sound and visual effects. 
The response fulfills the expectations of gulf of evaluation. 

The longer it takes the game to respond or the more 
disconnected the response is to the current perceivable context 
of the game, the larger is the gulf of evaluation. Hence, the 
game usability is lower.  

2) Input Layer: Input layer is responsible for the 
interaction device, input techniques, clarity of input mapping, 
directness, sensitivity and consistency of input. A common 
goal for a game controller is effortless use with which the 
input device feels like the extension of the body [10]. This 
motto becomes challenging for special demographics with 
impariments or difficulties related to motor skills. For 
example, PD has some symptoms, such as tremor, 
bradykinesia or hypokinesia that may cause difficulty in 
using an input device or perform an input action within a 
required time-frame or precision. Therefore, additional 
research into input devices and interaction modalities would 
be useful. Moreover, further research on familiarity of the 
player group, mental model, and restrictions of disease stages 
for input modality is expected to improve the design. 

In addition to the input device or interaction paradigm, the 
complexity of input is also important. The complexity of input 
refers to the combination of buttons for an input and the 
characteristics of the combination such as time-specific input, 
simultaneous or ordered button presses, etc. 

To reconcile, an effective interaction layer for a 
compassionate game needs to be: 1) immediate; therefore, 
presentation layer needs to present the feedback immediately, 
and show the change in game-state if there is; 2) responsive; 
therefore, the presentation layer always presents a response to 
any input and the player is never left in dark in terms of what 
is happening with the system; 3) informative; the presentation 
is readable and clearly presenting all necessary information 
such as game-state or contextual clues, feedback is clear and 
adequate; 4) forgiving; the input scheme allows for a feasible 
input window, error recovery has necessary feedback and is 
motivational.  

E. Information Layer  
Information layer sits in the middle of presentation layer 

and structural core of the game, and interprets outputs of the 
core system in a readable format for the player. Cues for 
meaning making (semantics), affordances and limitations for 
the player [12], contextual visual material, data organization, 
response of the game (feedback for the player), and any 
information, such as score, status, outcomes, etc., belongs to 
this layer. Even though the information is generated by the 
structural core of the game, its interpretation is handled in 
information layer and passed to the presentation layer for the 
player to see. Therefore, the collaboration between 
information layer and presentation layer carries high 
importance. 

1) Contextual Layer: Contextual content works with the 
formal elements and supports meaning making. Objectives, 

14

International Journal on Advances in Intelligent Systems, vol 13 no 1 & 2, year 2020, http://www.iariajournals.org/intelligent_systems/

2020, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



rules, procedures, affordances and limitations become 
meaningful with the help of contextual content. While being 
important for engaging the audience, contextual content is 
also important for maintaining attention and motivation. In 
order to develop content based on the interests of the target 
audience (elders, kids, young adults, etc.), a participatory 
approach or persona studies would be preferable. Salen and 
Zimmermann [13] emphasize that without context, there is no 
meaning; hence, contextual meaning helps to develop 
meaningful play. For example, Pokemon Go creates a context 
around training a special creature called pokemons and 
battling to defend your dojo; therefore, one needs to capture 
the pokemons prior to training them. This means the activities 
of walking around to find the pokemons, performing the 
moves, and using the means to capture them serve within this 
context. The rarity of the creatures, what kind of environment 
they prefer, and how they respond the moves of the player 
feed into the lore of the game. Swink suggests that the visual 
content and the context need to work together with the help 
of the right metaphor for a fuilfilling experience [10]. The 
metaphor represents the connection between context and 
mental model.  

2) Game State: Game state presents any necessary 
trackable data that influences players’ decision making while 
they are playing. Game state includes but not limited to score, 
item count, health, current or remaining time, active or 
planned tasks/quests, current progress, success/failure, 
win/lose, etc. Transparency of game state is necessary to 
ensure competence and autonomy in gameplay.  

3) Feedback: Feedback refers to a compassionate 
reaction that is both contextually suitable and positively 
perceivable by the player. The positive nature of feedback is 
emphasized in games for health circles [28][11]. Feedback 
needs to be focusing on the successes rather than failures. 
Encouraging continuation of participation and reinforcing 
flow are within the role of feedback. Necessary to note that 
feedback can take many forms within a game including but 
not limited to audio effects, audio-visual changes to the 
entities in the game (sound, color changes, color flashes, 
outlining, scaling, etc.), animation of entities in the game or 
animation at user interface level, visual effects, narration, or 
any change in the game world, etc. Some important things to 
consider for the attributes of feedback are; how often to show, 
how amplified it needs to be, how long it should be shown, 
and in which form (audio and visual) it needs to be. These 
attributes should also take into account the capability of the 
player (as per the player resources dsicussed before) for a 
compassionate feedback. For example, for a player who can 
be disturbed by the nature of visual stimuli (i.e., colour, 
shape, light or change in those), visual feeback should be 
carefully catered not to breach the acceptable visual qualities. 

F. Structural Core  
Structural core of a game comprises formal elements [19]. 

Both the information layer and the presentation layer are 
dependent on the core structure of the game while also 
creating meaning for it. From player’s point of view, the core 
of the game may be completely invisible (Fig. 3) as their 
perception is shaped by the presented information (based on 

how it is interpreted by the information layer). Therefore, 
discoverability, learnability and consistency of the system 
need to be resolved at this layer so that relevant data could be 
fed to the information layer.  

1) Procedures: Procedures are the first point of 
interaction with the input from the player. They are integral 
to moment-to-moment gameplay, and they define the chain 
of moves necessary for performance in the game. Reiterating 
the previous discussion on correction cycle, a delay in any 
stage of player performance will make the time-frame of user 
input longer. For example, double jump could require hitting 
the jump button twice within a second in order to perform 
double jump. This seemingly simple action could be 
unexpectedly challenging for a person with rigidity or 
sloweness of movement, who might find hitting the same 
button twice hard to repeat within a second’s window. 
Another example is the number of steps necessary to do 
something, such as the steps to be performed to bake a cake. 
For a person with memory issues such as in Alzheimers, 
remembering those would be really hard, therefore frustrating 
to perform. Thus, procedures should be catered for a suitable 
grace time, simple recovery (this does not mean game needs 
to be easy), shorter and less complex chain of actions for 
ability to learn and retain information. On top of these, 
additional consideration for  impairments would make a big 
difference. When done right, the core game demands less 
player resources and/or compensates for lack of those when 
necessary.  

2) Resources: Management of in-game resources may 
prove challenging if learning, managing and controlling the 
resource features of the game are challenging for the players’ 
resources as per discussion in Section IV.B. Additionally, 
depending on the way in-game resources are used in the 
game, an interface complexity may also occur creating 
additional sensory and cognitive challenges at a level of 
presentation layer. For example, games of real-time strategy 
genre are more resource heavy than single screen puzzle 
games even though their cognitive complexity may resemble 
one another. 

3) Objectives: The role of objectives in game design has 
already been discussed throughout the article. An additional 
note here is on how in-game objectives of the game need to 
somewhat serve the targeted health and rehabilitation 
benefits of the overall experience. Previously discussed 
motivation example on Pokemon Go shows how in-game 
objectives motivate gameplay, and partially serve for the 
therapy objectives (walking daily). If the therapy objective 
was doing some moves in addition to walking, the game 
would have needed these moves performed towards catching 
a pokemon. Besides, objectives should be discernable and 
achievable by the player considering limited cognitive and 
emotional resources may make an objective unreachable. 

4) Rules: Since the system is governed by the rules, 
transparency and consistency of these were already 
mentioned as necessity. It is important to note that if the 
complexity of the rules prevent the players from 
understanding the moment-to-moment gameplay, game fails 
to be compassionate. The limitations emposed by the 
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cognitive and emotional resources also shape the player’s 
ability to understand the rules. 

5) Conflict: Conflict in context of compassionate design 
requires additional care. By definition, conflict represents the 
challenge that attempts to prevent a player from reaching 
their in-game goals and objectives. This is also what 
separates digital games and game usability from other 
interactive digital experiences. While challenging a player, a 
game presents the player with a problem to be solved and to 
be overcome. Referring back to motivation and the 
experience of flow, the design of the challenge directly 
affects the playability of the game. Therefore, developing a 
suitable challenge and scaling the difficulty for sensitive 
demographics is absolutely necessary to motivate play and 
induce flow. Designing the challenge is essentially designing 
the game.  

VI. DISCUSSION AND CONCLUSION 
This section shares a discussion and a closing note on the 

theory and application of the model presented in the paper. 

A. On Compassionate Game Design 
The idea of compassionate game design emerged during 

the analysis of potentially suitable commercial games for 
rehabilitation of PD, followed with an attempt to identify the 
sources of the issues found with them [4]. During the 
prototyping stage of an exercise game for PD, the building 
blocks of the player-centric design paradigm surfaced as a 
nascent theory. Compassionate game design concept is novel 
and brave although naïve. The concept has a novel perspective 
to carry the idea of empathy towards a more applicable format 
that is much clear for inquiry and contemplation for game 
design process. It draws attention to the player’s position in 
the game experience, and encourages the researcher/designer 
to examine the design in relation to three areas about the 
player. These are player perception, player resources, and 
player-game relation (discussed in Section IV in detail). 
Player-centric game design paradigm is the artefact of the 
design research activity that is grounded with the 
compassionate game design concept. The model aims to be 
easy to read and apply by anyone without prior game design 
knowledge. As any novel idea, the way to see whether it is 
useful for the larger community is by putting it into use and 
letting it evolve with the findings.  

B. Strengths, Limitations, and Future Work 
The purpose of the model is to promote further discussion 

on the elements of game design with a player-centric focus; 
therefore, the main strength of the work originates from the 
incorporation of the user experience model and “game feel” to 
ensure this. The paradigm welcomes exploration in those 
layers, and encourages analytical thinking towards a player-
centric design. Currently, there is no other work that brings a 
player model and a game perspective together as a game 
design model. The details of the player model with the never-
ending dance between motivations, reservations, and mental 
model contributes to the understanding of what players think 
when they start playing a game. Furthermore, the resources in 
the player model allows the researcher/designer to keep an eye 

on the internal challenges only apparent to the player that are 
of a sensitive nature affected by a condition or a disease.  

As much as the compassionate game design concept and 
the paradigm were developed with a synthesis of current 
work, the player-centric design model should not be 
considered to carry any predictive abilities for a best possible 
system of game based rehabilitation. The development of a 
compassionate game with the help of the model do not ensure 
an effective rehabilitation, nor a single design that is useful for 
all kinds of rehabilitation. A planned improvement is 
expanding the model with the addition of a set of questions on 
what to do for each layer, and exemplar design snippets to 
further help the researchers. Since the bulk of the theory is 
presented through synthesis now, there is room to develop a 
user map or a guide for holistic thinking in future work. In 
addition, a report for the application of the paradigm with a 
development journal, the resulting product and a postmortem 
is planned for the future. Finally, despite some mentions of 
playability, an additional angle with a more detailed 
playability concept following from existing playability 
literature, and a discussion on how playability relates to this 
model are in the pipeline of future work. 

C. Conclusion 
In this paper, a player-centric design paradigm is presented 

to improve game design practice for health-related purposes. 
The paradigm is holistic as it draws attention to the 
interconnected nature of a game experience, the layers of the 
game experience to allow a closer understanding of players’ 
perception of these layers, and some approaches to enhance 
empathy for player resources. The paper encloses an analysis 
of the current literature for similar game design pursuits, 
presents a discourse for compassionate game design, and 
explains the player-centric design paradigm in detail with 
grounding strategies. The main contributions of the work are 
the compassionate game design concept and the player-centric 
design model. They are developed to provide an easy to follow 
perspective for researchers, who may be new to games for 
health or who may have limited knowledge about game design 
despite a vision on using games for health and rehabilitation 
purposes. The hope is more effectively leveraging the 
potential of games for this vision with the creation of more 
compassionate games. 
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Abstract—As data centers become increasingly complex and
deliver services of high importance, it is very important that
the quality of the delivered services can be objectively evaluated
and can fulfill the expectations of the customers. In this paper, we
present a novel, general, and formal methodology to determine
and improve the Quality of Services (QoS) delivered by a data
center. We use a formal mathematical model and methodology in
order to calculate the overall indicator of the service quality and
discuss methods of improving the QoS. Since the considerations
were conceived and results have been proved in a formal model,
the considerations and results also hold in a more general case.
We discuss the pros and cons of the Continuous Change Strategy
and analyze the Customer Dissatisfaction (CD) concepts. We show
that CD is not the opposite of Customer Satisfaction (CS), but it
can be used in a meaningful way to estimate CS. We introduce
the queueing model and use the operation curve and the flow
factor to improve the performance of data centers.

Keywords–Quality of Services; QoS; Performance data cen-
ter; Little’s Law; Kingman’s equation; Flow factor; Operating
curve management; Customer satisfaction; Key performance indica-
tors; Customer satisfaction; Customer dissatisfaction; Continuous
change strategy; Continuous delivery.

I. INTRODUCTION

A. Motivation and Short Overview

Nowadays, services of high quality of data centers are
indispensable for the good functioning of a company or a
research institute. However, due to the advanced digitalization,
data centers are becoming more and more complex and difficult
to manage [1]. According to a survey of Symantec [2], the
main reasons are the raise of the Cloud Computing and the
Virtualization. Basically, such complex infrastructures are more
error-prone and require more maintenance efforts than simple
ones. Thus, it is of crucial importance to measure the Quality
of Services (QoS) provided by a data center, in order to detect
which components / services are low performers and should
be improved. This way, measuring the QoS also avoids service
degradations. Services which underperform can be detected and
measures can be taken (like relocation of resources) such that
these services will perform better again. An optimized usage
of the available resources does not only improve the QoS and

thus, the image of the service provider, but also helps to save
costs.

Furthermore, Butnaru [3] states that “quality has become a
strategic element in companies dealing with services because
it determines competitiveness at its highest level”. Thus, by
measuring and improving the QoS provided by companies
/ research institutes, the service providers can improve their
ranking when compared to the competition.

Estimating the QoS of a data center is a complex endeavor.
On the one hand, there are objectively measurable indicators like
the duration and number of unplanned down times. On the other
hand, the customer satisfaction has very important subjective
components, which should not be neglected. Thus, if a customer
has full confidence in the technical skills, seriousness, and
professionalism of the operating staff, then his/her attitude is
permissive and indulgent regarding possible malfunctions. For
example, let us consider the scenario that a service has an
unplanned downtime. If the operating staff can predict the time
when the resumption of the service will occur with satisfying
accuracy, the impression of the customer regarding the service
provider will be very good. Otherwise, the customer will assume
that the service provider does not have his/her processes under
control and a failure of the system will sooner or later occur.

In this paper, we will focus on the perspective from the
data center side. We will define and make use of different
metrics in order to be able to establish objective criteria which
characterize the Quality of Services and the performance of a
data center.

B. Main Challenges and Objectives

If a customer is asked about the quality of the services of
a data center he or she usually will answer: Yes, quality is
good, but it could be better. This answer only describes the
subjective perception of the customer. Our aim is to go further.
Thus, searching for a positive response to the questions “Is the
QoS measurable and if this is the case, how?” is one of the
main challenges, we had to accept and take up.

Establishing and choosing meaningful performance indica-
tors form the basis for improving the QoS.
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The challenges described above lead us to the following
main objectives:

1) Receive responses to the question whether the QoS
is quantifiable / metrisable or not, i.e., whether the
QoS can be expressed numerically in a reasonable non
trivial way, such that this number is independent of the
subjective perception of humans.

2) Establish a general approach on the modalities to
quantify the QoS such that a single indicator (or only
very few) expresses the service quality of the service
provider.

3) Find possibilities to improve the QoS and implicitly
the performance of the service provider.

C. Outline

The remainder of the paper is structured as follows:
Section II gives a short overview of the state of the art and detail
some difference of our approach. Section III introduces the
proposed strategy for measuring the QoS, first in an informal
way, afterwards formalized by introducing a mathematical
model. Different metrics are defined and used in order to
be able to establish objective criteria which characterize the
quality of the services and the performance of a data center.
Section IV introduces the formal queueing model, makes
the connection to the models used in practice, and discusses
modalities to improve the performance of a data center by
using the operation curve. In order to be able to balance
the performance of the services of different departments of a
data center, a formula to calculate the flow factor of the data
center out of the flow factor of each department, is established.
Section V covers additional strategies to improve the QoS of
a data center as the Continuous Change Strategy (CCS) and
the Customer Dissatisfaction (CD) concept. Section VI gives
some details of a use case and finally, Section VII concludes
this paper and sketches the future work.

II. RELATED WORK

An important part of the existing approaches for quality
improvement focus merely on the QoS from the user perspective
– established through questionnaires (e.g., SERVQUAL and/or
SERVPERF) [4]) – and on the discrepancies between the user
perception and the user expectation of the QoS.

Most approaches concerning the measurement of QoS have
tended to avoid the use of pre-defined objective performance
indicators and focus instead on the relationship between
what consumers expect from a particular service and what
they actually get [5]. The conclusion [4] is that customer
satisfaction with services or perception of QoS can be viewed
as confirmation or disconfirmation of customer expectations
of a service offer. The role of emotions in customer-perceived
service quality is analyzed [6] by widening the scope of
service quality, i.e., by focusing on dimensions beyond cognitive
assessment.

We concentrate our study primarily on the service provider
perspective by using metrics to characterize the QoS and
subsequently establish strategies on how those metrics can
be combined together to generate a unique indicator, which
characterizes the overall performance of the service provider.

Measuring and ranking service quality has been an issue
for study for decades [5], whereby the difficulties lied in the
development of the most suitable method of measurement.
Approaches to the measurement of QoS are based on the
analysis of the relationship between customer expectation of a
service and their perceptions of its quality. Indices to provide
measures of expectation, perceptions and overall satisfaction
from the customer side are set up [5] and compared.

In [7], the authors report the insights obtained in an
extensive exploratory investigation of quality in four business
(retail banking, credit card, security brokerage, and product
repair and maintenance) by developing a model of service
quality. The most important insight obtained from analyzing the
executive responses is the following: “A set of key discrepancies
or gaps exists regarding executive perception of service quality
and the tasks associated with service delivery to consumers.
These gaps can be major hurdles in attempting to deliver a
service which consumers would perceive as being of high
quality”.

Metrics in order to establish the QoS have been used for
example, by the Systemwalker [8], which supports “Information
Technology Infrastructure Library” (ITIL) based IT service
management. The focus in [8] is on the service delivery area,
such as capacity, availability, and service level management. The
composition of metrics is outside the scope of the Systemwalker.

In [9], a framework for the evaluation of QoS for Web
Services within the OPTIMACS project is presented, such that
Service Level Agreements (SLAs) are established in order to
calculate / guarantee the QoS, then the properties are normalized
by using statistical functions. The goal is to obtain a final
Quality grade, which allows to rank the services. Finally,
aggregation is performed using weighted sum of the different
quality items.

As a final note, the studies regarding the normalization and
composition of metrics considered for QoS for Web Services
are straightforward and are based on statistics (minimum, max-
imum, mean, standard deviation, Z-score) [9], the committed
SLA time provides the QoS level. The metrics used to measure
the QoS of a data center are so diverse that a case-by-case
approach is necessary to determine the normalization and
composition strategy. Moreover, statistical values as above
are generally not a priori known for unconverted metrics such
as “cycle time”, etc.

III. MEASURING THE QOS

We describe the general strategy how to measure the QoS in
an informal way in Subsection III-A and formalize this strategy
in Subsection III-B.

A. Description of the Strategy

According to ITIL [10] (and similar), the (incomplete) list
of processes comprises the following managements:

• “incident management”,

• “problem management”,

• “information security management”,

• “service level management”,
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• “change management”,

• “project management”, and

• “release and deployment management”.

A list of metrics is specified for each process according to
ITIL [10] and / or to the “Key Performance Indicator Library"
(KPI Library) [11], see [12] regarding developing, implementing
and using KPIs. Some of the most important metrics for the
ITIL process “incident management” are given in the following:

• “Total number of incidents”,

• “Number of repeated incidents, with known resolution
methods”,

• “Number of incidents escalated which were not resolved
in the intended resolution time”,

• “Average cycle time associated to the subsequent re-
sponses”, i.e., including the average cycle time to resolve
the incident,

• “Average waiting time from user side associated to the
subsequent responses”,

• “Average work effort for resolving the incident associ-
ated to the subsequent responses”,

• “Average time between the occurrence of an incident
and its resolution”,

• “Total number of incidents resolved within service level
agreement (SLA) time divided by the total number of
incidents”.

In order to establish objective criteria for measuring the QoS, it
is not sufficient to consider simply one metric. Indeed, different
metrics have to be combined. The following example illustrates
this issue.

The metric “Total number of incidents” is a revealing metric
regarding the performance of a service provider. Of course, this
metric is important for reporting per se, as a non anticipated
sharply increasing trend can be the cause for major concerns.
Another important metric is "the average cycle time to solve an
incident". If the metric “Total number of incidents” is increasing,
but in the mean time the “Average cycle time to solve an
incident” is decreasing, the balance is restored and the service
provider will not face a total collapse of the service.

Hence, composition rules for metrics are needed, such
that indicators that characterize the health of the services,
can be established. Since we cannot directly compare the
different metrics, we transform / normalize the metrics using
relative values. By dividing the “Total number of incidents”
by an artificially generated “Maximum number of incidents
supported”, we receive a relative value between 0 and 1.
Unfortunately, the value 1 is the worst value you can ever
get. In order to circumvent this impediment, we subtract 1 and
change the sign. Using the same considerations (by defining
the “Minimum average cycle time”) analogue relative value
for the cycle time can be established. In this case, this new
indicator is directed in the sense that the best cycle time is
achieved when this value is equal to 1. This example is just to
illustrate the technique. One may argue that an increase of the

indicator value “Average waiting time of the incidents during
processing” also indicates a congestion.

Thus, in order to combine different metrics, we will
normalize them to the range [0; 1] in such a way that the lowest
value correspond to the poorest quality, the highest value to
the best quality. Once, all the relevant metrics of a process are
normalized, we can proceed with the composition such that for
each process a single, composed metric is established.

The composed metric should also take values between 0 and
1, such that a greater value implies a better QoS. An example
of a straightforward composing strategy is to establish weights
for each metric, such that the sum of all weights is equal to 1
and important metrics have bigger weights. Hence, the decisive
metrics are much better considered. Of course for practical
purposes, we can define groups of incidents having the same
importance and accordingly appropriate distribution functions
(linear, exponential, etc.). The calculation of the associated
weights is then immediate.

Normally, explicitly defining importance grouping and
distribution functions is not always necessary. We can set up
priority strategies regarding the QoS. As an example, under
some circumstances, a fast but not necessarily very detailed
answer is more helpful for IT professionals, who can elaborate
the details themselves. In other cases, detailed and very accurate
answers are necessary, especially for customers with little or
no experience. Then, customers could return the ticket of the
incident (e.g., if the answer is not accurate enough) and ask
for more information and assistance.

Hence, the development of an appropriate strategy for the
quality improvement is essential, in some cases this strategy
can be even customer dependent. For example, we can improve
the quality:

• by improving only the accuracy of the responses, or

• by reducing only the response times, or

• by minimizing a metric which takes both accuracy and
the response time into account.

In accordance with the improvement strategy, the grouping of
metrics regarding their performance is more or less straightfor-
ward and easy to follow.

In effect, we can establish for each process a unique
(abstract) indicator, which characterizes the quality of the
process such that a greater value means better quality of the
process according to the improvement strategy as above. The
absolute value of this indicator has no particular interpretation,
only the increment or decrement of this value in time is
significant.

Same considerations using the indicators established for the
processes lead to a unique indicator of the QoS for the whole
service provider, i.e., the data center. By evaluating the time
behavior of this indicator and / or the component indicators
we can have a good overview which process and / or metrics
performed better or worse.

This unique indicator can be deployed for example, on daily
bases, such that the performance of the service provider can
be easily followed and appropriate measures can be taken
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if performance degradation occurs. Moreover, even if the
overall unique indicator has improved in value, there can
be some components, whose performance has degraded. By
setting up appropriate Graphical User Interfaces (GUIs), and
appropriate colors (for example, red for degradation and green
for improvement) the deviation with respect to the previous
day can be visualized.

The only process through which the customers interact
with the data center as the service provider is through the
“incident management”, the performance of the other processes
is practically hidden for the regular customer. In order to
improve the “incident management” we will analyze the impact
of some important processes on the “incident management”.

An important direct impact on the “incident management”
has the “problem management” in the sense that by a very
efficient “problem management” the number of repetitive
incidents or the time to solve the repetitive incidents can
be dramatically reduced. For this, each incident should be
correctly assigned to the appropriate issue, have a correct and
exhaustive root analysis, such that the causes of the incident are
unambiguously elucidated. It seems a bit of common sense that
all the detailed information regarding the incident including
good ways of searching, finding, and retrieving the information
should be stored in an appropriate knowledge database. Next,
the probability of recurring should be estimated and if necessary,
appropriate measures should be taken in order to avoid the next
occurrence of the same incident.

Proactive methods are very efficient to avoid the occurrence
of incidents, e.g., improving “change management”, “release
and deployment management”, etc. By significantly reducing
the impact of new releases on the services, the peaks on the
QoS can be significantly reduced.

The long term personal experience of the first author –
working as a software engineer at Infineon / Qimonda – is that
the behavior of the information technology systems – including
also the developer and maintenance staff – was almost optimal
under steady state conditions. We did not have any theoretical
explanation for this behavior, we only have noticed that any
larger deviation (i.e., non stable state) from the steady state
required unpredictable efforts to return to a stable environment.

Based on the above, we present the concept of Continu-
ous Change Strategy (CCS) and discuss the advantages and
disadvantages later on. The basic idea behind CCS is that a
major release is split into a larger number of small releases,
which are put into production as soon as they have passed
the appropriate acceptance tests. This way, the major release
change is accomplished as soon as the last minor release has
been deployed into production.

B. Formalization of the Strategy

We will formalize the strategy [13], [14] proposed in
Subsection III-A by introducing a mathematical model in order
to use the advantages of the rigor of a formal approach over
the inaccuracy and the incompleteness of natural languages.

Let A be an arbitrary set. We notate by 2A the power set
of A, i.e., the set of all subsets of A, including the empty set
and A itself, and the cardinality of A by card(A).

We use a calligraphic font to denote index sets. We denote
by S := {Si | i ∈ S and Si is a service} the finite set
of the services. Analogously, we denote by P := {Pi |
i ∈ P and Pi is a process} the finite set of processes and by
T := {[t1, t2] | t1 and t2 are points in time, such that t1 ≤
t2} time intervals.

A metric M is a measurement that monitors progress
towards achieving the targeted objectives. We denote by
M := {Mi | i ∈ M and Mi is a metric} the finite set of
metrics. Generally speaking, a metric M is defined for an
environment containing subsets of S and P .

For example, let us define the ratio between the "total
number of incidents with known resolution method" and
the "total number of incidents". Depending on the strategic
orientation of the company, different goals can be pursued.
On the one hand, having for most of the incidents corrective
measures in place can be a targeted objective, one the other
hand, avoiding repetitive incidents is crucial for the economic
success of companies like fabs running 24x7 continuous
manufacturing operations. A mixed strategy (for example, 10%
known errors) can be also targeted. Hence, the scope of a
metric is most of the time business oriented.

In order to be able to compare and compose different metrics
in a reasonable way, we introduce the value of a metric such
that it is greater or equal 0 and lower or equal 1. A greater
value of the metric means a closer value to the targeted business
objectives. Formally, the range of values of the possible business
values, including the targeted ones is 2R. Hence, the progress
towards achieving the targeted Business Objectives (BO) can
be represented as a function.

BO :M×P × S → BusinessObjectives,

(M,P, S) 7→ BO(M,P, S).

Analogously, the value (V ) of a metric is represented as:

V :M×P × S × T → [0, 1],

(M,P, S, [t1, t2]) 7→ V (M,P, S, [t1, t2]).

A greater value for V (M,P, S, [t1, t2]) means a closer value to
the targeted business objectives for (M,P, S). The definition
above highlights the fact that the same metric can have different
business objectives and definition (values) depending on the
environment (services and/or processes) it is used.

We illustrate the above considerations based on a simple
example and consider the "average cycle time" of the incidents.
The business demands short cycle times for all departments.
In order to be able to compare the cycle times of different
departments, we determine the minimal cycle time (i.e., the
theoretical cycle time needed if there are no unplanned down
times, etc.) and assign the ratio of minimal cycle time to the
cycle time as the value of the metric. Hence, the performance
of the different departments regarding the same metric (i.e.,
cycle time) can be easily compared, on the assumption that the
respective minimal cycle time has been evaluated correctly.

Our aim is to establish a single indicator for the service
performance (i.e., the QoS) of the service provider. In order to
evaluate the performance of the different metrics of the same
process (for example, ITIL process), we set up a methodology
to compose the different metrics in a reasonable way, such
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that the new metric (indicator) outlines the performance of the
investigated process.

In order to simplify the notation, we will notate in the
following the value of a metric M by V (M), meaning that the
metrics involved are defined on the same environment and the
same time interval.

Definition III.1 (Composition of metrics) Let
M := {Mi| i ∈ {i1, i2, . . . , ik} ⊆ M } a subset of M.
We define

COMP : 2M →M,

M 7→ COMP(M),

such that there is an aggregation function AGG

AGG : 2M → [0, 1],

V (COMP(M)) 7→ AGG(V (Mi1), V (Mi2), . . . , V (Mik))

and

v1i1 ≤ v
2
i1 , v

1
i1 ≤ v

2
i1 , . . . , v

1
ik
≤ v2ik

⇒ AGG(v1i1 , v
1
i2 , . . . , v

1
ik

) ≤ AGG(v2i1 , v
2
i2 , . . . , v

2
ik

)

Except for the case of trivial aggregations, the composition
generates a new metric out of known ones.

In order to keep our notation simple and straightforward,
we will not make any distinction in the formal representation of
the initial metrics and those obtained by consolidation. Hence,
M contains the initial metrics as well as the consolidated ones.
Therefore, a consolidated metric can be finally set up for the
entire service. We note:

Lemma III.2 (Composition properties) Let M := {Mi| i ∈
{i1, i2, . . . , ik} ⊆ M } a subset of M arbitrarily chosen. Then,
COMP(M) is a metric, i.e., fulfills the following properties:

a) 0 ≤ V (COMP(M)) ≤ 1,

b) A greater value for V (COMP(M)) means a closer
value to the targeted business objectives for this metric.

Hint These properties are a direct consequence of Defini-
tion III.1.

Next, we give a small example to illustrate the aggregation
strategies. Let M := {Mi1 ,Mi2 , . . . ,Mik} be a subset of M.
We suppose that the value of the new characteristic COMP(M)
is a linear combination of the values of the components, i.e.,

V (COMP(M)) :=

ik∑
i=i1

αi · V (Mi)

with weights αi > 0 ∀i ∈ {i1, i2, . . . , ik} and
∑ik

i=i1
αi = 1. If

the value of αi is high, then the metric Mi within COMP(M)
is important. In practice, it suffices to build weight groups
{Gi| i ∈ {i1, i2, . . . , il}} out of M such that each M ∈ M
belongs to a group Gi and all Mj ∈ Gi are equally weighted.
Furthermore, a weighting function W can be set up, such that
all αi can be explicitly determined, for example, set

ki :=
αi

αi+1
for i ∈ {i1, i2, . . . , il−1}.

The values ki can be regarded as the “ratio of relevancy” of
the corresponding metrics.

IV. IMPROVING THE QOS

In the last section, we proposed a strategy how to measure
the QoS of a data center. In this section, we will establish
metrics controlling the performance of a data center. Thus,
we can determine in which cases the service of a data center
collapses or the QoS substantially degrades.

A. Queueing Model and Basic Metrics

We model the processing line of a data center by introducing
a queueing model and give some basic definitions related to it.
In order to keep the presentation accessible and avoid technical
complications, we will maintain our model as simple as possible.
It is the task of the practitioners to map the real world onto
this model according to their needs. We will analyze the entire
processing line as well as subsystems of it.

A queueing system consists of discrete objects, termed units
or items that arrive at some rate to the system. Within the
system, the units may form one or more queues and eventually
be processed. After being processed, the units leave the queue.

The finest granularity in our model is unit, step, time stamp,
section and classification. For example, in practice, the unit
can be a ticket, the section can be an employee of the service
center, a group of employees having the same profile or a
specific section of the service center, etc. The classification
is the finest attribute which characterizes the unit (like bug,
disturbance, project, etc.) and it can be distinguished in the
processing phase.

In our model the unit enters the system (service center), is
processed according to the specifications and leaves the system.
The step is the finest abstraction level of processing which
is tracked by the reporting system. When the material unit
u enters the system, it is assigned to a classification c. This
assignment remains valid till the unit u leaves the system. We
will analyze the entire processing line as well as subsystems
of it.

We denote by S the set of all steps of the processing line,
by U the set of the units that entered the system, and by T the
(ordered and discrete) points in time when events may occur in
the system. Since we are merely interested in daily calculations,
we will set D as the set of all points in time belonging to a
specific day D, i.e., D := {t ∈ T | t belongs to day D}.

Let s ∈ S and u ∈ U . We denote by TrInT s(u) the track
in time of u, i.e., the point in time when the processing of unit
u is started at step s. Analogously, TrOutT s(u) is the track
out time of u, i.e., the point in time when the processing of
unit u has been finished at the step s.

We assume that for a step s, the function succs(u), which
identifies the succeeding step of s for the unit u is well defined.
Analogously, we assume that the history of the production
process is tracked, so the predecessor function preds(u) of each
step s is well defined. For formal reasons we set succs(u) := s
for the last step on the route and preds(u) := s for the first
step on the route.

By cycle time (CT ), we generally denote the time interval
a unit or a group of material units spent in the system /
subsystem [15]. We do not make any restrictions on the time
unit we use, but are merely interested on daily calculations.
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For formal reasons, – in order to be able to calculate average
values – we denote by 24h the cardinality of an arbitrary day
D. For t ∈ T we denote by t± 24h the point in time t shifted
forward or backwards by 24 hours.

We assume that events in the system are repeated on a daily
basis, i.e.,

∀u ∈ U and ∀s ∈ S : TrInT s(u) = t

=⇒ ∃v ∈ U : TrInT s(v) = t+ 24h and
TrOutT s(v) = TrOutT s(u) + 24h

and

∀u ∈ U and ∀s ∈ S : TrInT s(u) = t

=⇒ ∃w ∈ U : TrInT s(w) = t− 24h and
TrOutT s(w) = TrOutT s(u)− 24h.

Under a stable system we mean a system according to the
conditions above.

In practice, systems pass through a ramp up phase such that
the above conditions are eventually reached, i.e., ∃tb ∈ T such
that the above conditions are satisfied for all t > tb. For our
investigations, it is sufficient that the systems reach the stable
state after some time (eventually stable systems). For reasons
of a simple notation, we will use the term stable system or
system in a stable state. However, the statements of this work
are also valid for eventually stable systems.

The raw process time / service time of unit u ∈ U related
to step s inS is the minimum processing time to complete
the step s without considering waiting times or down times.
We denote the raw process time of unit u related to step s by
RPT s(u).

Let u ∈ U , let {s1, s2, . . . , sn} ⊂ S be the complete list
of steps according to the processing history to process unit u.
Let RPT si(u) be the raw process times of unit u related to
step si for all i = 1, 2, . . . , n. Then the raw process time of
unit u can be represented as follows:

RPT (u) =

n∑
i=1

RPT si(u).

The work in progress is defined as the inventory at time
t ∈ T and will be denoted by WIP(t). If the work in process
is used in connection with Little’s Theorem then it denotes the
average inventory for a given period of time. We use the notation
avgWIP instead of WIP to denote the average inventory.

We denote by Th the throughput of the material units by.
Usually, we consider the daily throughput and refer to it as
ThD for a specific day D.

The cycle time of a unit u ∈ U spent at a step s ∈ S in
the system can be represented as:

CT s(u) := TrOutT s(u)− TrOutT preds(u)
(u).

Let {u1, u2, . . . , un} be the set of units that were processed
at step s on a specific day D ⊂ T i.e., ∀i ∈ {1, 2, . . . , n} ∃ti ∈
D such that TrOutT s(ui) = ti. Then, the average cycle time

avgCTD
s the units ui spent in the system at step s on a specific

day D can be represented as:

avgCTD
s =

1

n
·

n∑
i=1

CT s(ui).

For t ∈ T , u ∈ U we define the indicator function 1s at a
process step s ∈ S as follows:

1s : U × T → {0, 1},

(u, t) 7→ 1s(u, t) :=


1 if t ≥ TrOutT pred(s)(u) and

t < TrOutT s(u),

0 otherwise.

Throughout this work we assume that T is discrete, i.e.,
units arrive and depart only at specific points in time, since
the time is usually measured in seconds or milliseconds.

Lemma IV.1 (Representation of average inventory) The
average inventory avgWIPD

s for a process step s ∈ S on a
specific day D can be represented as follows:

avgWIPD
s =

1

card(D)
·
∑
t∈D

∑
u∈U

1s(u, t) (1)

= avgCTD
s · Th

D
s . (2)

By interchanging the order of summation, we receive an
expression for WIPD

s , which is much easier to calculate in
practice.

Hint Let Un,D := {u1, u2, . . . , un} be the set of units that
left the step s on a specific day D ⊂ T , i.e., ∀i ∈
{1, 2, . . . , n} ∃ti ∈ D such that TrOutT s(ui) = ti. Then,
in stable systems the following relation holds:

avgWIPD
s =

1

card(D)
·
∑
t∈D

∑
u∈U

1s(u, t)

=
1

card(D)
·
∑
t∈T

∑
u∈Un,D

1s(u, t).

By interchanging the order of summation and considering that
for i ∈ {1, 2, . . . , n} the average cycle time (measured in days)
of the material unit ui at step s is given by:

avgCT s(ui)

:=
1

card(D)
·
(
TrOutT s(ui)− TrOutT pred(s)(ui)

)
=

1

card(D)
·
∑
t∈T

1s(ui, t).

Thus, we get:

avgWIPD
s = avgCTD

s · Th
D
s .

Since in stable systems the variables above do not depend on
the day chosen for their calculation, Little’s Theorem follows.
The consideration above do not hold in steady state systems
used by Stidham and Sigman (see [16] or [17]). �

Remark IV.3 (Case: Set of points in time is continuous)
Actually, in theoretical models it is not necessary to consider
a discrete set T in order to be able to calculate avgWIPD

s .
Let ΣU be the discrete σ-algebra on U (i.e., the power
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set 2U of U ). Let µ be the counting measure on ΣU , i.e.,
µ(U) := |U| for U ∈ ΣU . Then, (U,ΣU , µ) is a measure
space. For T ⊂ R+ let ΣT be the σ-algebra of all Lebesgue
measurable sets on T and let λ the usual Lebesgue measure
on T . Analogously (T,ΣT , λ) is also a measurable space.
Since both spaces are σ-finite, the product measure µ ⊗ λ
is well defined and for U ⊂ U and T ⊂ T the equality
µ ⊗ λ(U × T ) = µ(U) · λ(T ) holds. Since 1s is a simple
function (i.e., a finite linear combination of indicator functions
of measurable sets) it is ΣU × ΣT measurable. Then, as
expected card(D) =

∫
D

dλ(t) = 24h and the theorem of

Fubini-Tonelli gives:

avgWIPD
s =

1

card(D)
·
∫
D

∫
U

1s(u, t)dµ(u)dλ(t)

=
1

card(D)
·
∫

U×D

1s(u, t)d(µ⊗ λ)(u, t)

=
1

card(D)
·
∫
U

∫
D

1s(u, t)dλ(t)dµ(u).

The last integral is much easier to evaluate.

In stable systems the value avgWIPD
s does not depend on the

specific day D that was considered for the calculation.

B. Expected Inventory

Next, we define one of the relevant metric for bottleneck
control and present formulas to calculate them.

WIP24 s,c(t) denotes the inventory which is expected in
the next 24 hours at a specific step s ∈ S, classification c and
t ∈ T . Usually, WIP24 s,c(t) at midnight is considered. In this
case, we will omit the time constraint and use the notation
WIP24 s,c.

Let us suppose {s1, s2, . . . , sn} is the planned (ordered) list
of steps as provided by the route for the classification c. There
are of course different strategies to estimate WIP24 sl,c

(t) for
a specific l ∈ {1, 2, . . . , n}. One alternative supposes that
the units moves across the line as planned by the route. Let
refCT si,c be the target cycle time to process the unit at the
step si ∈ S, let WIPsi,c(t) be the inventory at the step si
for the classification c and time t ∈ T . For l determine j :=
min(k : k ≤ l) such that

∑
k≤i≤l

refCT si,c ≤ 24h. Then the

expected inventory can be written as follows:

WIP24 sl,c
(t) =

∑
j≤i≤l

WIPsi,c(t).

Most of the time, the unit is not processed according to
the specifications (route), reworks or alternative processing
strategies are necessary. In this case, the formula as above does
not hold, and other more complex approaches are necessary.

C. Little’s Theorem

In the following, we will introduce Little’s Theorem [18]
[19]. Little’s Theorem which is mostly called Little’s Law is a
mathematical theorem giving a rather simple relation between
the average cycle time, the throughput, and the average work

in process in the system. It will be used later on for calculating
the flow factor and thus, controlling the performance of the
data center. The relation of Little’s Theorem is valid if some
convergence criteria are fulfilled and if the underlying system
is in steady state and non-preemptive. The latter means that
the properties of the system are unchanging in time, there are
no interrupts and later resumes. In many systems, steady state
is not achieved until some time has elapsed after the system is
started or initiated. In stochastic systems, the probabilities that
some events occur in the system are constant. The result is
entirely independent of the probability distribution involved and
hence it requires no assumption whether the units are processed
in the order they arrive or the time distribution they enter or
leave the system.

We give now a formal definition for Little’s formula. Our
explanation is based on [17] slightly modified to use our
notations. We consider the queueing system above where –
unlimited but countable – units arrive, spend some time in the
system, and then leave. Material units enter at most once the
system, i.e., units that left do not enter the system again. Let
T := {ti| i ∈ N} be the countable set of points in time when
those events occur. At any point in time t ∈ T at most a finite
number of units enter or leave the system. Let un denote the
unit which enters the system at the time ten. Upon entering the
system, un spends CTn time units in the system (the cycle
time of un) and then leaves the system at time tdn = tn +CTn.
The departure times are not necessary ordered in the same
way as the enter times. This means that we do not require that
the units leave the system in the same order as they arrived.
Let 1eui

(t) := 1 if ti ≤ t and 0 else. We denote by Ne(t) the
number of units which entered the system until time t, i.e.,

Ne(t) =

∞∑
i=1

1eui
(t).

Analogously, we denote by N l(t) the number of units which
have left until time t. Let L(t) be the total number of the units
in the system by time t. A unit un is in the system at time t if
and only if tn ≤ t < tn +CTn. Hence L(t) = Ne(t)−N l(t).
Let be (if the limit exists)

Th := lim
t→∞

Ne(t)

t

the arrival rate into the system,

avgCT := lim
n→∞

( 1

n
·

n∑
j=1

CT j

)
the average cycle time the unit spends in the system,

avgWIP := lim
t→∞

(1

t
·

t∫
0

L(s)ds
)

the average number of units in the system.

Theorem IV.4 (Little’s theorem) If both the arrival rate Th
and the average cycle time avgCT exist and are finite, then the
above limit in the definition of the average inventory avgWIP
exists and it holds:

avgWIP = avgCT · Th. (3)
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Corollary IV.5 If both Th and avgCT exist and are finite,
then the departure rate exists and equals the arrival rate:

lim
t→∞

N l(t)

t
= Th.

Little used a stochastic framework to define and prove of what
is known as Little’s Law, the approach we are presenting makes
no stochastic assumptions, i.e., the quantities and processes are
deterministic. There are other versions of Little’s Theorem that
allow batch arrivals, see section 6.2 of [17].

D. Calculation of the Flow Factor

Next, we establish a formula for the calculation of the
flow factor for the processing line. For this, we restrict to the
following queueing model: The adapted queueing model is
based on the one given in Subsection IV-A with the following
modifications:

• Units can enter and leave the system only through a
finite number of gates.

• Each gate on the entering side has its correspondence
on the exit side.

• The entering and the corresponding exit gate are
connected by a lane.

• Once, the person entered the system, he can move
forward only on the lane set up by the entering gate.
He cannot switch the lane or leave the system except
the exit gates.

• Each lane contains a number of clerks, not defined in
detail, such that before each clerk an internal queue is
formed and the clerk does not necessarily process the
requests instantly.

• The sum of the time the clerks process the requests of a
person during his/her voyage through a given lane (i.e.,
the raw process time) does not depend on the particular
person involved. Hence, the system has a predefined
raw process time (RPT l) for each lane, i.e., the sum
of the time the clerks process the requests of a person
during his/her voyage through the lane.

Table I illustrates the queueing model.

Table I. ILLUSTRATION OF A QUEUEING SYSTEM WITH 5 LANES
l1, l2, . . . , l5 AND MAXIMAL 8 PROCESSING STEPS AT EACH LANE.

l1 ⇒ ⇒
l2 ⇒ ⇒
l3 ⇒ ⇒
l4 ⇒ ⇒
l5 ⇒ ⇒

We will denote by L the set of the lanes and by Th l the
throughput at lane l ∈ L.

Definition IV.6 (Flow factor) Let {u1, u2, u3, . . .} be the or-
dered list of units which enter the system, such that ui enters
the system at time ti and i < j ⇒ ti ≤ tj . The cycle time
CT i a unit ui ∈ U spent in the system can be split into the
waiting time (WT i) and raw process time RPT i such that

CT i = WT i + RPT i. If the limit exists, then the (average)
flow factor avgFF is defined as:

avgFF := lim
n→∞

n∑
i=1

CT i

n∑
i=1

RPT i

. (4)

Remark IV.7 If CT := limn→∞
(
1
n ·

n∑
i=1

CT i

)
and RPT :=

limn→∞
(
1
n ·

n∑
i=1

RPT i

)
exists (and are finite), then the above

limit exists and it holds:

avgFF =
CT

RPT
.

Corollary IV.8 (Representation of raw process time) Let
Ne

l (t) be the number of units which entered the lane l ∈ L
until time t ∈ T . Let n := Ne(tn) :=

∑
l∈L

Ne
l (tn). Then, the

average raw process time RPT of the whole processing line
can be represented as follows:

RPT := lim
n→∞

( 1

n
·

n∑
i=1

RPT i

)
=
∑
l∈L

Th l

Th
· RPT l. (5)

Hint We obtain:

1

n
·

n∑
i=1

RPT i =
1

n
·
∑
l∈L

n∑
il=1

RPT l
i =

∑
l∈L

Ne
l (tn)

Ne(tn)
· RPT l.

Since

lim
n→∞

Ne
l (tn)

tn
· tn
Ne(tn)

=
Th l

Th
∀l ∈ L

it follows that

RPT := lim
n→∞

( 1

n
·

n∑
i=1

RPT i

)
=
∑
l∈L

Th l

Th
· RPT l.

Corollary IV.10 (Representation of flow factor) Assumed
that the conditions of Little’s Theorem are satisfied. Then, the
flow factor can be represented as follows:

1

avgFF
=
∑
l∈L

WIP l

WIP
· 1

FF l
. (6)

Hint Easy calculations using Little’s Theorem for each lane
l ∈ L yields to the relationship between the flow factor for the
whole system and the flow factors of its components / lanes as
given in (6).

We can calculate the average number of units in the system
first by considering the whole system and secondly considering
the reduced system with one lane. Little’s formula is valid in
both cases. Since units cannot switch to another lane, it follows
that

WIP =
∑
l∈L

WIP l.
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Using Little’s formula and the definition of the average cycle
time it follows that:

lim
n→∞

( 1

n
·

n∑
i=1

CT i

)
= CT =

∑
l∈L

Th l

Th
· CT l.

Hence, as expected:

avgFF =

∑
l∈L

Thl

Th · CT
l

∑
l∈L

Thl

Th · RPT
l

=
CT

RPT
.

Let us suppose that the service center has different departments,
such as for “incidents”, “problems”, “projects”, “releases”, etc.,
which operate independently. By abstracting those departments
as lanes and calculating for each department the flow factor, the
flow factor of the service center can be established as in (6).

Moreover, Equation (6) determines the correlation between
the flow factors of each department and the flow factor of the
data center. Thus, the flow factor of the data center can be
improved within an existing budget, for example, by resource
reallocation, if the flow factor of some departments will be
improved and the flow factor of some other departments will
be degraded, see also the discussion regarding the operating
curve.

A formula of the type given in (6) was proposed by
Hilsenbeck in [20, p. 36]:

avgFF =
∑
l∈L

Th l

Th
· FF l. (7)

It seems that the formula (7) is empirical. In particular, no
proof of the formula was given.

The flow factor plays an important role in the operating
curve management. The operation curve follows from King-
man’s equation [21]. One of the representation of the operating
curve is based on the following formula (see [22, pp. 55, 58],
[20, pp. 41, 44], [23] [24]).

avgFF = f(U) := α · U

1− U
+ 1. (8)

U is the utilization, i.e., the percentage of the capacity Capa of
a tool or production segment (see [25] for a definition and [22,
p. 57] for calculation). Introducing avgFF and U in (8), the
value for the coefficient α (variability) follows.

The operating curve as a function avgFF (U) can be drawn.
However, this relation is rather abstract. Since it holds

U =
Th

Capa
, (9)

the flow factor in terms of a function avgFF = f(U) can be
easily transformed into a function of the type CT = g(Th)
(see [22, p. 40]):

CT = g(Th) := α · Th

Capa − Th
· RPT + RPT . (10)

This relation is more practical as it shows how the throughput
directly influences the cycle time. The self-generated graph
of the function g is depicted in Figure 1. It is assumed that
the average minimal cycle time RPT is 1 hour and that the

Figure 1. Graph of function g given in (10) (Operating curve). Throughput
Th versus cycle time CT for four different values of α.

maximal capacity is Capa = 1000. If Th is close to Capa ,
then the graph of g grows asymptotically. Hence, a point at
the graph (named operating point) has to be chosen, such that
a minimal increase of the number of items does not lead to
dramatically increased cycle time. The operating curve has
been used by Qimonda to improve overall fab performance.

E. Examples

In the following, we consider three simple examples in
order to illustrate the methodology used to determine Little’s
relation and the Flow Factor for the line.

1) Process flow considering a single step: To start with, we
consider an example with one single step as shown in Fig. 2.
On the rectangular scheme, the units are placed horizontally,
the columns are the times at which the state of a unit can
change.

Our system abstracts the process flow at an arbitrary step s.
The system is in stable state, i.e., the process flow is repeated
every 24 hours. Hence, we consider an arbitrary day D. As
illustrated in Fig. 2 the unit u1 enters the system at 12:00 on
the previous day of day D, waits till 0:00 (pictured using gray
boxes), and it is processed from 0:00 till 4:00 (pictured using
a black box) when it leaves the system. For i ∈ {1, 2, 3, 4} the
unit ui+5 has the same behavior as the unit ui but it is shifted
by 24 hours. It is quite easy to see that the number of units
that left the system on day D, denoted by Th , is equal to five
units per day.

We use the relation in (1) to calculate the average WIP
with the hour as the lowest granularity for the time, hence, the
cardinality |D| of D is 24. Between 0:00 and 4:00, there are two
units in the system, between 4:00 and 8:00, there are three units
and so on. Thus, avgWIPD

s = (1+2+3+4+4+3+2)·4/24 =
19/6 units.

In order to calculate avgCT we observe by counting the
cubes that u1 spent 16/24 days in the system. The units u6
and u7 are not considered, since they did not leave the system
on day D. Hence, the average cycle time which a unit spent in
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12 16 20 24 4 8 12 16 20 24 4 8 12
u1 → →
u2 → →
u3 → →
u4 → →
u5 → →
u6 → →
u7 → →
u8 →
u9 →

Figure 2. Process flow at an arbitrary step. The rows of the rectangular
scheme represent the line of the system, the columns are the times at which
the state of a unit can change. Arrows indicate when a unit is entering or
leaving the system. Wait states of units are depicted using light gray boxes,
corresponding process states are depicted using dark gray boxes.

the system is equal to 4 · 19/(5 · 24). Obviously, the relation
avgWIP = avgCT · Th as given in (2) of Lemma IV.1 holds.

2) Process flow considering two steps: Subsequently, in
order to illustrate the process flow of the line, we consider a
more complex example with two steps as shown in Fig. 3. The
first day is not part of the stable phase, it just shows the ramp
up phase. As in the previous example u6 is the follow up of
u1, u7 is the follow up of u2, etc.

For example, the unit u2 enters the system at 4:00 on the
first day, it is processed from 8:00 to 12:00 at the first step
(dark gray box), then waits till 0:00 next day (gray box), it is
processed between 0:00 and 4:00 (black box) and leaves the
system. Analogously, the unit u6 enters the system the first day
at 16:00, waits at the first step till 4:00, then it is processed for
4 hours at the first step (dark gray box) and remains in waiting
position (gray box). The unit u10 enters the system the second
day, but it is not processed on that day. Regarding the second
step, we have avgWIP = 22/6 since u1 is not anymore in the
system for the considered day and avgCT = 4 · 22/(25 · 5).

For the whole system, we can calculate avgWIP by
considering the second day (when all the units from the
two operations are in the system: avgWIP = 41/6 and
avgCT = 41/30. Please be aware that u2 spent additional
2 · 4 hours in the system due to waiting from the previous
day. One can observe this by looking at u7, which behaves
like u2, but only postponed by one day. Obviously, Little’s
formula holds. As expected, the average cycle time for the
whole system is equal to the sum of the cycle times for the
individual operations.

3) Process flow considering two departments: Finally, for
the calculation of the flow factor FF line for an entire line, we
consider an example as illustrated in Fig. 4. In our example,
the line consists only of one step and has two departments, d1
with units {u1, u2} and d2 with units {u3, u4, u5}. The units
u6 and u7 are the follow-up units for u1 and u2, respectively.

The flow factor FF d1
is equal to the total time the units of

product d1 spent in the system divided by the time the units
were processed, i.e., FF d1

= (2 + 2 + 4 + 2)/(2 + 2) = 10/4.
Same considerations give FF d2

= 11/3.

4 8 12 16 20 24 4 8 12 16 20 24 4
u1 →
u2 → →
u3 → →
u4 → →
u5 → →
u6 →
u7 →
u8 →
u9 →
u10 →
u11 →

Figure 3. Process flow considering two steps. The rows of the rectangular
scheme represent the line of the system, the columns are the times at which
the state of a unit can change. Arrows indicate when a unit is entering or
leaving the system. Wait states of units related to step 1 are depicted using
light gray boxes, corresponding process states using dark gray boxes, wait
states of units related to step 2 are depicted using gray boxes, corresponding
process states are depicted using black boxes.

20 22 24 2 4 6 8 10 12 14 16 18 20 22 24
u1 → →
u2 → →

u3 → →
u4 → →
u5 → →

u6 →
u7 →

Figure 4. Process flow considering two departments, each containing one
step. The units {u1, u2} belong to department d1, the units {u3, u4, u5}
belong to department d2. The units u6 and u7 are the follow-up units for
u1 and u2, respectively. The rows of the rectangular scheme represent the
lines of the system, the columns are the times at which the state of a unit
can change. Arrows indicate when a unit is entering or leaving the system.
Wait states of units belonging to department 1 are depicted using light gray
boxes, corresponding process states using dark gray boxes, wait states of
units belonging to department 2 are depicted using gray boxes, corresponding
process states are depicted using black boxes.

The flow factor for the entire line FF line can be cal-
culated analogously as the total time the units spent in the
system divided by the time the units were processed, i.e.,
FF line = (10 + 11)/(4 + 7) = 22/7. Same considerations as
in the previous example (counting the boxes) give avgWIPd1

=
10/12 and avgWIPd1

= 11/12. Hence avgWIP line = 21/12.
Obviously, formula (6) for calculating the flow factor of a line
by considering the flow factor of its components holds.

V. ADDITIONAL STRATEGIES

A. Continuous Change Strategy

We will present the advantages and the disadvantages of
the Continuous Change Strategy (CCS) by means of a simple
example. The CCS represents an enhancement of the classical
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release strategy: A complex major release is split into a certain
number of minor releases, such that by performing all the minor
releases, the major release is accomplished. Thus, instead of
a big jump, some small steps are taken toward the goal. The
CCS is not reduced to the release strategy, it can be applied to
all fields of change management, such as quality improvement,
project management, etc.

The approach of the CCS is closely related to Scrum [26],
since releases can be regarded as software projects. The
approach of Scrum is based on the experience that many
development projects are too complex to be captured in a fixed
plan. The long-term plan is refined and improved continuously,
detailed plans are conceived only for the next development
cycle.

This way, we assure that [27]:

• we keep as many options open as possible,

• we accept that it is not possible to do things right from
the beginning,

• irrespective of the starting point, we realize that it is
important to learn fast enough from one’s own failures,
feedbacks and achievements,

• we favor an adaptive, investigative approach to a rigid,
planed concept.

More formally, let be Sk the state of the system before the
major release R and let Sk+1 be the state of the system after
implementing the major release R. Let ri1 , ri2 , . . . , rin be the
succession of the minor releases such that ri transforms system
Si into system Si+1. Hence, the sequence Si1 , Si2 , Si3 , . . . , Sin
such that Sk ≡ Si1 and Sin ≡ Sk+1 represents the evolution
of the system during the minor release implementation. The
state Sk+1 corresponding to upgrade to the major release, is
achieved after implementing the last minor release Sin . All the
states Si with i ∈ {i1, i2, . . . , in} are stable states, such that
productive service can be provided.

The major professional challenge of this strategy lies in
the difficulties to design a step by step upgrade strategy. In
some circumstances, this might be a very sophisticated and
time consuming endeavor. However, the complexity of a one
step release change is also not negligible.

The lessons learned by the first author during his long term
project experience at a semiconductor company were that a
multi-choice strategy is crucial for the success of complex
upgrades. This way, if a continuation from one point was not
any more possible by reaching a deadlock situation, a fall
back to a previous step can be considered, which bypasses the
deadlock.

As in the example of Figure 5, the evolution of the minor
releases Si1 to Si2 is linear, but the upgrade to the release
Si3 fails. Due to deadlock property at release Si3 , a fall back
to Si2 is necessary. Accordingly, to avoid an impasse, both
an upgrade and a downgrade strategy have to be developed,
the evolution of the sequence of the minor releases has to be
adjusted accordingly. A new – ad hoc developed – series of
minor releases S

′

i3
, S

′

i4
, . . . , Sin

is used instead of the initial
Si3 , Si4 , . . . ones. Due to the complex and unpredictability
behavior of the minor releases, a detailed specification of
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Figure 5. Example of the evolution of the system during minor releases. The
actual sequence of the successful minor releases is depicted in green.

the migration strategy is meaningful only for the succeeding
release. Less detailed, but flexible migration plans have to be
conceived for the successive further releases. If the migration
to an appropriate minor release fails, the whole subsequent
design of the minor releases has to be reconsidered.

The ability to effect change continuously has become an
increasingly necessary core competency [28]. Change should
not be a turbulent, anxiety-inducing event, but a part of the
everyday routine. There is a natural opposition to change, people
are reluctant to change for various motifs and considerations,
some of them are not transparent or comprehensible by rational
evidence. Some of the people fear for their job, others just do
not have time to become involved in an overall change. Thus,
departments implementing CCS can avoid big fluctuation in
manpower, can much better control costs and avoid the risks
due to an overall change. Some of the drawbacks of CCS are:

• The contiguous need of highly qualified people, with
skills beyond the maintenance task,

• the inflation of some department with personnel, which
imply higher logistics,

• increased responsibility for the change, if the alternative
overall change was outsourced,

• increased effort to work out the strategy on how to split
the overall change into small steps.

The duality of continuity and change has conventionally been
treated as a dilemma, i.e., either to be in continuity or to
change [29] [30]. Accordingly, we have chosen the term
continuous change to be in accordance with the present day
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terminology and thus to avoid discussions which are out of our
scope. We mean by term continuous change a change involving
smooth, seamless, and non-disruptive intermediary steps as
stated above.

Studies show that on company level the failure rate for
organizational change projects has stayed constant from the
1970’ to 2013 at 60 to 70% [31]. For example, regarding
the significant IT-projects at Qimonda, the push through rates
was not very high, regarding the less important IT-projects it
was even much lower. The major cause for the failures was
the underestimation of the technical and logistical difficulties
and a poor preparatory phase. One of the measures we took
after one of our most important strategic project failed, was
to limit the maximum duration allowed for the IT-projects to
six month, whereby each project had its own justification, a
decision towards CCS.

A similar and/or pursuing concept is the Continuous Deliv-
ery, it comprises reliable software releases through build, test,
and deployment automation [32] [33]. Humbles’s [33] advice:
If you do nothing else, start automating your deployments.

Further thoughts and development on this area could include
studies concerning the return on investment by switching from
a classical release strategy to CCS. Redefining on the fly the
goals of the major upgrade projects could increase flexibility
and adaptability to the new challenges of the company.

B. Customer Dissatisfaction

We are not aware of any reliable method to accurately
identify customer satisfaction (CS). The usual method of
questionnaires does not deliver credible outcomes, since:

• the survey is a posteriori and the customer has no
possibility to actively influence the outcome of the
results and hence he is not really interested in the
conclusions of the survey,

• the customers who take part in the survey may not be
representative,

• the customer may not be convinced that his/her proposals
will be implemented, then why bother?

In order to circumvent this impediment, we will focus on
the analysis of customer dissatisfaction (CD). Although it seems
that CD is the opposite of CS, this is only valid with limitations
due to the way we determine them.

There is no possibility to measure CD or CS in a
straightforward way – like for example, for the cycle time
– and associate a number to it, which is meaningful per se.
Values of dissatisfaction can be neutral, low, medium, high,
etc. Irrespective the impossibility to measure the degree of
dissatisfaction as mentioned above, conclusive metrics can
be set up and used to measure the variation of the CD in a
automated way, such that it is independent of the customer‘s
perception of good or bad.

Let us consider for example, the ticket system. The
classical way of determining CS is through a questionnaire.
Although this strategy seems to deliver satisfactory results of
the questionnaires are very well prepared and the people taking
in the survey are representative, the results can be altered by

using a successful public relation. Accordingly, just by making
the impression to take care of the customers, without really
improving the QoS, the results of the questionnaire can be
substantially improved. The drawback of this methodology, is
that on one side, the results are so good that no improvement
measures are taken, on the other side, the customers realize
that the promises were not kept and the loose confidence.

We can circumvent this anomaly by considering the dis-
satisfaction as our main goal to be determined. In order to
be able to do this, some adaptations of the work flow are
necessary. Accordingly, each ticket has some attributes, like
priority, weight, escalation, remote access, technical skills, etc.
The priority represents the speed (time) of the ticket through
the processing phase. The weight of the ticket represents the
importance of the resolution of the ticket for the production
process. The escalation represents the explicit discontent with
the progress of the processing of the ticket, whatever the reasons
are. The remote access represents the wish of the customer to
be assisted by remote access. The technical skills represents
the level of explanation of the solution towards the customer,
such that technically skilled customers will get a less detailed
explanation of the solution and vice versa. Of course, other
attributes can be meaningful to consider.

The general assumption is that the customer will react in
order to improve the processing of his/her ticket if it does not
fulfill his/her expectation. This assumption may seen reasonable
as long as the customer hopes that through his/her steps taken
he can influence the outcome of the solution of the ticket. If
the customer loses confidence in the system, then the above
assumption does not hold.

The strategy to track the dissatisfaction is straightforward,
each ticket is started with its attributes set to the minimal values
as default. Is the customer satisfied with the default priority,
which corresponds for example, to one week processing time
of his/her ticket, then he will take no action at all. Is he not
satisfied, then he will have to ask for an increase of priority
by answering some questions regarding the need for increased
velocity of his/her ticket. By making this extra effort and
considering the time involved as a promising investment, the
customer gives important hints regarding his/her expectations
regarding the processing of the ticket. As mentioned above,
the priority of the ticket should be increased as the result of
the attempt or alternatively, the decision should at least be
sufficiently justified.

Valuable information can be obtained by an ingenious
system of measures and metrics. For example, an increased
number of people who requested a remote access is not a sign
for a bad documentation per se, but if this number increases
dramatically for highly skilled customers than this is clearly a
sign for outdated and poor documentation and for increased
customer dissatisfaction. Analogously, an increased number of
responses from the help desk side for highly weighted tickets
points to the incapacity of the help desk to resolve at least the
critical tickets in a satisfactory manner.

These objective methods provide a trend analysis regarding
CD, if the results are representative enough. However, these
methods can be combined with questionnaires. Each time an
attribute of a ticket is changed, the customer has to complete
a small questionnaire. However, this way the opinions of those
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who are discontent, may prevail. Additionally, when closing
the ticket, a survey can be conducted.

Through the investigations on customer dissatisfaction a
paradigm change from a predominantly subjective methodology
– like the questionnaires – to determine the service quality,
towards objective, measurable procedures can be initiated.

Customer satisfaction is one of the most important concepts
in economic research literature, having been the focus of
countless studies. When compared with the literature on
satisfaction, the concept of dissatisfaction has been the focus
of a far fewer numbers of studies [34]. Most of the researchers
have seen dissatisfaction as either the opposite of satisfaction
or as of different significance, for additional details see [34].

CS implies exceeding the customer’s expectations and it
is associated with positive feelings, whereas CD is more or
less an affective reaction associated with negative emotions,
which are more intense and remain much longer in memory
than positive ones, for a broader treatise see [34] [35].

To summarize, CD is seen by researchers as a behavioral
response to failed service encounters [35], whereas within our
approach, CD is an impersonal, objective state of the customer
on his/her way to achieve his/her objectives. By following a
dispassionate, factual customer dissatisfaction strategy, we pave
the way for measuring the dissatisfaction in an objective manner,
thus being able to set up metrics and indicators which are
independent of the disappointments of the individual customer.

Our objective approach as above, can only be applied if the
customer is able to actively influence the QoS through his/her
behavior. For example, the degree of dissatisfaction of a cus-
tomer who lost his/her checked-in baggage is unpredictable [36].
Certainly, an attentive reaction and customer-friendly measures
of the airline company can substantially reduce dissatisfaction
or even to lead to appreciation.

Regardless of how dissatisfaction is determined, by lowering
the barriers to complaining, the percentage of customers who
articulate their problems can be increased effectively [37]. In
addition, the customers who do not believe that the management
will take appropriate measures, have also to be reached.

Captive services are services which are provided in systems
without competition, either directly or through a process which
limits the consumer’s choice, its control and power; service
captivity is a consumer’s perception that s/he has no options
for obtaining a service other than the current provider [38].
Some of the services provided by data centers are of this nature,
customers cannot choose another data center without leaving
the company to which the data center belongs.

The results of the inquiry [39] shows that the captive
services have their own characteristics, which need an exclusive
promotion and management of the relation with clients. The
captivity, in which the consumers find themselves, induce
negative emotions compared to the competitive situation. The
perception of QoS is therefore diminished, thus exacerbating
directly or indirectly the dissatisfaction of the consumers and
the negative verbal publicity. Showing more consideration in
the relations with the clients and taking more account of
their interests, should ensure the reduction of the negative
emotions. Alternatively or additionally, by giving back power

and control to the captive customers, for example, by allowing
them more flexibility to choose between alternatives, could
ease the monopoly situation, thus reducing their discontent and
as a consequence, improve the image of the company.

VI. USE CASE: AN EXCERPT

We illustrate the principles of improving the QoS of a data
center by means of a simplified example. Let us consider the
department which provides the e-mail service of a data center.
Firstly, we establish the conditions such that the providing
the service is at all possible. Secondly, we set up metrics and
compose them in order to be able to track the evolution of
QoS.

One of the most sensible indicators whose value has to be
estimated is the raw process time RPT which is the (average)
minimal cycle time to process an incident. It contains only
the effective time to process the incident, for example, not
including coffee breaks, private telephone calls, etc. Let us
suppose that RPT is equal to 1 hour. In real systems (see [22,
pp. 46, 48]) the cycle time CT corresponding to a specific
throughput, denoted by Th is measured. Let us suppose that
by considering the raw process time the maximum capacity
Capa is 1000 incidents per month.

Introducing CT and Th in (10), the value 0.4 for the
coefficient α (variability) follows. As shown in Figure 1 we
can easily follow that a slightly increase of the throughput (after
leaving the linear part of the graph) considerably increase the
cycle time. In order to avoid the flooding of the departments
with tickets, the natural reaction of the employees is to reduce
the raw process time and consequently reduce the QoS of the
department. Hence, in our example, if the throughput exceeds
800 incidents per month appropriate measures should be taken
in order to avoid the collapse of the service. On the contrary, if
the throughput is equal to 400 tickets per month (being on the
linear part of the graph), a part of the staff can be relocated
to assist other services. The relation (6) shows the correlation
between the flow factor of the individual departments and
the data center and can be used to balance the individual
departments.

In order to establish normalized / composite metrics, we
consider those presented in Subsection III-A.

We describe below some of the metrics used in incident
management, normalized and directed as described in Sub-
section III-B, i.e., each metric takes values in the closed
interval [0, 1] and a greater value for the metric implies a
better accomplishment of the business requirements.

m01 :=
1

“Total No. of incidents”

m02 := 1− “No. of repeated incidents”
“Total No. of incidents”

m03 := 1− “No. of repeated incidents with known solution”
“No. of repeated incidents”

Unfortunately, the “Maximum No. of incidents” is not a priori
known. Hence, generally speaking, it cannot be used in the
formula. Furthermore, the business requires that corresponding
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measures are taken, such that repeated incidents are avoided.
Therefore, “No. of repeated incidents” should be kept low.
Further metrics, which are considered (SLA refers to Service
Level Agreement):

m04 :=
“No. of escalated incidents”

Total No. of incidents”

m05 :=
1

“Average cycle time to resolve the incident”

m06 :=
1

“Average waiting time from user side”

m07 :=
1

“Average working time on the incident”

m08 :=
“Total No. of incidents resolved within SLA time”

“Total No. of SLA relevant incidents”

m09 :=
1

“First reaction time to repair the incident”

m10 :=
1

“No. of responses from service center side”

Unfortunately, defining metrics fulfilling the conditions as
above, is not always straightforward. Let us consider Incidout

as the total number of incidents closed and Incid in as the total
number of incidents opened in the time frame considered. In
order to avoid the flooding of the data center with incidents the
metric k := Incidout/Incid in could be tracked. Unfortunately,
this metric does not fulfill our requirements, since it can take
values outside the interval [0, 1]. In order to avoid this impedi-
ment, we define kin := Incid in/“Total No. of incidents” and
kout := Incidout/“Total No. of incidents” and set

m11 :=
1 + kout − kin

2
.

Then, m11 is normalized and satisfies the above conditions
imposed for metrics. Generally speaking, the effective minimal
and maximal value of a metric is not known, nor is the
distribution a priori known. Thus, for example, a metric m1

takes values in the interval [0.5, 0.6] and another metric m2 in
the interval [0.2, 0.7] with nearly uniform distribution. Hence,
the metric m2 varies more widely than m1 and this should be
considered – for example, using the standard deviation – when
setting up the groupings for the composition of the metrics,
such that metrics having a low standard deviation should be
assigned to more important groups.

Now, let us consider in our use case five composition groups,
G0, G1, . . . , G4, such that G1 is the most relevant group. Let
us associate the weight wi to group Gi and let us consider the
weighting according to an exponential function, such that k0 :=
1 and ki := wi−1/wi for i > 0. This yields to the relation:
wi = w0/

∏l=i
l=0 kl. In our example k1 := e1, k2 := e0.75,

k3 := e0.5, etc. The values for ki are illustrated in Figure 6.
Let us assign the above metrics to the composition groups,
such that index set of the metrics assigned to the group Gl

is equal to Il and let nl the number of metrics in the group

Gl. Then, according to the composition rules:
4∑

i=0

ni · wi = 1.

Hence, the weight values follow. The value of the composition

Figure 6. Graphical construction of values ki such that metrics are weighted
according to an exponential function, depicted for f(x) = ex.

Start

Establish all metrics (for each department, for each pro-
cess, for each service, etc.).

Normalize the metrics, such that a greater value fulfills
better the business requirements.

Establish grouping of indicators.

Establish the grouping strategy and set up a unique indica-
tor for the data center.

End

Figure 7. Simplified flow diagram regarding the composition strategy.

metric M is:

V (M) :=

4∑
i=0

wi ·
∑
l∈Ii

V (ml).

Examples of services at the ZIH of the Technische Univer-
sität Dresden (TU Dresden) are: “E-Mail Service”, “Backup and
Archive Service”, “Data Exchange Service”, “Access to High
Performance Computing Resources”, etc. [40] We conclude this
section by presenting the assistance system for a data center
in Figure 8 and by summarizing the composition strategy via
the flow diagram given in Figure 7.

Next, we provide a simplified example of an incident
management process with special emphasis on the customer
dissatisfaction strategy. This process is depicted in Figure 9.
Each request to the help desk is captured by the ticket system.
At creation time, each ticket comprises attributes (like priority,
weight, escalation, remote access, technical skills, etc.), which
are set to the most preferred predefined values. For example,
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Figure 8. Hierarchical assistance system for a data center consisting of different
departments, services, and metrics as levels. Changes will be depicted in green,
white or red depending on the indicator’s values of today and yesterday.

priority, weight is set at its lowest value, remote access to “No”,
and technical skills are set at their highest rank, i.e., at the least
detailed explanation. The customer can change these default
values any time during the life time of the ticket, provided the
ticket is ready for processing at the customer side.

The ticket is initiated by the customer and then submitted
to the help desk. The ticket is analyzed at the help desk, the
ticket’s attributes are updated depending on the capabilities
of the help desk. If the help desk can solve the problem by
themselves, then the solution – corresponding to the accuracy
specified through the technical skills – is forwarded to the
customer.

If the help desk does not have the expertise to solve the
problem, the ticket is forwarded to the domain experts for
further processing. The solution in this case is sent back to the
help desk, which redirects the ticket to the customer. If remote
access is necessary, a skilled specialist will get in contact with
the customer to enable remote connection and on-site solution.

If the customer is satisfied with the provided solution,
then he closes the ticket on his/her side, else he forwards
the unresolved part of the problem to the help desk and the
procedure loops until a satisfactory solution is found or the
problem turns out to be unsolvable. In both cases, the customer
or/and the help desk closes the ticket.

One of the major tasks of the help desk is documenting
the findings accurately. By evaluating the feedback of the
customers regarding ticket attributes like priority, weight,
escalation, remote access, etc., the help desk can obtain valuable
information regarding the degree of dissatisfaction with the
service it provided.

VII. CONCLUSION AND FUTURE WORK

The basic research idea regarding the QoS was to establish
objective criteria in order to determine the goodness of services,
such that this goodness should be unequivocally measured and
therefore be expressed numerically. Therefore, the goodness
of services established as above would be independent of the
personal assessment of beneficiaries of the service.

Creation of a ticket

Submission to the help desk

Analysis of the ticket 
attributes

Expertise available?

Analysis & Solution

Send the ticket to the 
domain expert

Analysis & Solution

Change the options 
accordingly

Conclusions regarding the 
degree of dissatisfaction

Forward the solution to the 
customer

Analysis of the solution

Solution possible?

Customer satisfied

Close the ticket

Message to the help desk

Close the ticket

Forward to the help desk

Analysis of the attribute 
changes

Forward the solution to the 
helpdesk

Figure 9. Simplified example of an incident management process with special
emphasis on the customer dissatisfaction strategy.

The classical approach to estimate the QoS is through
questionnaires and interviews. This approach constitute an ex-
tremely valuable source of information. However, it comprises
inadvertently the degree of expectation towards the quality of
the service offering. The main benefit of our proposed method
against the classical approach is a reproducible, straightforward
method. It defines the quality in relative terms and should
visualize the increase or decrease of the QoS pretty accurately.

The presented methodologies to increase QoS, such as the
Composition of Metrics (CoM), the Queueing Theory including
the Composition of the Flow Factor (FF), the Continuous
Change Strategy (CCS), or the Customer Dissatisfaction (CD),
are not interrelated and can be used independently of each
other in accordance with the priorities / benefits one would
like to achieve or the costs that are taken into consideration.
In brief summary, CoM combines various metrics to a new
synthesized compound metric. The fluctuation of these metrics
reproduces the quality variation of the respective service. The
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application of the Queueing Theory and FF avoids congestion
and bottlenecks. CCS assures merely a smooth transition during
version change. Some of the above methodologies yield similar
results, other methodologies pursue different objectives and
are therefore complementary. Hence, there is no road map or
prioritized strategy to follow. For example, if a version change
is very accurately prepared, then the number of tickets due to
the version change will remain within acceptable limits. This
way, the impact on the workload of the help desk of the service
provider will not increase substantially during the transition
period. On the contrary, if there is sufficient reserve regarding
the workload at the help desk, then a less carefully prepared
version change will not have dramatic effect on the proper
functionality of the help desk. In this latter case, the staff of
the help desk will have enough time to deal with the increased
number of tickets.

The main conclusion of this paper is that there exists a
positive answer to the basic research idea mentioned above.
Objective criteria can be set up in order to measure the QoS.
Many aspects of the technologies presented in this paper in
order to increase the QoS are new to our best knowledge. An
example is the formula to calculate the FF of the data center
out of the FF of each department as given in (6). In order to
demonstrate the above formula, the corresponding theory has
been formulated. The FF plays a crucial role in the operating
curve management used to improve the performance of data
centers. The approach of the CCS, although closely related to
Scrum [26] and that of the CD, contains a unique combination
of practical knowledge and experience of the authors in the
field of business-critical operation of computer centers. We are
not aware of any discussion regarding the strategy of synthetic
compound metrics in the scientific literature.

We set up a formal, mathematical model and analyzed
the QoS and the modalities to enhance it within this model.
In that way, the QoS provided by the TU Dresden can be
improved, which implicitly leads to a good ranking of the
TU Dresden between the universities in Germany and world
wide. By extending our investigation to a formal model, we
can conclude that our results remain valid in application to
other domains as long as the new domain can be mapped to
the existing mathematical model.

The key result of our research is that from a service provider
perspective QoS can be characterized in mathematical terms
pretty accurately. The improvement / degradation of the overall
service or part of it can be tracked in IT systems and can
be visualized through GUIs. According to the definition of
ITU-T Rec. E.800 [41], QoS is the “Collective effect of service
performances which determine the degree of satisfaction of a
user of a service”. The long term experience of the first author,
working in the semiconductor industry is very similar to the
definition above, such that it does not suffice to consider only
the service provider perspective. The users perception of the
QoS should also be considered. Further research is necessary to
establish the correlation (or lack of it) between the objectively
improved service and the subjective perception of the customer.

The composition strategy of various metrics to form an
overall indicator can be a very complex endeavor. If all the
metrics improve or degrade, then the overall indicator will
improve or degrade accordingly. The question is in which
direction will the overall QoS indicator swing if some metrics

improve, some other degrade in time. We are not aware of
any research in this direction. Similarly, how can the overall
QoS be enhanced within the limited budget by improving some
components and degrading others by resource reallocation.

The study has been accomplished for the data center of
the ZIH, TU Dresden. However, it can be used to improve the
QoS by any service provider in the event that the real world
can be mapped to the formal model used in this approach.

The similitude between between a data center and a
semiconductor fab regarding performance improvement cannot
be denied. It would be then advantageous to identify the major
differences, such that the theory developed to improve the
performance of a semiconductor fab could be adapted for data
centers. This work is a little step in this direction.
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Abstract—Announcements of events are regularly spread using
the Internet, e.g., via online newspapers or social media. Often,
these events involve playing music publicly that is protected
by international copyright laws. Authorities entrusted with the
protection of the artists’ interests have to find unregistered music
events in order to fully exercise their duty. As a requirement,
they need to find texts in the Internet that are related to such
events like announcements or reports. However, event detection
is a challenging task in the field of Text Mining due to the
enormous variety of information that needs to be considered
and the large amount of data that needs to be processed. In
this paper, a process chain for the detection of music events
incorporating external knowledge is proposed. Furthermore, a
feature selection algorithm based on ant colony optimization
to find featurse with a high degree of explanatory power is
presented. Finally, the performance of five different machine
learning algorithms including two learning ensembles is compared
using various feature sets and two different datasets. The best
performances reach an F1-measure of 0.95 for music texts and
0.968 for music event texts, respectively.

Keywords–Event Detection; Text Classification; Named Entity
Recognition; Feature Selection; Ant Colony Optimization.

I. INTRODUCTION

In a highly connected world, in order to assure the rights of
artists, it is of utmost importance to develop an automatized
solution to retrospectively detect violations against copyrights
and exploitation rights related to music events. In [1], a first
approach towards such a system for online data was proposed.
This paper deepens the discussion and proposes an additional
feature selection method based on ant colony optimization
(ACO).

Individuals, groups and organizations can infringe artists’
copyrights in different ways. Whereas individuals might create
unauthorized copies, groups and organizations responsible for
public events or artists playing at them might play music
or show movies without respecting the copyright interests of
artists, either deliberately or due to ignorance of the law.
Pursuing individual interests of artists is difficult to realize
due to practical reasons (e.g., lack of information). Therefore,
authorities or private institutions are entrusted with the artists’
interests. Usually, organizers register music or movie titles,
which are going to be played at an event together with the
expected number of participants with these representatives
and by paying for the licenses receive the right to play

these titles. The official authorities and institutions of the
artists then transfer the license fees to the respective artist.
One of the largest private institutions in Germany is the
Gesellschaft für musikalische Aufführungs- und mechanische
Vervielfältigungsrechte (GEMA, English: Society for musical
performing and mechanical reproduction rights) representing
the rights of about 2 Million artists all over the world and
with a total revenue of 1 Billion Euros a year [2]. So far,
finding unregistered events after they have taken place is very
difficult and is a process mostly done manually.

Nowadays, the information that an event is taking place is
often spread using online newspapers, Facebook, Twitter as
well as websites. Additionally, after an event has taken place
it is often discussed using the same means of communication.
Spreading the information this way is often the first choice, as
many people can be reached in a short amount of time. Hence,
analyzing these textual data makes it possible to automatically
find the information needed to uphold the artists’ rights. Text
Mining, also referred to as Text Analysis, focuses on the
analysis of texts in order to receive high level information
and latent patterns. It can be applied to many different areas
[3], however, it plays a special role in forensics and predictive
policing, where it can be used to detect events with a potential
to escalate [4]. Event detection is a specific Text Mining
problem in which texts are analyzed in order to mine a set
of texts that have a semantic link or share conceptual patterns
regarding past or future events [5] [6].

The study specifically addresses the detection of music
events announced or talked about in social media and online
newspapers, with the intention to find those events where
copyrights might be violated. Because of the vast amount of
data that needs to be taken into account, the data can only
be effectively analyzed using machine learning techniques and
methods applied in automatized text classification [7]. Since
the selection of features is a critical step due to the “curse
of dimensionality” problem [8], the Ant Colony Optimization
(ACO) algorithm was used for feature selection. To the best
of our knowledge, there have been no studies, so far, using
ACO for event detection problems. As shown in Section V-B,
when using ACO for the selection of features, the experimental
results slightly improve compared to the results achieved using
the approach proposed in [1]. Additionally, the number of
features representing the documents decrease dramatically.

This paper is organized as follows: In Section II, some re-

36

International Journal on Advances in Intelligent Systems, vol 13 no 1 & 2, year 2020, http://www.iariajournals.org/intelligent_systems/

2020, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



lated work is briefly reviewed. Section III describes difficulties
in the current domain as well as the development of a gold
standard. The proposed concept is explained in Section IV.
Details about the experimental evaluation, the results as well
as a short discussion can be found in Section V. Finally, in
Section VI a short conclusion is given and some aspects of
future work are discussed.

II. RELATED WORK

As mentioned above, event detection is a special text mining
problem and can also be seen as a classification problem [9].
However, first it needs to be clarified how an event is defined.
In this study, we chose a definition based on the ontology
by [10]. Accordingly, an event is defined by the presence of
agents at a specific time and place, who are engaged with or in
a common matter (product) under concomitant circumstances
(factors). Event detection was initiated by the Topic Detection
and Tracking research program [11], yet, only focuses three
of the original five tasks, namely: tracking, detection and first
story detection [12].

In the past years, several approaches have been developed
for closed and open domains. For the former manually de-
signed keyword lists can be used to detect specific events
in texts [13]. Those keyword lists work effectively, yet need
expert knowledge to define the event-specific keywords. Fur-
thermore, keyword lists are limiting the search framework,
which is why they will not work for open domains and can
only be used as an additional resource for more complex event
types, as is the case with the detection of music events. Another
example for the detection of events within a specific field is
presented by [14] and [15], both working on the detection
of economic events that might influence the market, such as
mergers. For open domains, [6] proposed a method using
machine learning techniques, like clustering and Named Entity
Recognition (NER) combined with an ontology (DBpedia) in
order to classify Tweets into eight predefined event categories.

Similar to event extraction, the recognition of events might
also be categorized as data-driven or knowledge-driven event
recognition. In [14] and [15], data-driven approaches were
used, both taking mentions of real-world occurrences into
account in order to classify their texts into different types of
economic events. However, the data-driven approaches fail to
consider semantics. In contrast, knowledge-based approaches
focus on mining patterns from data to deliver potential rules
representing expert knowledge. Depending on the domain
or the context, linguistic, lexicographic as well as human
knowledge or a combination of these is applied [16].

Much work has been done concerning event detection using
different approaches within different fields. Certainly, some of
the proposed methods, such as those presented in [13] and
[6], can be applied for the detection of music events and our
concept is based on the work by [6]. However, in the domain of
music event detection, some difficulties appear. For example,
events might be announced only using the name of an artist.
Some of these difficulties will be discussed in later sections.

One example for a study on music events working with
Twitter data is given in [17]. In their study, they identify
musical events mentioned in Twitter in order to create a list
including sets of artists and venues. The information can be
added to an already existing list, for example, a city event
calendar [17].

III. DATA PREPARATION

Since the nature of the data is very heterogeneous – different
sources like Facebook and newspapers are considered – its
analysis has inherent challenges. Below, some of them are
discussed in more detail.

A. Data Sources

At the beginning of the study, experts, during their work on
manually detecting unregistered music events, independently
and arbitrarily preselected more than 1000 music event relevant
and irrelevant texts from Facebook and online newspapers.
This dataset was then annotated as presented below and used
as a basis for our gold standard.

B. Challenges

Noisy Data: In general, texts from social media are inher-
ently characterized by noise. For example, texts often include
web addresses, telephone numbers, dates and other characters
like hashtags. Furthermore, the texts posted, for example, on
Facebook or Twitter are not well written in terms of their
grammar and orthography. The application of standard NLP
tools to correct such mistakes may lead to incorrectly written
names of musicians. As these names are crucial for this study,
important events may not be detected.

Text Length: Due to technical restrictions and their intended
usage, texts in social media are often very short. Information
is compressed as much as possible, for example, by using
emoticons or abbreviations or by completely leaving out
words. Therefore, the application of standard text analysis
methods is often difficult, especially, if the method relies
on syntactically correct structures. Considering the following
text from Facebook, the application of standard Named Entity
Recognition methods fails, because some syntactic features are
missing:

“Foo Fighters Eintritt 19. in Hamburg”

Latent Information: Taking the example from above, the
crucial information that needs to be found is – even if the
text is already classified as an event – that Foo Fighters is a
band name and, therefore, the text announces a music event.
Typically, such information is extracted by applying methods
from the field of NER as discussed in [18]. Traditionally, NER
is a subtask in the field of information extraction that focuses
on locating structured information in a text and assigning it to
predefined categories such as names of persons, organizations
and locations. However, distinguishing normal persons from
singers or normal organizations from bands is challenging
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and presents one of the biggest problems in the selection of
appropriate features as no prior information is available that
indicates whether what the NER model identified is really
music-related. This can be changed by adding additional infor-
mation in the gazetter. This means, before the classification it is
already known that, i. e., Johann Sebastian Bach is a musician.
However, a much more challenging task is the identification
of entities in a text such as musicians that are unknown, for
example, a new band or DJ. Unfortunately, texts including
these entities appear more often than texts announcing events
with known entities.

Dynamic Entities: Information is always dynamic and
changes in meaning depending on the time of production. The
latent new NER-entities (e.g., musicians, bands or groups)
change over the time. An example would be the singer and
songwriter Ed Sheeran. Before he became a known musician,
he would need to have been labeled as a normal person.
However, now he needs to be labeled as a musician. This
means, which named entities are relevant changes depending
on the point of time a text was written. This triggers the
requirement to simultaneously update the knowledge base of
our system.

C. Gold Standard

Because there are no suitable training data available, it
was necessary to create a gold standard as a basis for the
training and evaluation of various classification models. As was
mentioned above, texts were collected arbitrarily, including 21
texts from online newspapers and 1,097 texts from Facebook.
These were manually annotated as music related or music
unrelated as well as event related or event unrelated. Both
decisions were made independently of each other. Due to text-
inherent vagueness, the data was independently labeled by 35
people. In order to ensure the quality of the labeled data, each
person was only allowed to work for 2 hours a day.

The final decision regarding what category a text belongs
to was made by using a majority criterion. This criterion
requires a minimum number of people to agree on a decision
in order to provide a confident classification. If the minimum
number of agreements was not achieved for a given text,
the text was considered ambiguous and removed from the
corpus. The minimum number of agreements was derived from
a binomial test under the null hypothesis that each decision
individually made by every study participant is conducted at
random. This hypothesis thus states that p+ = p− = 0.5,
where p+ and p− are the decision probabilities. With respect
to the null hypothesis, for every number of agreements d a
probability P (d|p+) can be derived from the corresponding
binomial distribution. The minimum number of agreements
dcrit is equal to d, where the null hypothesis can be rejected
according to P (d ≥ dcrit|p+) < α. Here, α corresponds to the
Bonferroni-corrected significance level of 0.05/n, with n being
the number of considered texts. In this study, the minimum
number of agreements dcrit was 29 for the text corpus.

As a result, the corpus consists of 19 newspaper texts
and 867 Facebook texts. 335 out of the 867 Facebook texts

and 14 out of the 19 newspaper texts are music relevant.
Table I provides some descriptive statistics. When music event
classification is considered, the number of texts that meet the
Bonferroni constraint drops to 505, whereas 251 Facebook
texts and 9 online newspaper texts are music event relevant.
Table II provides the descriptive statistics for the music event
related data. In summary, at the end, two datasets were created:
one for music relevance, including 886 texts and one for music
event relevance with 505 texts.

TABLE I. STATISTICS OF THE DATA REGARDING MUSIC DETECTION.

# texts #tot words #avg words shortest longest
newspaper 19 2,071 109 14 387
Facebook 867 85,965 99.1 1 1,238
total 886 87,965 99.3 1 1,238

TABLE II. STATISTICS OF THE DATA REGARDING MUSIC EVENT
DETECTION.

# texts #tot words #avg words shortest longest
newspaper 13 1,077 82.85 14 277
Facebook 492 59,440 120.81 1 1,238
total 505 60,517 119.84 1 1,238

In order to describe the data in the domain of music events,
we defined an XML-schema, with which our raw data can be
concisely structured in order to serve as a gold standard to
train and test models in this field. Even though this work is
focused on music event detection, the schema is constructed to
contain various types of event data, such as music, theater, or
readings. It includes, beside others, the following information:

• raw text
• source (e. g., Facebook)
• event-related ({0, 1} and certainty)
• event-type-related ({0, 1} and certainty)
• event location
• event-date
• persons
• different types of roles (e. g., musician, actor)
• different types of events (e. g., music, theater)

It needs to be emphasized that the relation between any
text and a specific category is described twice: binary and
with a numeric value. The binary description refers to the
classification and thus serves as a ground truth, whereas the
numeric value represents the degree of certainty. With this gold
standard the following areas may be addressed:

• classification of texts regarding different event-types
• recognition of event-related entities, i. e., roles of per-

sons, organizations and locations

Named entities are considered because they provide strong
features for the classification, as was shown in [19] and [20].
For example, if the name Eric Clapton, an English singer and
songwriter, appears in a text, this is a strong indication that
the current text is music related. Since classic NER mostly
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concentrates on distinguishing between persons, locations, and
organizations, a more detailed categorization including some
kind of prior knowledge is needed. The entire dataset was
annotated and curated manually according to the schema
described so far.

IV. PROPOSED CONCEPT

The task of detecting texts concerning music events is a
typical categorization task. Categorization, as a special case of
classification, attempts to categorize a text into a predefined set
of conceptual categories using machine learning techniques.
Formally, let T = t1, ..., tm be a set of texts to be categorized,
and C = c1, ..., cn a set of categories, then the task of catego-
rization can be described as surjective mapping f : T → C,
where f(t) = c ∈ C yields the correct category for t ∈ T . In
the field of music event detection, texts need to be assigned
to one out of two main classes: related to a music event
or not. Texts of the former class can be further categorized
into different event types, such as public concerts. This might
be of great importance as some music, e. g., religious music
or classical music concerts, are license free or public music
resources.

Currently, institutions responsible for the enforcement of
exploitation rights have to detect unannounced music events
predominantly manually and with the help of search engines.
This leads to various problems. Firstly, the manual search
is very inefficient on large-scale data. Secondly, the manual
checking process is error-prone and differs depending on the
person who judges the data. Furthermore, the current process
chain can hardly be deployed in an online mode due to its
semi-automated nature.

unlabeled
Texts

Pre-
process

 
Seeds Train Classify

More 
Texts? End

No

NER

Yes

Start

labeled
Texts

Feature
Selection

Gazetteer

ACO

Figure 1. The proposed workflow of music event detection.

To overcome these limitations, a semi-supervised process-
chain using a bootstrapping approach, as depicted in Figure
1, is proposed. The advantage of the chosen approach is that
the training can start with very few but highly descriptive
examples in order to create a first restrictive classifier which
will be further improved in upcoming iterations until all texts
are classified or no further improvement is possible. Next, each
step is discussed in more detail.

A. Preprocessing

As mentioned in Section III-B, the texts we worked on
mostly come from the Internet. Such texts often contain typing

errors and are often written in informal language, including
dialect. This leads to even noisier data than usual in textual
texts. Besides common shallow text preprocessing, including
stopword and punctuation removal as well as stemming or
lemmatizing, there is a strong need for additional language
information. This information can be provided in the form of
a knowledge base curated by experts. For instance, preselected
terms, such as party or live music, can be used to build the
gazetteer. Additional useful information might be venues of
interest, such as clubs or cafés, where music events often take
place. In short, information directly related to music events
can be used as a basis of knowledge. This knowledge base
can be a simple gazetteer, as is the case in our study, or can
incorporate more complex structures, as in [21].

B. Collecting Seed Texts

The most crucial task in bootstrapping is finding seed texts
which represent the concept of the classes as well as possible.
The usage of some kind of highly descriptive key words or
phrases collected from experts in this field is one possible way
to find seed texts in a highly accurate, but, nevertheless, very
restrictive way.

C. Named Entity Recognition (NER)

As was shown in [18]–[20], named entities might be a useful
feature for text classification tasks. In a first step, named enti-
ties are identified using any NER method, as discussed in [18].
However, as was already discussed in Section III-B, the named
entities detected this way are not specific enough. Hence,
domain-specific knowledge resources like MusicBrainz, an
open music encyclopedia, and DBpedia can serve as a music
database for distinguishing recognized entities further, in order
to assign appropriate roles to them, for example, musician
to a person. The richer and up-to-date this knowledge base, the
more accurate is the classification. The entire process of music
event related Named Entity Recognition is shown in Figure 2.
The influence of using NER with a knowledge base is clearly
shown in Section V-B.

Start

N-Grams

MusicBrainz
DBpedia

Event
Recogn.

Roles
EndClassic

NER

DB

Assign.

Figure 2. The proposed workflow of detecting music related named entities.

D. Feature Selection

The next step is the selection of appropriate features to
represent the text data. Feature selection is always a critical
step in text classification tasks. On the one hand, well selected
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features are necessary to achieve highly accurate results. On
the other hand, they help reduce the feature space and, as a
consequence, minimize the time complexity [22].

Generally, feature selection, as a typical machine learning
task, can be distinguished in supervised, unsupervised and
semi-supervised approaches depending on whether the data is
labeled or not [23]. The approach for music event detection
used in this paper relies, at least initially, on the availability
of labeled training data. Thus, it belongs to the algorithmic
class of supervised methods. Below, three general approaches
in supervised feature selection are briefly introduced:

1) Filter Approach: Here, the explanatory power of fea-
tures is measured by using intrinsic properties of data
to select the best feature without employing predictive
models. The principal components of methods based
on this approach are the feature search and selection
criterion. The feature can be ranked according to the
score evaluated by statistical measures such as the chi-
squared test or the information gain [22]. The ranked
features can be either removed or selected from feature
sets by comparing their explanatory power with a
given threshold. Thus, the most challenging part of this
method is to select the proper feature candidates [24].

2) Wrapper Approach: Methods based on this approach
utilize a machine learning model to evaluate the ex-
planatory power of the elements in the feature set.
Hence, the selection of proper features can be con-
sidered as a search algorithm. In this case, candidate
features are found using a search strategy like heuris-
tic search, sequential forward selection, or backward
elimination [24]. The selected features are then used to
train a predictive model and evaluate the fitness of the
selected features by utilizing hold-out data. The overall
procedure is repeated until the desired quality criterion
is met. In this approach, the trained model can be seen
as a black box and its representational bias is decreased
by repeatedly applying the feature search process (i.e.,
by means of cross validation). The feature selection
method based on ACO as proposed in this paper is
inspired by this approach.

3) Embedded Approach: Here, a linear classifier such as
SVM or logistic regression is chosen in order to learn
a predictive model and, at the same time, select the
most appropriate features. An additional regularization
function is usually included in order to constrain the
learning of the coefficients of this model. The features,
whose coefficient is non-zero, are selected [23].

Ant Colony Optimization Algorithm: Heuristic algorithms
and especially those using swarm intelligence, such as ACO,
are developed to solve combinatorial optimization problems.
They are based on the natural principles of self-organization
as a mechanism to control the behavior of the individuals of
the swarm. In this sense, the ACO is inspired by observing the
behavior of ants in an ant colony and was first reported in [25].
An ant population is able to find a solution for a combinatorial
problem, which of course might be sub-optimal, by mimicking

the ants’ forage by performing randomized walks between food
resources and their colony.

This highly coordinated behavior between the individuals in
an ant colony can be transferred to solve computational tasks.
In this case, each ant iteratively tries to find a possible solution
to solve the problem taking into account its own current heuris-
tic information as well as additional information propagated by
other ants. In this way, the population as a whole is able to find
one, though maybe sub-optimal, consensus solution. Whenever
an ant finds a candidate solution, the information about the
path this ant has walked is spread throughout the population
guiding following individuals. This kind self-organization is
made possible by the chemical odoriferous redolence, called
pheromone, which is left by each individual of the colony.

During the search, each ant contributes proportionally to the
final optimal solution. The repeated communication between
individuals happens in-directional by changing their environ-
ment. Together the pheromone paths, left behind by the inter-
action between the individuals, form a pattern which is bigger
than the pattern of each individual [26]. This collaborative
behavior pattern is called stigmergy [27].

ACO based Feature Selection: In [28], ACO based feature
selection was used to select feature subsets for different
disease data sets. An artificial neural network was trained as a
predictive model in order to evaluate each feature subset. It is
also shown that the selection of feature can improve the perfor-
mance of a classifier. In a different study a variation of ACO,
AntMiner+, was used to mine rules that provide information
about the decision making process, i.e., considering a couple
of given attributes such as amount of bank deposits, duration
of the deposits, or credit histories [29]. Consequently, a rule-
based relation is extracted in order to classify the customer’s
creditworthiness [29]. Although the time complexity of ACO
is the highest in this study, it still provides plausible results
[29].

In the field of text classification, the feature space is usually
large. ACO-based feature selection works under the assump-
tion that inter-variable relations among a reduced feature subset
represents the original data in a way that the predicted results
are accurate [28]. As shown in [30], the ACO-based feature
selection outperforms genetic algorithms, information gain,
and the chi-squared test on the Reuters-21578 data set. Similar
results were achieved by [31] for the classification of web
pages using a decision tree, Naı̈ve Bayes and k-NN each
combined with an ACO-based feature selection method. Using
the same data set as [28], [32] also effectively applied a ACO-
based feature selection method. The main difference between
the two studies are the strategies for state transitions and
the pheromone updates. Subsequently, the feature selection
approach used in this study is based on these two studies.

When applying ACO, in a first step the problem should
be represented as a graph, whereas each node in the graph
represents a single feature in the feature space [25] [28]
[29] [32]. In this study, all the tokens are stemmed by using
the same pre-processing method as introduced in Section
IV-A. Following the principle of ACO, those features selected

40

International Journal on Advances in Intelligent Systems, vol 13 no 1 & 2, year 2020, http://www.iariajournals.org/intelligent_systems/

2020, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



by the ants, which lead to better test results, get a higher
pheromone concentration and higher heuristic values and are,
consequently, selected more frequently. Hence, there is no
additional weighting for features necessary, however, a strategy
for initializing the features in feature selection is needed. Here,
we experimented with two strategies, one using a constant
value and the other Mutual Information (MI). The features
are selected and evaluated according to their desirabilities and
contributions to the fitness. The details are shown in Section
IV-D. This process is repeated until the desired explanatory
power of the resulting feature set is reached.

Algorithm 1 Proposed Feature Selection Algorithm with ACO

Require: All features
Ensure: The best feature subsets Skbest

1: Initial colony information τ, η
2: Generate Ants A
3: i← 0
4: while i 6= K-Fold do
5: Prepare training/Test data in i-Fold
6: for l = 0 to L-iteration do
7: for ant k ∈ A, t ∈ T do
8: Construct feature subsets Sk(t) in i-Fold
9: end for

10: if all constructions are finished then
11: Evaluate feature subsets Sk(t) in i-Fold
12: if stop condition satisfied then
13: Return the feature subsets Skbest
14: else
15: Update colony information τ, η
16: Reset ant memory
17: Generate Ants A
18: Go to step 5
19: end if
20: else
21: Go to step 5
22: end if
23: end for
24: i← i+ 1
25: end while

Algorithmic Details: The feature selection algorithm used
in this study is shown in Algorithm 1 and explained in more
detail below:

Initializing the Colony: The pheromone level τ and the
heuristic information ρ should either be initialized with a
constant value as suggested by [28] and [32] or with more
informative values like the information gain or the Pearson
Correlation Coefficient as suggested by [33]. In this study,
the initialization of the pheromone level and the heuristic
information is done once assigning a constant value and once
assigning MI.

Generating Ants: As suggested in [32], the number
of ants #ants should equal the number of features in the
feature space #features. Unfortunately, in our case, there
are at least 10,000 features. Therefore, in order to reduce
the computational complexity only #ants = #features/100

were created. Note that we only decreased the number of ants
in the ant colony, however, the features to be crawled stayed
unchanged.

Constructing the Feature Sets: Each ant has a limited
capacity to hold the features it crawled. In [32], the roulette-
wheel schema was used to decide the size of the feature subset
T for each ant given a hyper-parameter µ. In this study, µ is
set to µ = 0.35. This factor influences how many features
an ant can take during its trail constructing process. The next
problem is how the ants pick a particular feature (i.e., a node
in feature graph) in such a way that the classification accuracy
is maximized.

The artificial ants move between features under a pseudo-
random proportional rule. In other words, a probability deci-
sion policy guides the ants’ walk through the adjacent features
in the search space. In [32], the state transition does not
consider exploration but only exploitation, while [28] uses a
random number drawn from a uniform distribution in order to
control exploration and exploitation. In order to get informa-
tive, yet still compact features without losing generalization
the same state transition policy as the one in [28] was used in
this study.

The probability of a feature i at time step t to be selected
by ant k is defined in Equation (1):

P ki (t) =

{
arg max[τi(t)]

α × [ηi(t)]
β , if (q < q0)

[τi(t)]
α×[ηi(t)]

β∑
u∈jk [τu(t)]

α×[ηu(t)]β
, if (u ∈ jk)

, (1)

where factor α, η controls the influence of the pheromone
and heuristic of feature i at time step t on the transition,
respectively. The random number q ∈ [0, 1] drawn from a
uniform distribution, controls the trade-off between exploration
and exploitation. The hyper-parameter q0 forms the threshold
value for this trade-off and jk is the set of possible features
that can be taken by ant k at time step t.

Checking whether all constructions are finished: the con-
struction step repeats until all ants have finished constructing
their tours.

Evaluate Feature Subsets: In this step, each feature subset
Sk(t) is used to train an arbitrary machine learning model.
Here, the Multi-Layer-Perceptron algorithm is used with the
same parameter settings as proposed in former experiments
described in [1], where it outperformed all other considered
models.

Afterwards, the features are evaluated with hold-out data.
The pheromone concentration is proportionally updated de-
pending on the fitness of the features f(Sk(t)). Additionally,
the fitness of the features also gives information about how
good a feature is and, thus, its desirability. In this study,
a 3-fold cross validation was used to evaluate the features.
Within each fold, out of all the best local feature subsets
Sl(t), calculated during L iterations, here L = 10, the best
global feature subset was determined. During an iteration, if
the fitness of the selected best local features does not change
anymore, the iteration breaks.

This way, the colony does not only focuses its search for
optimal features in a fraction of the dataset, yet in the whole
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training dataset, i.e., feature space [32]. The best local and
global feature subset contribute to the fitness of features as is
explained in the following step.

When a pre-defined stop criterion is reached, the best feature
subset will be returned and the procedure is terminated. Other-
wise, the colony information such as pheromone and heuristic
of features is updated with respect to their contributions.

Updating the Colony Information: Based on the fitness
of features determined during the previous feature evaluation
step, the pheromone values and the heuristic information of
each feature are updated. In this study, the same update rules
as in [32] were applied (see Equation (2)).

τi(t+ 1) = (1−ρ)× τi(t) +
1

mi

#ant∑
k=1

∆k
i (t) + e×∆g

i (t), (2)

where ρ is the evaporation parameter of the pheromones,
mi the absolute frequency of the feature i considering all
feature subsets and e the elitist parameter which decays the
contribution of features occurring in the best local feature
subsets. ∆k

i (t) is defined as the fitness of those features that are
selected by the ants during their current tour and is calculated
as shown in Equation (3).

∆k
i (t) =

{
f(Sk(t)) if i ∈ Sk(t)

0 otherwise.
(3)

∆g
i (t) is defined as the sum of the fitness of those features

that occur in the best local feature subsets. Equation (4) shows
how it is calculated.

∆g
i (t) =

{
f(Sl(t)) if i ∈ Sl(t)
0 otherwise.

(4)

Subsequently, both results are normalized by their occurrence
frequency. The decayed pheromone of each feature is incre-
mentally updated by considering local updates from all tours
and the penalized global updates from the elitist tours. The
heuristic of each feature is updated as shown in Equations (5)
and (6).

ηi(t+ 1) = (1− ρ) ∗ ηi(t) + ∆ηi , (5)

where

∆ηi =
1

mi

#ant∑
k=1

f(Ski (t))×
[
1 + φ× exp

(
− |S

k
i (t)|

#feature

)]
,

(6)
and φ weights the exponential ratio between |Ski (t)|, the length
of selected feature subset by k in step t in which the feature i
occurs, and the total size of the feature space. Those features
that are associated with a reduced subset and yield a better test
performance than other features deserve a higher desirability.

Reset Ant Memory: All the features selected by ants,
their pheromone concentrations as well as their desirability
are released for the next tour.

This procedure can be finished withO(ikn) time complexity
and O(kn2) space complexity, where i is the iteration, k the
number of ants in the colony and n the number of features. It

can be noticed that, in this study the ACO approach includes, in
addition to the pheromone level τ and the heuristic information
η other hyper-parameters, namely, µ, α, β, ρ, e, φ, q0. While
[27] discusses how the pheromone level and the heuristic in-
formation can be determined, so far, there have been no studies
reporting how the additional parameters are set. Therefore, the
optimal settings for these parameters have to be determined
empirically.

E. Training and Classification

The final step is to train a first classifier using the seed texts
and to try to assign categories to the other texts. This step is
repeated until no improvement of the classifier can be achieved
or no remaining texts are left.

F. System Complexity

In the following section, the system complexity shall be
briefly described on the basis of time and space.

Time Complexity: The time complexity of the system,
without considering the training and classification process, can
be described as shown in Equation (7),

T (n) = Tpre + Tgazetteer + Tseeds + Tner + Tfeasel
= O(2p) + 2O(1) + 3Θ(lp) +O(L|S|3) +O(ikn)

(7)

where L is the number of samples and |S| the number of labels
in the NER process. Furthermore, l is the length of the string,
p the length of the search pattern in the string, i the iteration
in feature selection, k the number of ants in the ant colony,
and n the number of features.

Space Complexity: Similarly, the space complexity can be
measured without considering the training and classification
process as shown in Equation (8),

T (n) = Tpre + Tgazetteer + Tseeds + Tner + Tfeasel
= O(2p) +O(g) + Θ(lp) +O(s+ l) + 2Θ(lp)

+O(r) +O(kn2)

(8)

where g is the size of the gazetteer, r the number of roles, s
the size of the trained NER-model, k the number of ants in the
ant colony and n the number of features. After analyzing the
time and space complexity, it can be shown that the system
requires intensive resources in preprocessing and in identifying
named entities with respect to time and space complexity.
Thus, the performance of our system, regarding time and space
complexity, depends on the methods that are used in these two
setups.

V. EXPERIMENTAL EVALUATION

To create first baseline results, the labeled data (see Sec-
tion III-C) were categorized using the following supervised
machine learning methods: Naı̈ve Bayes, SVM, and MLP and
two ensemble approaches: AdaBoost and RandomForest [34].
The categorization was done once with each dataset. Firstly,
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the dataset with 886 texts was used and categorized as music
relevant or not. However, as the ultimate goal is a system for
the detection of music events and not just music, secondly, the
dataset with only 505 texts was categorized as music event
relevant or not.

The performance of each experimental setting was deter-
mined using micro-averaged precision (Micro P.) and recall
(Micro R.) as well as the F1 measure.

A. Setup

In this study, only two sources of texts concerning mu-
sic events are considered: Facebook as well as daily and
weekly online newspapers. The raw data were preprocessed
as described in Section IV-A. Furthermore, all numbers, for
example, telephone numbers and dates, were removed and,
therefore, not considered in the categorization. For comparison,
two different datasets for each dataset were created. The
first dataset contains word tokens that were processed with
the Porter stemmer [35], whereas for the second dataset the
algorithm proposed in [36] was used. For the detection of
named entities a Conditional Random Field approach was
applied, as proposed by [37]. As was mentioned in Section
IV-D, MusicBrainz und DBpedia were used to assign roles to
named entities and were combined in order to increase the
number of matches.

In this study, the following four representations of the texts
incorporating different features were compared:

• multinomial Bag of Words (BoW),
• Term Frequeny Inverse Document Frequency represen-

tation of BoW (TF-IDF(BoW)),
• multinomial BoW and music event related Named Enti-

ties (BoW+NE), and
• TF-IDF representation of BoW and NE (TF-

IDF(BoW+NE)).

In case of named entities only their type (role) was con-
sidered as a feature rather than the entity itself, e. g., song
writer or musician were taken as a feature instead of Eric
Clapton. Moreover, it was only possible to train the SVM
with frequency-based features. In the ensemble approaches, an
SVM (using the same setting as reported in [1]) and a decision
tree were used as basic classifiers. This is distinguished later
by svm and tree, respectively. As a criterion to measure the
quality of split, ”Gini” for the Gini impurity and ”Entropy”
for the information gain were considered, which are labeled
with gini and ent, respectively.

B. Results

Because the features were investigated by means of ACO by
using a 3-fold cross validation due to the computation time, the
same experimental settings as in [1] were used. Additionally,
for the ACO-based selection of features the following settings
for the hyper-parameter were used: α = 0.5, β = 0.8, ρ = 0.5,
q0 = 0.6, e = 0.6, φ = 0.5, ω = 0.5. The original number of

features for both datasets used in this study is shown in Table
III, while the size of the selected features is shown in Table
IV. For initializing the pheromone and heuristic in ACO, a
constant value for the first experiments was used and later MI.

TABLE III. NUMBER OF FEATURES OF THE MUSIC AND THE MUSIC
EVENT DATASET.

# raw # raw including NEs

Music Relevance 14,275 10,921
Music-Event Relevance 12,171 9,268

TABLE IV. NUMBER OF SELECTED FEATURES OF THE MUSIC AND THE
MUSIC EVENT DATASET.

Dataset Initialization # raw # raw including NEs

Music Relevance Constant Value 11,164 9,584
MI 9,921 8,428

Music-Event Relevance Constant Value 8,618 7,375
MI 7,852 6,485

As can be seen in Table IV, the number of features is
considerably reduced in both datasets after using ACO to select
the features. The overall results achieved with this reduced
feature set when being used in the proposed classification
pipeline is shown below:

Baseline Results: The baseline results of the music rele-
vance decisions regarding the gold standard dataset described
in Section III-C are shown in Table V whereas the results for
the categorization of music event relevance are shown in Table
VI. The results using stemming were compared with those
achieved using lemmatization and it was observed that stem-
ming lead to slightly better results. As can be seen in Table V,
the best results for the categorization of music relevance, based
on the F1-measure, were achieved using a frequency-based
representation of words and named entities (roles) and MLP.
Comparable results were achieved by an AdaBoost model
based on SVMs as the basic classifier but considering the same
feature settings. In comparison, a combination of BoW and
named entities (roles) and an MLP model achieved the best
results for the categorization of music event relevance. These
results are presented in Table VI. Furthermore, it was found
that the best performing model and feature combination (MLP
and BoW+NE) failed when the features (words) occurred in
both, the relevant and non-relevant texts, when the texts were
very short or when there were not enough features with a high
explanatory power available.

Overall, the classification results of music relevance and
music event relevance are clearly improved when named
entities are considered as features.

Considering ACO Feature Selection: As mentioned in
Section IV-D, by using MI to initialize the pheromone and
heuristic of the features, 9921 features were found using the
886 raw documents and 8428 features using 886 documents by
considering named entities in the documents. This is repeated
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TABLE V. RESULTS OF THE 3-FOLD CROSS VALIDATION FOR THE MUSIC
DATASET USING STEMMING.

Model Feature Micro P. Micro R. F1

Naı̈ve Bayes

BoW 0.656 0.974 0.784
TF-IDF(BoW) 0.991 0.625 0.766
BoW+NE 0.699 0.983 0.817
TF-IDF(BoW+NE) 0.988 0.736 0.844

MLP

BoW 0.886 0.874 0.880
TF-IDF(BoW) 0.884 0.897 0.890
Bow+NE 0.943 0.903 0.922
TF-IDF(BoW+NE) 0.934 0.931 0.933

SVM TF-IDF(BoW) 0.961 0.840 0.896
TF-IDF(BoW+NE) 0.975 0.894 0.933

AdaBoost

svm TF-IDF(BoW) 0.961 0.840 0.896
svm TF-IDF(BoW+NE) 0.975 0.894 0.933
tree TF-IDF(BoW) 0.982 0.633 0.770
svm TF-IDF(BoW+NE) 0.996 0.719 0.835

RandomForest

gini TF-IDF(BoW) 0.985 0.771 0.865
gini TF-IDF(BoW+NE) 0.990 0.851 0.915
ent TF-IDF(BoW) 0.981 0.751 0.851
ent TF-IDF(BoW+NE) 0.990 0.831 0.903

TABLE VI. RESULTS OF THE 3-FOLD CROSS VALIDATION FOR THE MUSIC
EVENT DATASET USING STEMMING.

Model Feature Micro P. Micro R. F1

Naı̈ve Bayes

BoW 0.892 0.943 0.917
TF-IDF(BoW) 0.852 0.943 0.895
BoW+NE 0.907 0.966 0.936
TF-IDF(BoW+NE) 0.873 0.966 0.917

MLP

BoW 0.922 0.901 0.912
TF-IDF(BoW) 0.905 0.909 0.907
Bow+NE 0.953 0.924 0.938
TF-IDF(BoW+NE) 0.932 0.932 0.932

SVM TF-IDF(BoW) 0.927 0.920 0.924
TF-IDF(BoW+NE) 0.946 0.928 0.937

AdaBoost

svm TF-IDF(BoW) 0.927 0.920 0.924
svm TF-IDF(BoW+NE) 0.946 0.928 0.937
tree TF-IDF(BoW) 0.965 0.734 0.834
svm TF-IDF(BoW+NE) 0.991 0.795 0.882

RandomForest

gini TF-IDF(BoW) 0.956 0.821 0.883
gini TF-IDF(BoW+NE) 0.979 0.882 0.928
ent TF-IDF(BoW) 0.948 0.829 0.884
ent TF-IDF(BoW+NE) 0.978 0.859 0.915

by constantly initializing the pheromone and heuristic of
the features. Table V shows that with dramatically reduced
features, the best F1-measure for the music relevance dataset
is improved from 0.933 (in i.e., MLP and TF-IDF (BoW+NE))
to 0.950 (i.e., SVM and TF-IDF (BoW+NE)) when initializing
the pheromone and heuristic with MI. Furthermore, all the
results are clearly improved by using MI in the initialization,
as shown in Table VII. In comparison, the best results do not
change dramatically when initializing ACO in a constant way,
as can be seen in Table VIII. However, the feature size is
clearly reduced in comparison to the original feature size in
Table III.

The results in Tables VII and IX show that with the ACO
feature selection the performance of all machine learning algo-
rithms are improved: using MI for initializing the pheromone

and heuristic, the best baseline result for the music relevance
decision is improved from 0.933 to 0.950, and for the music
event relevance decision from 0.938 to 0.968.

By analyzing the results of detecting music-event relevance
by initializing colony information with MI, the following
conclusions were drawn:

a) The classification result can be clearly improved by
reducing the feature dimension: the average number of
tokens that occur in the documents that are correctly
classified after feature selection changes from 73 to
46 and the average classification accuracy is improved
from 0.938 to 0.954.

b) The selected features are informative for the classifica-
tion as shown by the results in Table IX.

c) The false negative classified documents are still classi-
fied incorrectly after the selection of features.

It seems that the last mentioned conclusion depends on the
distribution of the features in the documents. It was noticed
that some music related features lead to unexpected results dur-
ing the classification. For example, considering the following
document:

“Marienmünster am Freitag. Abtei Marien-
münster, 15 Uhr weihnachtliche Orgelmusik, Arien
und Instrumentalstücke zum Fest.”,

words like Orgelmusik (organ music) and Instrumentalstücke
(instrumentals) give a strong feeling that this document is
somehow related to a music event in public. However, as
the features only occur once in the corpus, they fail to be
considered as strong features by the model to make a decision.

TABLE VII. RESULTS OF THE 3-FOLD CROSS VALIDATION FOR THE
MUSIC DATASET USING STEMMING AND ACO FEATURE SELECTION WITH

MI INITIALIZED PHEROMONE AND HEURISTIC.

Model Feature Micro P. Micro R. F1

Naı̈ve Bayes

BoW 0.811 0.983 0.889
TF-IDF(BoW) 0.990 0.817 0.895
BoW+NE 0.830 0.994 0.905
TF-IDF(BoW+NE) 0.981 0.885 0.931

MLP

BoW 0.948 0.894 0.920
TF-IDF(BoW) 0.915 0.926 0.920
BoW+NE 0.972 0.911 0.941
TF-IDF(BoW+NE) 0.935 0.951 0.943

SVM TF-IDF(BoW) 0.969 0.897 0.932
TF-IDF(BoW+NE) 0.967 0.934 0.950

AdaBoost

svm TF-IDF(BoW) 0.969 0.897 0.932
svm TF-IDF(BoW+NE) 0.967 0.934 0.950
tree TF-IDF(BoW) 0.987 0.645 0.780
svm TF-IDF(BoW+NE) 0.996 0.722 0.837

RandomForest

gini TF-IDF(BoW) 0.993 0.777 0.871
gini TF-IDF(BoW+NE) 0.991 0.860 0.923
ent TF-IDF(BoW) 0.983 0.762 0.859
ent TF-IDF(BoW+NE) 0.990 0.862 0.922

VI. CONCLUSION AND FUTURE WORK

In this paper, two gold standard datasets for music event
detection were presented and made publicly available here
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TABLE VIII. RESULTS OF THE 3-FOLD CROSS VALIDATION FOR THE
MUSIC DATASET USING STEMMING AND ACO FEATURE SELECTION,

INITIALIZED WITH A CONSTANT VALUE FOR PHEROMONE AND HEURISTIC.

Model Feature Micro P. Micro R. F1

Naı̈ve Bayes

BoW 0.667 0.974 0.792
TF-IDF(BoW) 0.979 0.673 0.798
BoW+NE 0.684 0.986 0.808
TF-IDF(Bow+NE) 0.989 0.765 0.863

MLP

BoW 0.915 0.862 0.888
TF-IDF(BoW) 0.904 0.891 0.899
Bow+NE 0.946 0.903 0.924
TF-IDF(Bow+NE) 0.921 0.940 0.930

SVM TF-IDF(BoW) 0.964 0.840 0.897
TF-IDF(Bow+NE) 0.981 0.885 0.931

TABLE IX. RESULTS OF THE 3-FOLD CROSS VALIDATION FOR THE MUSIC
EVENT DATASET USING STEMMING AND ACO FEATURE SELECTION WITH

MI INITIALIZED PHEROMONE AND HEURISTIC.

Model Feature Micro P. Micro R. F1

Naı̈ve Bayes

BoW 0.945 0.985 0.965
TF-IDF(BoW) 0.938 0.981 0.959
BoW+NE 0.949 0.985 0.966
TF-IDF(Bow+NE) 0.932 0.989 0.959

MLP

BoW 0.956 0.909 0.932
TF-IDF(BoW) 0.957 0.939 0.948
Bow+NE 0.965 0.943 0.954
TF-IDF(Bow+NE) 0.954 0.951 0.952

SVM TF-IDF(BoW) 0.966 0.970 0.968
TF-IDF(Bow+NE) 0.966 0.958 0.962

AdaBoost

svm TF-IDF(BoW) 0.966 0.970 0.968
svm TF-IDF(Bow+NE) 0.966 0.958 0.962
tree TF-IDF(BoW) 0.973 0.696 0.812
svm TF-IDF(Bow+NE) 0.986 0.795 0.880

RandomForest

gini TF-IDF(BoW) 0.965 0.844 0.901
gini TF-IDF(Bow+NE) 0.975 0.882 0.926
ent TF-IDF(BoW) 0.978 0.837 0.902
ent TF-IDF(Bow+NE) 0.975 0.894 0.933

TABLE X. RESULTS OF THE 3-FOLD CROSS VALIDATION FOR THE MUSIC
EVENT DATASET USING STEMMING AND ACO FEATURE SELECTION,

INITIALIZED WITH A CONSTANT VALUE FOR PHEROMONE AND HEURISTIC.

Model Feature Micro P. Micro R. F1

Naı̈ve Bayes

BoW 0.882 0.935 0.908
TF-IDF(BoW) 0.865 0.947 0.904
BoW+NE 0.904 0.966 0.934
TF-IDF(Bow+NE) 0.874 0.973 0.921

MLP

BoW 0.912 0.905 0.908
TF-IDF(BoW) 0.882 0.935 0.908
Bow+NE 0.961 0.932 0.946
TF-IDF(Bow+NE) 0.940 0.947 0.943

SVM TF-IDF(BoW) 0.912 0.901 0.906
TF-IDF(Bow+NE) 0.976 0.935 0.955

[38]. Furthermore, a process chain for the categorization of
music event related texts was proposed and a first baseline
evaluation conducted. For finding much more representative
features for event detection, a couple of seed words are given
for learning extended features correspondingly. The results
change slightly in comparison to results by using the same
working process. Further experiments with ACO-based feature
selection show that a frequency-based approach considering
music specific named entities performs best together with an
SVM model for the classification of music relevant texts and
an SVM-based ensemble model for the classification of music
event relevant texts. As a strategy for initializing the relevant
parameters for ACO (e.g., heuristic and pheromone), using
MI gives promising results. As discussed in Section V-B, the
documents, in which the occurrence of non-domain related
features is more dominant than the one of domain related
features, are intended to be classified as non-music and event
relevant, although these documents are truly music and event
relevant. For this purpose, the weights of the features should
be considered in classification.

Obviously, the proposed event detection approach can also
be applied to similar domains such as movie showings, how-
ever, it should be analyzed how it may be applicable to
other more general types of events such as social events
spread via a social network, or economic events in market and
event copyright violation issues. In future work, the following
aspects need to be given more attention:

Gold standard datasets: The datasets used in this study
are relatively small, especially the one including music event
related texts and need to be extended in the future. Alterna-
tively, classification results may be improved without extended
datasets by considering further strategies. For example, transfer
learning enables the model to use pre-trained knowledge to
transfer it to the original problem domain, where there is
no sufficient training data available [39]. Based on neural
probabilistic language models [40], the texts can be represented
by using pre-trained vectors of words that enable the models
to observe the semantic in the sentences. Furthermore, active
learning shows the ability to reduce the training samples as
reported in [41].

Named Entities as Features: In [20], the authors used
named entities to represent the documents in a boolean model
and a vector space model. Similar work was conducted in [19],
where the entity power coefficient is used to create occurrences
of all terms that related to a named entity. For the study at
hand it would be important to distinguish the different named
entities into hierarchical classes, since some music events are
related to music that is not protected by any copyright laws.
In such cases, there is a need to distinguish these events
from those that might include copyright infringements. For this
purpose, a more fine-grained categorization to separate differ-
ent types of events can be realized by applying hierarchical
classification methods, such as discussed in [20] [42].

Hyper-parameter of ACO: As discussed in Section IV-D,
the ACO approach is accompanied with hyper-parameters and
different strategies for initializing the pheromone and heuristic
values. In this study, it was shown that the best results on
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the music relevant dataset is clearly improved by the correct
initialization of the pheromone and heuristic values in an
ant colony. Furthermore, it would be interesting to analyze,
how the other parameter influence the results, e.g. the trade-
off between exploitation and exploration under the control
of the hyper-parameter, in this study q0 = 0.6; or how the
hyper-parameter µ changes the final results, if each ant has a
bigger capacity for the feature subset, in this study µ = 0.35.
Some conclusions about how to select hyper-paremeters like
β, ρ for other applications, e.g., for the well-known traveling
salesman problem are drawn by [27]. Additionally, the optimal
population size of ants in a colony in the feature selection
process was discussed in [30]. How the other parameters are
initialized in selecting the features, should also be investigated
in the future.

Knowledge Base: There are music-related named entities
that occur in German texts but there is no corresponding
entry in databases like dbpedia or Musicbrainz for those
entities. Hence, the availability of music-related entities in such
databases plays a crucial role in expanding the knowledge base
in order to assign correct music roles. Here, suitable fall-back
strategies should be considered in future work.

Polysemy & Synonymy: During the experiments it has
been noticed that no text representation captures phenomena
like polysemy or synonymy of words. In German, the word
spielen (play) has the following syntactic and semantic envi-
ronment: “Orgel spielen” (playing organ music) and “gegen
eine Mannschaft spielen” (playing against a team). For the
former one, it is certain that it is music relevant, the latter
implies a sport event. However, without further contextual
information, even the first one might not be recognized as
music relevant. Similarly, the problem of synonymy deserves
much more attention in future work, e.g., “... in der Gosecker
Schloss-Krypta klangen wieder kristallene Engel...” (in the
Gosecker castle-crypt crystal angels sounded again). In this
context, the word klangen means to play music. Those words
are quite often used in public announcement in Germany. Thus,
it could be a meaningful feature to decide whether a text is
music relevant or not.
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Abstract — The use of templates for process alignment in ERP 
projects is an established practice and many companies have 
used this approach when implementing the SAP ERP software 
system. This research paper deals with the question of how 
companies use a template in a business process management 
environment and, more specifically, what happens when there 
are requests for changes to the template. Based on a literature 
review and personal interviews, this article assesses the 
commitments that manufacturing companies make regarding 
template implementation within SAP business process 
management. It suggests that "Defend the template!" may be an 
appropriate overarching goal. 

Keywords — SAP; ERP; Enterprise Resource Planning; 
BPM; Business Process Management; Template; Process change; 
Process standardisation; People capabilities. 

I.  INTRODUCTION  

This article builds upon previously published research 
[1][2] which describe that Enterprise Resource Planning 
(ERP) software packages have been widely deployed since 
their emergence in the late 1980s, and on the role of Business 
Process Management (BPM) maturity models and ERP 
systems highlighted the significance and value of templates in 
aligning or remodelling business processes in such projects. 
Foth [3] defines a template as a unified set-up containing the 
necessary documentation and programmes for the 
construction of a new system. In addition to facilitating 
improved business processes, the use of a template offers 
numerous other potential advantages, including a reduction in 
implementation costs and required manpower, and an 
increased level of data consistency. This article examines how 
templates can be used to manage and improve business 
processes, and also assesses the importance of people skills 
and competencies in ERP systems projects. Following this 
introductory section, Section II discusses the relevant 
literature and develops the research questions for this paper. 
Section III then describes the research methodology and 
Section IV provides a summary of the research findings. 
Section V addresses the research questions and, finally, 
Section VI presents the conclusion and suggestions for 
possible future research. 

II. LITERATURE REVIEW 

An ERP system is generally seen as a software package 
which automates and integrates business processes, shares 
common data, and produces and accesses information in a 

real-time environment. ERP software can also be 
implemented in stages and therefore, be used to connect 
previously isolated IT systems and functional departments 
within a company. ERP is also viewed by some researchers 
[4][5][6] as a fundamental method for achieving best practice 
within business operations – the implementation of the ERP 
package requiring the application of certain disciplines within 
main business processes. According to Turban et al. [7], ERP 
not only provides business discipline, but it also allows the 
alignment of IT deployment with overall business strategy and 
business goals. Implementing ERP may thus also require a 
change in core processes, often termed business process 
reengineering or "BPR" [8]. The globalisation of business 
activities has reinforced the need to structure and standardise 
business processes across the enterprise and to adhere to 
corporate rules and procedures. 

In general, "the main goal of process standardisation is the 
development of one standard or best-practice process to be 
used as a template for all instances of the process" [9]. Gavidia 
[10] asserts that it is common practice to develop a template 
as the base configuration for all areas and locations of a 
company to increase compliance and data consistency. This 
new template will then have a consistent set of reports and will 
be adapted to the existing business processes within the 
company. 

There are a number of third party products that focus on 
process design and management. Metastorm, for example, 
uses a "BPM Designer" by which "you design the actual 
process, define business rules, set roles and associate forms. 
The main components of the process are where you start from, 
the steps or 'stages' that will be traversed, and the endpoints" 
[11]. ERP products like SAP usually offer "best-practice" 
templates for BPM in different industries and business 
processes. However, for various reasons, the suggested best 
practice is often found not to work well, and thus many 
companies define their own BPM templates to meet their 
specific needs [12]. In addition, it may be necessary to 
distinguish between a global template and local requirements 
and to define mechanisms that address such differences [13].  

Some companies do not adopt a template approach at all, 
preferring instead to map, document, analyse and improve 
their processes using in-house methods, even when 
implementing ERP systems. This is particularly the case in 
small and medium-sized enterprises (SME), where processes 
may have developed and been customised over many years to 
meet specific ways of working or customer requirements and 
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the template approach is thus difficult to implement [14]. This 
point is illustrated by a recent study by Rezaeian and Wynn 
[15] of ERP systems implementations in three Iranian 
manufacturing SMEs. The mapping of company processes 
provided the basis for selecting the best-fit ERP product 
available, but the modification of existing processes to fit the 
software was limited. Nevertheless, as the packages were 
implemented (sometimes module by module), small scale ad 
hoc process change allied to limited customisation of the 
software provided reasonably successful outcomes, notably at 
the Isfahan Bus Company (Figure 1). As Pajk and Kovačič 
[16] note, "these days ERP systems need to offer a lot of 
functionality in order to cope with a large number of business 
requirements. This functionality needs to be aligned with the 
business in order to create value for the organisation, 
confronting the organisation with the options of either 
configuring the enterprise system, the organisation, or a 
combination of both". 

From an Information Technology (IT) perspective, it 
makes sense to standardise business processes and associated 
procedures and transactions. Costs are reduced if the 
organisation can adopt the business models inherent in an ERP 
system, rather than vice versa [17]. However, this approach is 
criticised in the literature. For example, Gavidia [10] reports 
that blanket implementation of a uniform template reflects a  

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
failure of management and risks damaging existing customer 
relationships. A process template can only be effective if it 
takes into account the operational and information 
requirements of all areas of a company.  

Heeks [18] identifies the key aspects of change that 
provide a frame of reference for effecting the organisational 
transition associated with and required by, the implementation 
of an ERP system, and this adds an interesting perspective 
regarding the value of process templates. Heeks suggests that 
there are four aspects of an organisation that must change as 
it adopts major new information systems like an ERP product.  

 

  
Figure 2. Design - Actuality Gap Model [18]. 

Figure 1. Implementation of the BEHKO ERP systems at the Isfahan Bus Company [15]. 
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He sees these as constituting a "Design-Actuality" gap – 

i.e., a gap between where an organisation may currently be, 
and where it needs to be to successfully adopt major new 
systems. One of these four elements does indeed focus on 
Process, but the other three are of equal importance - People, 
Structure, and Technology (Figure 2). In similar vein, recently 
published research on technology transfer by Wynn [19][20] 
included a number of ERP projects in which a range of change 
factors were identified for successful implementation. These 
were grouped into three main dimensions of change, 
encompassing technology, process and people factors (Figure 
3).  

  

 
Figure 4. Earl’s model of Information Systems strategy formulation [21]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Michael Earl’s classic model of IS strategy formulation 

and implementation (Figure 4) is also of relevance to the 
debate regarding process templates. Earl’s "three-pronged" 
model remains one of the standards in the analysis of 
information systems delivery. Although many see his three 
possible strategies as alternatives, Earl, in fact, argued that all 
three can be used in combination and that different strategies 
suit different business contexts. This depends on a number of 
factors including the nature of the basic IT infrastructure, the 
structure of the organisation and the level of development of 
the organisation’s main business systems.  

The "top-down" approach is driven by a formal attempt to 
match IS investment with business needs. It identifies the 
business plans and goals and then applies an analytical 
approach to identify information systems requirements. 
Critical Success Factors (CSFs) can be used to establish 
information and systems needs. It ensures business managers 
are involved in IS strategy formulation, which is thus seen as 
"top-down". The "bottom-up" approach is an evaluation of the 
capabilities of information systems currently in place. Earl 
notes that "IS strategies are rarely developed from a green 
field site, but have to recognise the strengths and weaknesses 
of the current applications portfolio" [21]. This may establish 
that some of the existing systems could be better exploited for 
strategic advantage or be improved upon to produce 
"significant added value". The "inside-out" approach attempts 
to "identify opportunities afforded by IT/IS which may yield 
competitive advantage or may create strategic options" [21]. 
An IS strategy based on deployment of an ERP package is 
likely to "top-down" at the outset, based on a strategic vision 
for the company and a preparedness to change business 

 

Figure 3. Change factors in the Dowty Propellers ERP implementation [20].
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processes in pursuit of a more efficient company utilising a 
state of the art software system. However, as such projects 
progress, this may be complemented by a "bottom-up" 
approach, which may lead to the retention of some pre-
existing software and challenge adherence to the ERP 
vendor’s process templates.  

With these considerations in mind, this article addresses 
two research questions (RQs): 

RQ1: To what extent should the process template be 
adhered to in ERP implementations (with a focus on SAP 
templates)? 

RQ2: What measures need to be taken to ensure People 
Process and Technology elements are kept in balance when 
using a strict template approach to process and systems 
management? 

III. RESEARCH METHODOLOGY 

The research on which this article is based takes a post-
positivist position and is based on the perspectives of Ryan 
[22] and Guba [23]. The goal of research from the post-
positivist perspective is to generate new knowledge that other 
people can learn from, and on which they can base their own 
decisions [24]. Semi-structured and in-depth interviews were 
used to gather practical experience of companies that use 
SAP templates and BPM. These interviews were followed by 
an analysis of the interview material and here an abductive 
approach [25] was adopted. This is an explanatory study, as 
defined by Collis and Hussey [26], which uses interviews 
with experts who have already gained practical experience in 
the areas of BPM in ERP projects and the use of SAP 
templates. It is quite possible that the involvement of other 
experts would lead to slightly different results, but this is in 
accordance with the post-positivist research position, which 
accepts that the world is more complex than that which the 
opinions of some experts may suggest. 

To address the research questions, this research combined 
two research methods with the aim of achieving a greater 
depth of understanding of the complex environment being 
studied [27]. Following a literature search and review, semi-
structured interviews were conducted with experts in their 
field. Figure 5 depicts the overall research strategy. The time 
horizon for this research is a cross-sectional snapshot study 
[28]. The research analyses the current practical situation and 
evaluates the state of affairs at the time of the study [29]. 

In the context of the semi-structured interviews, an expert 
had to have experience in the areas of SAP and BPM. Practical 
experience of ten years or more in the mentioned areas was 
expected. Due to the small number of interviews, this research 
did not differentiate between which modules of SAP these 
experts used or were familiar with, or within which industrial 
sector they had worked, or currently did work. Respondents 
were selected with the aim of gaining as much expert 
knowledge as possible from practice. Using semi-structured 
interviews provided flexibility to scrutinise the understanding 
and explanation of the experts’ opinions [30]. 

The qualitative data analysis and the comparison of the 
transcribed interviews were supported by using the software 
tool MAXQDA.  

 
Figure 5. Research Strategy for the Template Study. 

 
The coding functionality of the MAXQDA tool was used 

to analyse the experts’ answers. The software was used to 
manually encode the qualitative data within the interviews and 
to obtain an overview of all the experts’ answers based on the 
encodings. Due to the small number of interviews, the aim is 
not to reach an overall and general conclusion for all 
industries, organisations or SAP modules. However, the 
findings may well provide a platform and theoretical 
grounding for further research in this field of study.  

Sixty-four people were identified as potential experts in 
the business process and SAP environment, drawn from the 
authors’ personal and business contacts in Germany, Austria, 
and Switzerland. These people were then invited for an 
interview. Many of those asked for an interview declined, 
citing their reluctance to pass on internal and confidential 
company data. Therefore, from this initial pool, eleven people 
confirmed that they were willing to be interviewed. The 
findings from these face-to-face interviews are discussed 
below. All statements and insights described here are the 
personal opinions of the experts. The total duration of the 
interviews was in excess of 14 hours in total and only excerpts 
are presented here. 

IV. FINDINGS  

This section reviews the experts’ perspectives on the SAP 
templates and business processes. It discusses the nature of 
templates, the implications of “localization” of processes, the 
trade offs between flexibility and standardization, the role of 
human factors, and the need for cross-company buy-in to 
process change.  

Interview feedback suggested that the SAP ERP system 
offers a variety of "out-of-the-box" business processes for the 
general SAP system, as well as those for special business 
sectors, such as for the real estate or the pharmaceutical 
industries. With the basic process templates, a company can 
cover almost all of its standard processes, which can provide 
a solid basis for assessing the (possibly more idiosyncratic) 
daily business activities. This can help a company to 
standardise its processes and rapidly implement changes 
accordingly. For example, sales processes are similar in 
different companies and across different industries. It is 
helpful to use a standard SAP template for the best-practice 
approach as a starting point that provides a step-by-step 
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illustration of the best-practice process sequence. In summary, 
these SAP templates can show and illustrate process details 
for general valid standard processes.  

In such a standard SAP process template is embodied 
considerable industry expertise that has been accumulated 
from various industries and many projects. However, this does 
not mean that this template is optimal for any particular 
company, nor that the company’s own process steps, which 
were developed and implemented in-house – and may deviate 
from the corresponding SAP process specifications - are not 
appropriate for that company. The experts pointed out that an 
approach that slavishly follows the given SAP processes is 
usually only used if a company has no existing processes or 
IT infrastructure. The interviewees pointed out that a single 
process initially has nothing to do with IT, but IT does support 
the later execution of the processes. As noted above, SAP 
offers the "out of the box" or "best-practice" processes which 
illustrate how IT supports business process behaviour. 

Normally, a company has already established its own 
process flows, based on its perceived business needs and past 
experience. In these circumstances, such a company would 
not fully use the SAP "best-practice" standard template, but 
rather develop its own process template based on the SAP 
standard. This template must then have a certain degree of 
flexibility. A tax-paying process in Germany is different from 
one in, for example, Brazil or India. The basic process 
templates must be flexible enough to be used globally in 
different business and cultural environments, where there will 
be a certain amount of local variation in rules, regulations and 
working practices. Local adaptation must only be set up where 
a process, or a process step, is genuinely local and cannot be 
supported by a global SAP template. However, this means that 
the development of a company’s own solution is divergent 
from the global template, creating a "shadow" process, which 
is only used for local requirements. The disadvantage of this 
route is that process change then becomes more difficult 
because the adaptation is known only locally, on the level of 
one company or business unit. 

In light of the above, the experts emphasised that process 
templates should be as flexible as possible from the beginning 
of the set-up. They should be scalable and applicable to 
specific local needs. In the interviews, the experts identified 
this as the biggest challenge for a process template. A key 
point for consideration is whether new requirements that 
emerge can still be incorporated into the applied process 
template, and how quickly subsequent changes can be 
implemented company-wide. A process template must allow 
for a certain amount of agility to obviate the need for shadow 
process development. 

In addition to the previous statements, the interviewees 
also reported that a process change is often triggered by 
humans and their adaptation needs. The problems linked to the 
introduction of such a process change and the subsequent use 
of process templates are often related to human behaviours. 
The human being is, therefore, a big driver but also a big 
preventer. Nearly every employee must be confident that such 
a template implementation really supports the company's 
needs and requirements. Some employees will always come 
up with reasons why their company is absolutely special and 

cannot use the standard template, and thus needs to keep with 
their own processes and IT programming. It is thus possible 
that another significant problem within implementing a 
process template is the human factor and the fact that some 
template descriptions and statements could be misinterpreted. 
As discussed by Hall [31], people can play an active role in 
the decoding and interpretation of a template. Each employee 
applies a template in the manner in which this use makes sense 
to him or her personally, even if this differs somewhat from 
the original intention of the template designer.  

One of the experts emphasised the importance of the 
human factor in template implementation. This encompasses 
not only the prior knowledge of each employee but also the 
interpersonal behaviour between departments or among team 
members. It may thus be appropriate for the human resources 
department to be involved in process change and template 
introductions to oversee human relationship issues and 
potential conflicts. Not only must the technical aspects of 
template introduction be addressed, but personal relationships 
may also need to be clarified. 

Regarding the use of standard processes, one expert raised 
the issue that business consultancies, when advising client 
companies, frequently use standard SAP templates without 
adequate assessment of the individual processes within the 
client company. This means that standard templates are 
established without optimising them to "best-fit" existing 
processes and special behaviours of each company. On the 
other hand, there are clear benefits in process standardisation 
through the introduction of a process template. This means, 
for example, that in a multi-site manufacturing company, each 
site would not be allowed to conduct its business according to 
a business process it wants and likes, but that a company-wide 
standard is set up and must be followed. The more complex 
and individualised the established processes are, the harder it 
is to run the business on one new company-wide process 
template. Uniform processes can create synergies and clarity, 
and a process template should help to minimise fragmentation 
and process variations in the company. The experts also 
maintained that there is a need for every company to analyse 
their processes individually, in order to uncover improvement 
potential. However, an organisation must also realise that non-
individualised solutions can also be effective. Some of the 
experts suggested that nearly 80% of processes are very 
similar in industrial companies, and only a very few processes 
need an individual solution.  

One expert gave the view that localisation of processes is 
a challenge because it can only be developed in collaboration 
with the local business departments. He highlighted the fact 
that the business must then maintain and update such localised 
processes, their templates and documentation because only 
the local team know how they really work. That said, another 
expert opined that the overall aim is to provide a standardised 
process template that is not subject to localisation and could 
be protected against further variation and customisation. 

In this context, one interviewee mentioned the saying 
"Defend the Template", which is apparently current in some 
consultancy circles. The implication here is that a business 
should think very carefully about the repercussions of 
changing processes away from the template guidelines. 
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Another expert also declared that a template should be a 
"leader" for all processes, with functional processes 
introduced via a company-wide, valid template. The question 
is then no longer how the individual divisions or business units 
within an organisation carry out a task; instead, one "valid" 
process is established throughout the whole company. A 
process in the enterprise can then only be arranged based on 
these template specifications; nevertheless, there exist   
different variations, which are offered by a catalogue structure 
within the template. The potential benefit of minimising 
process diversity is that this may result in a significant 
reduction of costs and overheads. The goal of a process 
template must be to offer stable and mature process solutions 
for a company. A general default template must be defended 
against any further fragmentation or diversification within an 
organisation. The experts observed that it requires a lot of time 
and money to realise individual solutions, and define and 
develop unique processes involving specific coding.  

These processes are then rolled out company-wide, and it 
is ideal to undertake a process without local on-site adaptation 
because these local adaptations cost in term of time, money, 
and manpower. A hurdle to avoid is being too detailed in the 
description of a process template. The more detailed the 
description of a process, the more likely it is to be a description 
of localised or specific particularities. The objective must be 
to develop an enterprise-wide process template that works 
equally well in a five-person facility as it does in a business 
unit with 800 employees in another country. 

One of the interviewees stated that the use of SAP 
processes can be the catalyst for the introduction and 
assessment of standard business processes. Overall the 
findings from the interviews suggested there are then two 
ways forward. On the one hand, these standard processes can  

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

be increasingly embedded in company operations in a 
specific, individualised manner. On the other hand, companies 
may come to realise that not every process has to be 
individualised and that specific and individualised processes 
are rarely the best solution for a company overall. If a large 
ERP system like SAP has to be adapted, this means that 
human IT support will always be required. A system like SAP 
is so complex that changes in the SAP system cannot be 
adopted by everyone. Most of the time, a company relies on 
experts for these changes. The consequent additional time and 
cost must be taken into account when pursuing this option.  

Using fewer individualised solutions and more standard 
process templates means that process changes can be 
implemented more quickly. This can also result in lower costs. 
Every process change, every system upgrade and change 
release - all carry the possibility of failure, and the risk of 
serious operational implications is reduced if there are fewer 
variations in the template catalogue that need to be taken into 
account. "Defend the template" aims to encourage the optimal 
use of process templates. With the resultant harmonisation of 
processes and operational activities, businesses should and 
can be convinced that the use of standard processes is not a 
negative approach. 

But even if a standard template is to be adhered to, there 
must be scope to amend it or customise it when necessary; 
however, such a change should never be decided by one 
business unit alone. Such decisions should be taken by a cross-
company body with overall process responsibility, consisting 
of, for example, process owners and process managers. Such 
a cross-organisational body can best assess the wider XXX 
implications and decide whether, and to what extent, 
processes can be changed or whether a business unit may use 
a local adaptation.XXX  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 6. A simple model for process change and defence of the template.
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V. ANALYSIS 

A combination of evidence from both the literature review 
and the expert interviews provides the basis for addressing 
both RQs.  

RQ1: To what extent should the process template be 
adhered to in ERP implementations? 

On balance, both the literature review and the interviews 
suggested that a lack of standardisation in the use of process 
templates should be avoided it at all possible, as this will lead 
to too much diversification to the detriment of the organisation 
overall. This manifests itself in the sub-optimal integration of 
processes and in unnecessary overheads in effecting future 
system changes and upgrades. 

In the specific context of the SAP system, companies need 
to be aware that harmonising and optimising global business 
processes in, for example, a large multi-national company is 
an extensive project that can last for years. If variations have 
been introduced into a template, it will be more difficult and 
time-consuming to maintain this template and to manage 
every future change process within it. Companies should 
search for the lowest common denominator and defend the 
existing template as far as they can.  

Business process management tools can be used to capture 
and document processes, allowing a company to visualise, 
sort and structure its processes and their management. This 
may lead to a degree of structural change and reorganisation 
(as noted in Heeks’ model [18]); it often becomes evident that 
processes in different business units are similar. A process 
template must be built from these documented and structured 
processes, including all recognised process, flow, and, if 
appropriate, excluding certain process features and declaring 
them invalid.  

For the practical introduction and implementation of the 
newly developed processes, the process team then has the task 
of establishing and defending these process templates and 
processes, even if they encounter resistance. Just because a 
process has been carried out in a company for years in a 
particular way, does not mean that this approach was the 
optimal solution for the business. However, when such a 
traditional and established process is changed, it is important 
to clarify why the new solution is a more effective approach 
and to present its benefits to all parties involved. Especially in 
such a case, the new process template must be defended, even 
if there may be strong resistance to it.  

With such an extensive application of process 
implementation and the use of a template, this implementation 
has a lot to do with the human factor. It is important to address 
those involved team members directly and to integrate them 
into the template introduction process. Participants need to 
understand why a template is to be introduced and how it will 
be used. 

As discussed above, some experts reported that business 
consultants like to introduce an SAP template without 
carrying out an individual process examination of the 
company. This kind of process template usage is to be avoided 
and every template introduction in the company must be 
checked for its usability before it is used.  

The "defend the template" principle can be viewed as the 
essential starting point in a procedure for investigating process 
change requests. The difficulty is estimating the extent to 
which a template should be defended, as there can be 
legitimate doubts that a particular process template is an 
optimal solution for a company. In this case, a process owner 
or a process organisation must decide either to change the 
process or to make a local adjustment. Decisions in such 
exceptional cases should not be made by a business unit itself, 
but by a superior process organisation, which is responsible 
for the process and thus has to approve a change or local 
adaptation. 

Customization of standard processes is sometimes 
unavoidable because an identical, single global process can 
never be appropriate for all scenarios - for example, when 
country-specific legislation has to be adhered to. This then 
contradicts the "defend the template" approach. In these cases, 
the challenge is to introduce country-specific modifications 
but to use the standard processes as much as possible. 

From an analysis of the literature and the expert 
interviews, a procedure for changing a process template has 
been developed to provide an easy-to-use model to defend 
possible process changes. Such a procedure could consist of 
the steps shown in Figure 6. This figure contains two 
important gateways for a process change. First, the process 
organisation must be informed about the desired process 
change. If the process organisation already knows about the 
desired process change and has opted for another solution, 
then this alternative solution must be defended. The same 
applies to the second gateway. If the central process 
organisation does not accept a new change request, this 
decision must be defended by the process organisation against 
any resistance that may arise. 

The process steps depicted in Figure 6 demonstrate that a 
template can be defended in several different locations within 
a process change. The advantage of this rigorous approach is 
that an escalation in local adaptions and shadow processes can 
be avoided.  

In the context of the model previously put forward by Grube 
[1], care should be taken to use standard out-of-the-box 
process templates wherever possible, and to keep process 
extensions simple. Diversification from standard process 
functionality will create increased effort later on. 
Nevertheless, customer-specific process development must 
always be explicitly analysed when system changes are made. 

 

54

International Journal on Advances in Intelligent Systems, vol 13 no 1 & 2, year 2020, http://www.iariajournals.org/intelligent_systems/

2020, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



  
Figure 7. Continuous, balanced improvement in People, Process and Technology dimensions for ERP projects. 

RQ2: What measures need to be taken to ensure people 
aspects are given appropriate focus when using a process 
template approach in an ERP implementation?  

In addition to significant changes to processes, an ERP 
implementation may well require a balanced introduction of 
new staff skills and technology capabilities, as well as changes 
to organisational structure (Figure 7). For successful template 
implementation, all employees and appropriate departmental 
functions must be included. Only then can productive 
implementation be carried out successfully, with employees 
understanding the benefits and accepting the changes. A 
company should also consider that a template rollout requires 
a long-term implementation phase, which can take 2–5 years, 
and may require a budget of $10 million or more in a large 
international company [13]. 

The enforcement of a template is a practical difficulty in 
the process rollout. Often, this causes implementation delays 
and project and business goals can be impacted. A global 
template must be approved and accepted by all affected 
business units and employees, with appropriate briefings, 
workshops and training programmes. This requires discipline 
from all employees involved in the implementation of the 
template, because things may be repeated during the rollout, 
or there may be resistance against the implementation [32]. 

When implementing a new process template or defending 
a template, the responsible process department should not be 
afraid to bring the human resources department into the 
process. When implementing and defending process 
standards, HR departments can offer communicative support 
that an IT professional might have mediated differently. In the 
event of significant change, the people affected by the change 
must be considered. It is known from various sources that 

most people dislike any form of change. In this context, a 
well-known quote from an unknown author is: "The only 
person who doesn't resist change is a baby with a wet diaper" 
[33]. As the experts confirmed, it is imperative that people 
implement changes; but to do this successfully, the people 
involved must be convinced of the value of template 
application. A literature search would yield a large number of 
articles about the successful implementation of change. The 
three-step change model of Lewin is of relevance here as an 
illustrative example. This model represents a simple approach 
to change management and divides the change process into 
the three steps or phases - unfreezing, changing and refreezing 
[34]. The first phase helps to introduce and prepare employees 
because many people are against changes. Everyone involved 
in a change must first be prepared for this change. Lewin calls 
this phase unfreezing. The second phase is where the step-
change is carried out and people learn the new behaviour. The 
final phase involves the refreezing step in which the change is 
stabilised and embedded (Figure 8).  

Implementing ERP systems may entail significant changes 
to job briefs and roles, often involving new working practices. 
Employees will be required to change, and, more importantly, 
they should feel involved in that change. It is therefore crucial 
that employees understand the rationale for the new ERP 
system, the process changes required and the significance and 
value of the process template, and feel shared ownership of 
the new system, the new processes and the project as a whole. 
There are a number of tools and methods for charting the 
change in the people capabilities as an ERP system is 
implemented. For example, the People Capability Maturity 
Model (PCMM) may be of value in monitoring changes in 
workforce skills and capabilities. This model consists of five 
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maturity levels - Initial, Managed, Defined, Predictable and 
Optimising – that can be applied at the process level to help 
gauge advances in people skills and coordinate them with 
related process and technology change. This can lead to a 
program of continuous workforce development within which 
training programmes can be embedded and cross-referenced 
with process improvement and technology deployment [35]. 

VI. CONCLUSION 

The findings from the literature review and the expert 
interviews suggest that a suitable compromise must be found 
between standardisation, (i.e., adherence to the template) and 
flexibility to adapt to local requirements. The practical 
experience of the experts interviewed in this research 
demonstrates that the "defend the template" principle can act 
as a useful starting point for process management and 
alignment. Processes of all units within a business should be 
considered before a process template is created. Despite this 
preliminary work, a process template may have to be adapted 
later, but this adaptation must be coordinated by the process 
organisation, and must not be decided locally by a single 
business unit. If a suggested adaptation is not supported by the 
process organisation, the "defend the template" principle 
applies, as depicted in Figure 6. 
The coordination of process change and technology 
deployment with people skills enhancement, new capabilities 

and appropriate training programmes are of paramount 
importance. These three dimensions of change should be 
managed in unison (Figure 7), and thus the "defend the 
template" principle could usefully be amended to "defend the 
template – but don’t forget the people". In terms of Earl’s 
model, a "bottom-up" approach can become of equal 
importance in implementation as a "top down" approach may 
have been in determining the systems strategy itself. Even as 
we move into an era of increased use of robotics, chatbots and 
artificial intelligence in many aspects of business life, people 
skills and capabilities remain a vital element of major systems 
projects. 

This research clearly has its limitations. Only a few experts 
were interviewed, and it is quite possible that the inclusion of 
other experts, different industries or other ERP products 
would have led to different or additional results. Future 
research should closely examine the arguments put forward in 
this article, with a view to encompassing different business 
environments and ERP products. In addition, further research 
with more participants could significantly increase responses 
and lead to more diverse outcomes and analysis. This could, 
for example, include an online questionnaire to validate the 
steps shown in Figure 6, allowing the collection of a larger 
amount of data from more participants from different business 
and consultancy backgrounds and with different knowledge 
and experience of ERP systems and BPM products and 
practices. 
  

 

Figure 8. Lewin’s three-step model for change management [36].
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Abstract –Mild Acquired Cognitive Impairment(s) (MACI) are 

called invisible impairments. This invisibility of symptoms 

makes that researchers often overlook people with MACI. This 

is the case in the field of Participatory Design (PD). In this 

paper, we investigate how to involve people with MACI in 

designing together digital solutions meant for them. Hence, how 

to involve people with MACI in Participatory Design. 

Considering the lack of literature in PD focused on MACI 

patients, we conducted a borderer investigation of the literature 

and derived a set of guidelines proposed by PD practitioners for 

involving people with cognitive impairments in PD. We have 

collected data on conducting PD with MACI patients from two 

empirical cases as part of two projects in a rehabilitation 

hospital in Norway, which offers specialized rehabilitation to 

people with MACI. We conducted 5 PD workshops with three 

different workshop outlines. Seventeen people with MACI 

participated. We present a detailed list of reflections-on-action 

for each workshop outline. We discuss the reflections with 

findings from the literature and conclude with a list of 

guidelines that researchers and designers should consider when 

involving people with MACI in conducting PD. The paper aims 

to attract the attention of PD practitioners to the MACI user 

group with the possibility of expanding the guidelines list in the 

future. 

Keywords-Participatory Design; Mild Acquired Cognitive 

Impairments; Guidelines.  

I. INTRODUCTION 

There is an increase in chronic diseases in our aging 
society, and technology is considered as one of the means to 
cope with the increasing number of people living with chronic 
conditions. A notable case is individuals with Acquired Brain 
Injury (ABI) affecting cognitive capacities. For this user 
group, the use of technology has become a fundamental part 
of their daily lives by providing a wide range of useful 
services and tools to use at home, work, or anywhere else. 
This paper expands on previously reported results on how to 
involve people with ABI in designing new technologies that 
can facilitate their everyday life challenges [1]. Intensive 
research is ongoing regarding technologies that support 
patients with moderate or severe cognitive impairments (i.e., 
[2][3][4]). However, less attention had been paid to people 
suffering from mild cognitive impairments after an Acquired 
Brain Injury (ABI), even though mild acquired cognitive 
impairments are a critical global public health problem and 
listed among the major causes of permanent impairments 
[5][6]. In this paper, the abbreviation “mild acquired 
cognitive impairment(s)” (MACI), coined from Eghdam, 
Scholl, Bartfai, and Koch [7], will be used to refer to these 

people. Note that this is not an official abbreviation for the 
clinical condition. MACIs are usually described as invisible 
impairments and might include problems with memory, 
attention, executive functioning, language, and fatigue. 
People suffering from MACIs typically have a very 
challenging daily life, given the invisible nature of the 
condition.  

An essential factor for the design of new technologies that 
can assists MACI people is their involvement in the design of 
these solutions that will be used by them in the future. User 
participation constitutes the core of Participatory Design [8]. 
PD is that design approach that promotes the involvement in 
the design process of everyone that will be influenced by the 
newly designed technological solution. Thus, new 
technologies aiming to assist individuals who have had an 
ABI would, from a PD perspective, require people with 
MACIs to be involved in the design process. However, 
involving people that have cognition problems to envision 
future solutions or discuss abstract terms is challenging. PD 
researchers should consider how to promote involvement and 
participation. The research question we raise in this paper is 
What should be taken into consideration when conducting 
Participatory Design with people with MACIs? 

PD has, in decades, been concerned with marginalized 
groups and research on how to involve people with dementia, 
aphasia, amnesia, cognitive impairments, elderly, etc. in the 
design of new solutions. While the case of people with MACI 
is different from these diseases, some symptoms are similar. 
Thus, a look into the existing literature and how other 
researchers have described guidelines for working with user 
groups similar to MACI is relevant for building preliminary 
knowledge. In this paper, we initially present a summary of 
guidelines for involving people with cognitive impairments 
in PD projects. The guidelines are from a systematic literature 
review conducted by the authors of this paper. The findings 
were cross-checked and refined with the findings of a 
literature review of conducting PD with people with dementia 
by Hendriks, Truyen, and Duval [9]. 

Further, we present two empirical cases of conducting PD 
with MACI people. We take a reflective practitioner analysis 
approach to derive a set of reflections for involving MACI 
people in PD. These reflections, which emerged from the 
empirical data from 5 workshops with a total of 17 MACI 
patients as participants, have been further cross-analyzed with 
the list of guidelines found from the literature. The cross-
analysis is also influenced by the literature on MACI people, 
their symptoms, and advice for leaving with cognitive 
challenges from medical practices. We have concluded with 
a list of guidelines for conducting PD with MACI people.  
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We contribute by expanding the knowledge of conducting 
PD with a special user group like MACI people who represent 
a huge share of the society [6] and can benefit from 
technology to facilitate their daily life. Moreover, we 
contribute by bringing the attention of the PD researcher to 
this user group, which due to the “silent” characteristics of the 
disease, are usually forgotten or overlooked and left alone to 
fight a challenging daily life.   

The next section gives a more detailed overview of the 
user group, the symptoms they have, and some suggestions 
from the medical perspective on how the MACI people can 
adapt their life to the cognitive challenges. This is followed 
by a section on what PD is and why it is relevant to conduct 
PD with MACI people. We present a detailed summary of 
guidelines deriving from previous research on conducting PD 
with people with cognition challenges as part of our 
background literature. Further, we describe our methods for 
collecting the data and analyzing it, followed by the empirical 
material from two projects done with MACI people. We 
describe three workshop outlines applied in 5 PD workshops 
in the two projects. A list of methodological reflections [10] 
follows each workshop outline. We further analyze and 
discuss the findings from the empirical cases with the data 
from the list of guidelines coming from the literature review. 
In conclusion, we present a set of guidelines for conducting 
PD with MACI people.  

 

II. MILD ACQUIRED COGNITIVE IMPAIRMENTS 

AND THE IMPLICATIONS IN A PERSON’S 

LIFE 

In this section, we first describe what it means for a 

person to live with MACIs. Further, we define what 

cognitive rehabilitation is and how this service is offered in 

a rehabilitation hospital in Norway, where we conducted our 

research.   

A. What does it mean to live with Mild Cognitive 

Impairments (MCI) after Acquired Brain Injury (ABI)? 

Cognition is the individual’s capacity to acquire and use 
the information to adapt to environmental demands [11]. 
However, cognition can be challenged, and cognitive 
impairments can surface [12]. Cognitive impairments may be 
associated with cognitive decline due to aging, more-serious 
decline as dementia, or can be the consequence of an ABI. 
The latest is the category of patients involved in this study. 

ABI is brain damage acquired after birth. The causes of 
ABI can be from non-traumatic brain injury (i.e., stroke, brain 
tumors) and traumatic brain injury (i.e., accidents, falls). It 
can affect cognitive, physical, emotional, social, or 
independent functioning. The consequences can vary from 
mild to severe [13].  We specifically focus on those people 
who have been affected in mildly their cognitive functioning. 
Eghdam, Scholl, Bartfai, and Koch [7] and Nilsson, Bartfai, 
and Löfgren [14] use the term Mild Acquired Cognitive 
Impairment(s) (MACI) “to describe a subgroup of patients 
with mild cognitive impairment(s) (MCI) who are expected to 
reach a stable cognitive level over time. This patient group is 
generally young and have acquired MCI from a head injury 

or mild stroke” (ibid). As this is similar to the user group we 
are interested in this paper, we borrow their terminology. 

Cognitive impairments often persist after the ABI, and 

they can significantly affect an individual’s abilities to 

perform everyday tasks, fulfill previous roles, and maintain 

personal-social relationships [14][15][16][17]. Thus, 

people's life becomes challenging, based on the severity of 

their injury. These people can experience difficulties in 

cognitive and emotional processing while having no or 

limited movement disorders and being independent in self-

care [14][18]. Cognitive impairments after a brain injury can 

cause the following problems to people: 

• They can feel a lack of energy for doing many things 

within a specific time frame. 

• They can face problems with memory, which can be 

related to working memory or long-term memory. This 

creates difficulties in remembering and learning new 

things. 

• They can face problems to keep the attention and 

concentrate on a specific issue and be able to eliminate 

the other unimportant information around them.  

• They can face a reduced tempo of performing activities 

and engaging only those activities that are relevant to 

them.  

• They can face a reduced multitasking capacity. The 

person becomes very tired if s/he has to manage too 

many activities at the same time. 

• They can face an increased response time due to a slower 

process of thinking. 

• They can face difficulties to start or initiate something, 

sometimes caused but a lack of motivation. 

• They can face challenges in making mental changes 

from one topic to another.  

• They can face difficulties in stopping, which relates to 

impulsivity, overactivity, and difficulties in controlling 

unwanted or inappropriate responses.   

• They can face a reduced understanding of oneself, which 

involves a reduced ability to perceive one's own 

mistakes, to take into account the impression one makes 

on others, or to assess a social situation accurately. 

• They can face thinking specifically and taking 

everything literally. This can also be associated with a 

loss of the ability to plan, look ahead, and think 

purposefully.  

• They can have difficulties with using language and 

communicating, such as not finding a word, repeating 

the self in a conversation, having difficulties in making 

a point in a conversation, mixing words, or having 

difficulties in understanding humor or irony. 

• They can face difficulties in processing the information 

received, solving problems, and executive functioning.  

• They can face changes in how they engage in social life 

and social communication. 

(the list presented above is a translated summary from 

[19][20]) 
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The list of cognitive challenges that can be faced by 
patients that have had an ABI and suffer cognitive 
impairments shows how heterogeneous this user group is. In 
MACI people, these symptoms are mild, and the person in 
most cases continues having an active life, working or 
participating in social activities, running a house, or following 
hobbies. However, their life is not the same [21].  

The symptoms of MACI patients mentioned above have 
similarities with other user groups as dementia and amnesia 
when memory problems are present, aphasia when 
communication problems are present, executive functioning, 
memory, attention, reduced tempo, and slow reactions are 
elements that are also associated with getting old. Moreover, 
problems with problem-solving can be similar to other 
cognitive impairment that patients have had from birth. 

In the following subsection, we will describe the case of 

cognitive rehabilitation as the setting on which we conducted 

our research. In this paper, we have used interchangeably 

different variations to refer to people living with MACIs, 

such as “people with MACIs, MACI people or MACI 

person”. Instead, from now on, we will use “patient(s) with 

MACIs, or MACI patient(s)” to refer to people with MACIs 

who are patients in a rehabilitation institution, which is the 

setting of our study. Moreover, in some cases, we will use 

the term patient(s) even when referring to the home context 

because people with MACI have a chronic disease, which 

makes them chronic patients in a rehabilitation context. 

When we describe our case, present the findings, and discuss 

them, we use the term “patients” as it better represents our 

participants. Instead, when we present the final guidelines, 

we refer to MACI people in general in any setting where they 

can be involved in designing new technologies useful to 

them.   

B. MACI Treatment – Cognitive Rehabilitation  

“Cognitive rehabilitation can be defined as a learning 
experience aimed at either restoring impaired higher 
cerebral functioning or improving performance in the real-
world using substitution or compensation techniques” [16]. 
Cognitive rehabilitation is offered in specialized 
rehabilitation institutions. The cases presented in this paper 
are related to two projects that we did in collaboration with 
the Department of Cognitive Rehabilitation (DCR) of 
Sunnaas rehabilitation hospital in Norway.  

Sunnaas offers multidisciplinary rehabilitation to people 
with complex functional impairments following illness or 
injury. We focused only on the cognitive rehabilitation 
process. The rehabilitation at the hospital (inpatient) is carried 
forward by a multidisciplinary team that helps the patient to 
define realistic and attainable rehabilitation goals and then 
define, in collaboration with the patient, a set of interventions 
that the patient should do for achieving the goals. The goals 
and respective interventions make a rehabilitation plan. The 
rehabilitation plan is imprinted in the “Goal-Plan” document. 
This Goal-plan is at the core of the rehabilitation process in 
the hospital. It helps to coordinate the activities that both the 
patient and the multidisciplinary team get involved in during 
the patient’s hospitalization period. In every activity at the 
hospital, both the multidisciplinary team and the patient 

should refer to the Goal-Plan. For the team, the Goal-Plan 
resides in the hospital Electronic Medical Record system. 
Instead, for the patient, the Goal-Plan is a printed paper 
document. The patient continues with the rehabilitation plan 
at home and returns to the hospital after 2-6 months for short 
follow-up and further adjustments of rehabilitation goals. A 
more detailed description has been presented in Becker, 
Kirmess, Tornås, and Løvstad [22]. 

As part of the rehabilitation plan, different kinds of 
rehabilitation therapies, customized to each patient's needs, 
are applied. Some suggestions of rehabilitation techniques for 
working with patients that have had an ABI retrieved from the 
literature are:  

• When communicating with an MACI patient, it is 
important to give her/him time, use short and concrete 
sentences, be clear, and try to receive confirmation that 
s/he understood what was said. Moreover, it is relevant 
to pay attention to how the patient feels that day. 

• In order to increase understanding, remembrance, and 
better communication with MACI patients, repetition is 
necessary.  

• Giving patients more time to do things or discuss is 
another strategy suggested. Moreover, considering the 
low capacity and high level of fatigue, pauses are 
recommended [19][20].  

• In order to improve executive functioning Haskins, 
Cicerone, and Trexler [23] highlight the Goal-Plan-Do-
Review (GPDR) model as helpful. GPDR requires the 
patients to increase awareness toward a specific goal that 
they want to achieve, plan carefully on how to achieve 
this goal, do the activity, and evaluate that after.  

• In order to improve memory deficiencies, Haskins, 
Cicerone, and Trexler [23] describe different techniques 
which are in analogy with a “divide and conquer” 
approach where a bigger task is divided into smaller 
steps, and these steps are used to train by repetition. 
Considering that memory is fragile, an errorless 
approach in the rehabilitation techniques is used [18]. 
This aims to teach the patients only the right things so 
s/he might not risk preserving the error instead of the 
right information. Visual cues are also considered useful 
in helping to train memory deficits [24]. Cicerone et al. 
[25] suggest using references from patients’ daily life 
because it is easier and more likely to remember the 
information when it is silent and personally meaningful.  

The techniques mentioned above were both presented as 
in individual therapy sessions or group therapies. Patients 
with MACIs can find group therapies specifically helpful 
when it comes to discussing their problems and expressing 
more about their story in front of other patients with similar 
challenges. Now that an overview of the patient group 
symptoms and the rehabilitation process which s/he goes 
through has been presented, we further describe PD and how 
that might be relevant for this user group.  

III. PARTICIPATORY DESIGN 

PD was established at the end of the 1970s to democratize 
both the working life and the design process of new 
information technologies [26].  PD emphasizes the idea that 
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those who will be affected by the design of new information 
technologies or digital artifacts, should get involved and have 
a say during the design process of these technologies [27].  
PD considers users “domain experts” of the realities in which 
they live, so they must undertake the role of the designers 
[27].   

In Routledge Handbook of Participatory Design, 

Simonsen, and Robertson [8] define PD as: 

“a process of investigating, understanding, reflecting upon, 

establishing, developing and supporting mutual learning 

participants in collective “reflection-in-action”. The 

participants typically undertake the two principal roles of 

users and designers where the designer strives to learn the 

realities of users’ situation while the users strive to articulate 

their desired aims and learn appropriate technological 

means to obtain them.” 
At the core of PD is the idea of genuine participation in 

decision making. Genuine participation stands on a political 
rationale where the voice of marginalized groups is heard in 
the decision making that will influence them. Thus, designing 
technologies for patients with MACIs require their 
participation in the design process. Their marginalized voices 
in a paternalistic healthcare system where the patient follows 
what the doctors say should be raised and heard. By applying 
PD, these patients can have a say and genuinely participate in 
the design of new technologies, which will be used by them. 

Moreover, as we describe above, MACI is a silent 
condition and often overlooked. This makes this group 
marginalized for the technologies that have paid more 
attention to more severe cases. We use the general term 
“technology(s)” because, in every technology type, digital 
solutions, tangible solution, ICTs (Information and 
Communication Technologies), etc. people that will be 
influenced by the new technology should be involved in its 
design. Moreover, different technologies can help MACI 
patients in different situations. For example, a tangible alarm 
button can be used in the case of a fall. Instead, an application 
can be designed to serve as a calendar.  

PD is applied as a set of general principles that should be 
adapted to the specifics of the project. One of the principles 
of PD is “equalizing power relations”. Thus, PD is concerned 
with questions such as “whom we may risk leaving out of the 
design space, how we can act upon such challenges and how 
to provide for alternative perspectives on participation and 
democratization” [28], and finding ways to give voice to 
those who may be invisible or weaker in organizational power 
structures [29] and beyond, thus building a democratic 
process.  

Greenbaum and Kensing [29] point out that democracy is 
often propagated as a concept that is assumed to happen by 
itself. However, it requires educated and engaged people 
acting on their own interests and in the interests of the 
common good. Another principle of PD is mutual learning, 
where both designers and users should learn from each other 

in the design process. Learning also is cognitively 
demanding. Thus, the requirement for active participation and 
mutual learning poses a requirement for people to have a 
certain level of cognition. The number of people who live 
with cognitive impairments is high. To have a truly 
democratic process, we should not risk leaving this user group 
out of the design process.  

Greenbaum and Kensing [29, pp. 33-34] have listed tools 
and techniques among the principles in PD. Different tools 
and techniques are used by designers and researchers to 
involve users in the design process. The designer should 
reflect which tools and techniques fit her/his user group and 
then adapt them with the practice at hand [30]. Choosing the 
right techniques and tools is as relevant as challenging when 
the focus group of the research is people who suffer cognitive 
impairments. A technique’s goals, structure, and participation 
model can pose cognitive requirements to the participants. 
Some aspects of these requirements are fundamental to the 
activity (for example, a group discussion must involve 
communication), while other aspects are flexible 
(communication can be verbal, gestural, etc.). This flexibility 
can suggest ways in which a technique may be modified or 
adapted to people's cognitive abilities. However, what tools 
and techniques are chosen in a PD project would influence the 
true level of participation of the users in the design process 
[29].  

A. Participatory Design with people with ABI 

In PD, the active participation of people with disabilities 
in designing new technologies has been discussed 
significantly in conferences and workshops. Dementia 
patients or specific severe clinical conditions affecting 
cognition have been in the focus of many publications 
(examples [31][32][33][34]). Regarding the mild cognitive 
impairments, extensive research has been done with old 
adults or people with intellectual disabilities. However, little 
research has been conducted specifically on patients suffering 
from MACI [1] [35].  

Augstein, Neumayr, Ruckser-Scherb, and Dielacher [36] 
have designed an interactive tabletop in the rehabilitation 
setting of people after an ABI by using a PD approach. 
However, they have involved in the design rehabilitation 
specialist as proxies of people that have had an ABI.  

More research has been conducted with people that had a 
stroke. Balaam et al. [37] and Threatt et al. [38] have 
described some cases of involvement of stroke patients in the 
design process. However, this involvement is mostly in terms 
of interviews and observations and further during testing. The 
design is handled either by the designers or designers and 
clinicians together. The involvement of clinicians in design is 
as well described in Faria and Sergi Bermúdez [39]. Instead, 
Magnusson et al. [40] describe a case where stroke patients 
are involved in focus groups and as well in co-design 
workshops were brainstorming, and body-storming 
techniques are used. 
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Table 1. List of guidelines for conducting PD with people with cognitive impairments 

No. Guidelines Reference 

DG_PP1 Get the consent of the participant on various moments throughout the research process [9] 

DG_PP2 Communicate about project goals without intermediaries [9] 

DG_PP3 Give yourself enough time for general practicalities [9] 

DG_PP4 
Get to know your target group, try to understand their cognitive deficit and become sensitive to 

their needs and situation 
[9][41][42] 

DG_PP5 Assess abilities through standardized tests [4][9][43] 

DG_PP6 Recruit and plan well in advance [44]  

DG_T1 

Involve users in design in appropriate and familiar environments 

• The location should hold an appropriate social status  

• The choice of location should take into account the deficits of the participants and 

ensure easy access to the meeting room 

• Using the person’s home might help to make the participant feel at ease 

[9][45][46] 

[47] 

DG_T2 Adapt the language to participants 
[2][9][41][44] 

[48][49] 

DG_T3 
As the verbal might be a problem, make use of non-verbal elements such as visual stimuli like 

photos of objects or physical artifacts (notes, etc.) 

[9][50][51] 

[52][53][54] 

DG_T4 Use distinctive contextual cues (like nametags) [4] 

DG_T5 
Consider the fidelity of the tools used to design 

• Consider using physical artifacts 
[4] 

DG_M1 

Consider activities that facilitate challenges in envisioning future solutions 

• Boost sharing personal experiences [9][41][44][46][55][56] 

• Support the building of IT literacy [57] 

• Provide more hands-on activities and collective prototyping [55][58][59] 

• Use visual cues [41][42][55][59] 

• Make use of fictional characters in different scenarios [60] 

• Try to avoid appealing to the person fantasy; avoid too much choice [9] 

[2][9][42][44]

[48][54] 

DG_M2 

Consider activities that facilitate challenges with abstract concepts 

• Explain technological concepts in an easy-to-understand way [41] 

• Consider the fear of sketching [61] abstract ideas  

• Let the designer do the sketches if needed as a start for discussion [62] 

[41][50] [59] 

DG_M3 Involve people in designing valuable solutions, real purpose, interesting [9][44][63] 

DG_M4 
Plan activities to surpass challenges in continuity 

• Using a document design history or summary documents of each session 

[41][43][51] 

[64] 

DG_M5 Use previously known activities and natural tasks [9][55][59] 

DG_M6 For each activity create a relatively open artifact and brief  [48] 

DG_M7 

Provide alternative activities so to engage all participants 

• Adapt methods so that it will take into account the difficulties in the comprehension and 

production of language, both verbal and textual  

• Adapt methods so that it can overcome impairments of memory 

• Facilitate participants to stay on track based on their individual needs 

[9][48][50] 

[65][66] 
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No. Guidelines Reference 

• If working in a group, modify the method considering the different impairments each 

member of the group is facing 

• Consider the possibility of organizing individual participatory design sessions 

• Consider personalization and individuality for each patient  

DG_M8 

Consider activities that can be flexible and empathic to adapt to the needs of the group: 

• Activities that can help create a friendly environment [44][46][67] 

• Activities that can boost participants self-esteem and confidence [52][68] 

• Activities that can include elements of playfulness [42][52][55] 

[9][42][49] 

[50][54] 

DG_F1 Researchers should clearly explain the purpose of events and the role of the participants [9] 

DG_F2 

To enclose personal info from the facilitators will boost participants confidence and make it 

easier to share things 

 

[9][69] 

DG_F3 

Incorporate Structure and Review in activities 

• It is important to foresee enough time for participants to get to know each other, 

repetition and constant reviewing of the different research/design phases 

[2][9][43][46]

[54][59] 

DG_F4 During a participatory design session, try to minimize distraction and keep participants on focus [9] 

DG_P1 

Consider a one to one or group work in a PD session 

• Try to overcome the challenge of working in groups [70] 

• Try to diminish the risk of the designer strong position [45] 

• Try to overcome deficits by pairing persons with different deficits into one subgroup [9] 

[9][54][71] 

DG_P2 
Carefully decide the session duration and number of participants 

• In people with dementia [9] suggests working in small groups 
[2][9][46][52] 

DG_P3 
Involve caregivers as support in conversation with participants   

• Third-party involvement [56][59] 

[2][9][41][51]

[59] 

DG_P4 Involve caregivers as domain experts in the design process [41][51] [72] 

DG_P5 

Eliminate usability problems with the carers of the patients 

• Specialist are relevant in generalizing solution [51] 

• Use persons who do not suffer from a deficit to get rid of general design problems [2][9] 
[4][9] 

DG_P6 
Promote the involvement of family members; However, the involvement should be associated 

with a critical attitude [73][74] 

DG_A1 
Try not to over-analyze the utterances of the participants 

[9] 

DG_A2 
Be critical towards the representativeness of the participants 

[9] 

B. Participatory design with people with cognitive 

impairments 
Research in PD with people with cognitive impairments 

is not novel. Researchers have been conducting PD with 
people with dementia, aphasia, amnesia, stroke patients, or in 
general, in older adults’ populations, etc. for more than two 
decades. A set of workshops focused on people with cognitive 
impairment has been taking place in conferences [33][73] 
[74][75]. Moreover, a considerable number of papers had 
been published [4][9][33][44][76]. The papers are mostly 
focused on describing and analyzing single PD projects and 
deriving implications for involving people with cognitive 
impairments in the participatory design process. Hendriks, 
Truyen, and Duval [9] present a broad review of conducting 

PD with people with Dementia and list a set of guidelines for 
participatory design together with persons with dementia. In 
their review, they have looked into PD projects with other 
user groups that have similar symptoms as persons with 
dementia such as amnesia, aphasia, and elderly. We build on 
their findings and expand them further with some findings 
from a literature review that we conducted in January-June 
2019. The findings from the literature review are presented in 
Table 1.  

As stated above, as a research question in this paper, we 
investigate what a researcher should take into consideration 
when conducting PD with people with MACIs. However, as 
mentioned above, the number of publications specifically 
related to this user group is low, and only a few other 
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publications refer to PD with stroke patients. Hence, in order 
to have a broader overview of how to conduct a PD project 
with our user group, we did a systematic search in the 
literature of conducting PD with people with any kind of 
cognition challenges considering the similarity in symptoms.  

We limited our search to the ACM and Springer databases 
since they are the main publishing venues for conferences and 
journals in design. We initially planned to investigate 
publications in specific conferences.  However, in order to 
mitigate the risk of leaving out any relevant publication, we 
decided to expand the search generally for the two databases. 
We used several search terms in both databases. The constant 
search term was “participatory design” or “codesign” (and 
variations of it), qualified by more specific searches for user 
groups that experience cognitive impairments such as older 
adults, people with dementia, aphasia, cognitive decline, 
brain injury, and stroke. 

Moreover, we added search terms that relate to the 
symptoms that people with cognitive impairments face, such 
as memory, attention, and tiredness. The search gave us an 
extensive set of papers. After removing duplicates, we ended 
up with 326 papers in ACM and 146 in Springer. The initial 
phase was to read through the abstract and quickly scan the 
papers’ headings if there was any part that was dedicated to 
PD or the design process. Based on this, we decided if we 
needed to read the paper further. From the first scan, we 
decided to read 105 ACM papers and 38 Springer papers 
thoroughly. 

After this, we discarded papers found to be out of scope. 
Some because they did not explain a specific case of 
participatory design with people facing some form of 
cognitive impairments, some for just mentioning a PD 
process without additional information, and somewhere the 
design process was not a true participatory design process 
with the involvement of users as partners in design. We 
concluded the selection with 105 papers. We classified the 
papers into Technology papers (18); Methods papers (49); PD 
practice papers (28) - in which the PD process and the tool 
developed were explained; and General PD challenges papers 
(17) - focused more in a conceptual discussion of what 
implications and what concepts are important on co-
designing with people with disabilities. It was not a precise 
positioning of the papers in one of the categories mentioned 
above, and some could belong to all. However, each paper 
was assigned to only one category based on the paper’s main 
contribution.  

To analyze the data from the literature review, we were 
guided by content analysis and grounded theory approaches 
[77]. The content analysis starts by assigning specific 

descriptors to blocks of text in the collected data, a process 
called “coding”. The coding can be emergent or a priori. The 
emergent coding is the core of the grounded theory approach, 
and the codes emerge from the data under review. Apriori 
coding involves the use of an established theory or hypothesis 
to guide the selection of codes. These categories might come 
from previously published work in related areas, or own prior 
investigations of the topic at hand. 

We started by openly coding our data. Codes that 
described similar guidelines were grouped into concepts. 
Concepts were further grouped into categories (axial coding). 
Throughout the coding process, both authors of the paper 
were engaged in intensive discussions to find meaningful 
codes or concepts (i.e., topics). 

To compare the results and refine and enrich our emergent 
codes, we used apriori coding in the second round of analysis. 
The apriori codes used derived from Hendriks, Truyen, and 
Duval [9]. Moreover, Hendriks, Truyen, and Duval [9] have 
categorized their guidelines. We preserve these categories 
and introduce a set of guidelines and actions to take for each 
guideline suggested by different authors (cross-checked with 
the guidelines from Hendriks, Truyen, and Duval [9]) for each 
of the categories.  

In Table 1, we have listed guidelines for conducting PD 
with people with cognitive impairments, and group these 
guidelines into the following categories: Preparation (coded 
as DG_PP), Tools (coded as DG_T), Moderator (coded as 
DG_F where F stands for the facilitator, inspired by [78]), 
Methods (coded as DG_M – instead of methods we will refer 
to this category as Techniques inspired from the Simonsen, 
and Robertson [8]. We save the letter M in coding as the letter 
T has been used for the Tools category already) and 
Participants (coded as DG_P) and Analysis (coded as DG_A).  

IV. METHODS 

In this section, we initially present the data collection 

method, followed by the method used for analysis.  

A. Data collection 

The study aims to define a set of guidelines for conducting 
PD together with people with MACI. For defining the 
guidelines, we build on two empirical cases where we 
conducted PD with people with MACI.   

In the first case, the aim was to redesign the Goal-Plan 
document used as a central document of patient rehabilitation 
at the DCR. The redesign aimed to make the document more 
useful for the patients during their rehabilitation. 

Table 2. A summary of activities on how empirical data was collected 

 Workshops Participants Recordings Facilitators Reflection-on-action Preparation 
meetings 

Workshop 
Outline 1 

Workshop 1 4 patients 1h:10m 2 Facilitators + clinical 
representatives 

3 

Workshop 
Outline 2 

Workshop 2 
Workshop3 

4 patients 
2 patients 

1h:10m 2 
2 

Facilitators + clinical 
representatives 

2 

Workshop 
Outline 3 

Workshop 4 
Workshop 5 

2 patients + 3 staff 
5 patients + 5 staff 

1h:45m 2 
2 

Facilitators 2 
2 
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We participated in the project as researchers pursuing our 
aim of investigating how to involve MACI patients in PD and 
designers to help the DCR to redesign the Goal-Plan.  

Different methods and techniques can be applied in PD 
projects to involve the users in design. In the PD handbook, 
Brandt, Binder, and Sanders [30] describe a set of techniques 
that emphasize different parts such as telling, making, and 
enacting or the possible combination of these. We decided to 
involve MACI patients in PD workshops as our method of 
investigation. Workshops give the possibility to evaluate 
different traits of user involvement in the design, thus giving 
us the possibility to explore more on MACI patients and how 
to conduct PD with them. In a workshop, several techniques 
can be combined. 

For redesigning the Goal-Plan project, we worked 
together with a project committee with representatives from 
the multidisciplinary team at the DCR. We prepared and 
conducted three workshops with a total of 10 participants.  All 
three workshops were audio recorded. Moreover, after the 
workshops, a reflection meeting was conducted between 
facilitators and clinical representatives to discuss the 
workshop and the participants' engagement. The first author 
kept notes from these meetings electronically.  

The second case is a continuation of the first case. The 
aim is to design a digital Goal-Plan that can be used by 
patients and staff in the process of defining rehabilitation 
goals and keeping track of the goals throughout the time that 
the patient is at the DCR. Thus, the digital tool would work 
as an enhancement or substitution of the current paper 
document. Two workshops with people with MACI, where a 
total of 7 patients and 7 multidisciplinary team members 
participated, were organized as part of the project.  

The authors of this paper were involved in the project as 
researchers and designers. Both authors worked in the 
preparation of the workshops. The first author was as well a 
facilitator in the workshops. Both workshops for this 
digitalization of the Goal-Plan project were audio-recorded, 
and the reflections from the workshops were as well audio 
recorded. A summary of the data collection is presented in 
Table 2.   

B. Analysis  

To analyze the experience of conducting PD with people 
with MACI, we build on Schön’s [79] approach of the 
reflective practitioner. Schön describes two types of 
reflections: 

Reflection-in-action is undertaken in the indeterminate 
zones of practice. The reflective practitioner “thinks up and 
tries out new actions intended to explore the newly observed 
phenomena, test tentative understandings of them, or affirm 
moves invented to change things for the better. What 
distinguishes reflection-in-action from other kinds of 
reflection is its immediate significance for action.” ([79, pp. 
28-29]). Referred to as a reflective conversation with the 
situation. 

Schön's use of the term reflection-on-action refers to the 
process of making sense of an action after it has occurred. It 
serves to extend one's knowledge base. 

The two PD projects described in Sections V and VI have 
involved both reflections in action and reflection-on-action. 

Some reflections for the first case (Section V) have already 
been presented in a previous publication [1]. Those 
reflections were made before the literature review. The 
reflections presented in this paper have been refined further 
due to the findings in the literature review.  

The analysis was conducted in two parts. Initially, for 
each of the cases, the authors, based on the experience of 
conducting PD with MACI patients, made a list of reflections 
on each of the workshops. The list of reflections for the three 
workshops in Case 1 started in June 2018 and was published 
in March 2019 [1]. However, we expanded the list of those 
reflections in January-February 2020, where additional 
elements of the workshops or the preparation phase were 
listed as reflections. For Case 2 and its two workshops, the 
list of reflections was made in February 2020. The reflections 
list is what Schön [79] defines as reflections-on action. The 
reflections on action presented in this paper are the ones from 
the perspective of the facilitator in the PD sessions and not 
through an evaluation of the sessions from the patients’ 
perspective.  

We present the reflections for each workshop outline 
because the same outline had mostly the same reflections. If 
there were different reflections among workshops in the same 
outline, we have made sure to capture and include it in the 
reflections by referring specifically to the workshop.  

The second part of the analysis was the refining of the 
reflections drawn on existing literature guidelines for 
conducting PD with people with cognitive impairments. The 
initial reflections list for each workshop outline was put in an 
excel sheet where each reflection was inserted in a different 
column. Instead, in the rows, we listed the guidelines found 
in the literature (as in Table 1). Figure 1, the under excel sheet, 
shows this part of the analysis. We started a qualitative 
“correlation analysis” based on reflections and 
interpretations. We initially went through the guidelines from 
the literature and analyzed which of our reflections from the 
empirical cases were compatible with specific guidelines 
found in the literature.  Some of the guidelines in Table 1. 
helped the authors reflect on topics we had taken for granted 
in the initial reflective analysis, leading to updates in our 
reflections’ lists.  

Moreover, a second round of reflective interpretative 
qualitative “correlation analysis” was undertaken. Again, we 
read through the guidelines from the literature and analyzed 
which of the reflections were compatible with them, leading 
to further refinements of the reflections list. 

In the third round, we started grouping our list of 
reflections based on the categories that we had in the 
guidelines from the literature in Table 1. These categories are 
borrowed from Hendriks, Truyen, and Duval [9], and are 
Preparation, Tools, Techniques, Facilitators, Participants, 
Analysis. We present the reflections for each workshop 
outline divided into each of these categories.  

In the fourth round of analysis, we created a new version 
of the excel file and created separate sheets for each of the 
categories, as shown in Figure 1, the top excel sheet. The 
reflective interpretative analysis in this phase led to a set of 
guidelines for conducting PD with MACI patients, emerging 
from the literature of PD guidelines with people with 
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cognitive impairments and the experience of conducting PD 
with MACI patients in two projects. 

The correlation analysis was also influenced by the 
characteristics of cognition challenges that the MACI patients 
have and the suggestions coming from rehabilitation theories, 
as described in the “Cognitive Rehabilitation Manual” [23]. 
The final list of guidelines for conducting PD with MACI 
patients is included in this paper’s discussion. 

 
Figure 1. Visualization of the excel sheet used for the analysis and the 

smaller sheet of analysis for tools guidelines for conducting PD with 

MACI patients 

V. CASE 1: REDESIGNING THE GOAL-PLAN 

Above we presented the cognitive rehabilitation process 
in a hospital in Norway. The structure within the hospital, 
which is specialized in cognitive rehabilitation for patients 
with MACI, is the DCR. One of the primary working 
documents at the DCR, as explained above, is the Goal-Plan. 
Intending to empower the patient, the DCR wanted to 
redesign the layout of the document so it would fit more 
patients’ needs and consequently make the patients make 
more and better use of the document during their stay at the 
hospital. We will refer to this project in this paper as “the 
redesign project”. 

As stated above, the authors were involved in the project 
in the role of researchers and designers to investigate patients’ 
needs and, together with the patients, redesign a new version 
of the Goal-Plan that would fit those needs. Both authors 
worked in the preparation phase and the reflective analysis 
presented in this paper, and the first author participated and 
facilitated the workshops described below. 

In collaboration with a project committee with 
representatives from the multidisciplinary team at the DCR, 
we prepared and conducted three workshops with the patients.  
The title of the workshops was: Redesign the Goal-Plan: A 
patient’s perspective. The workshops aimed to get an 
understanding of what experience the patient has had with the 
Goal-Plan and discuss ideas on how to redesign that 
document so that patients can integrate it more in the activities 
during their rehabilitation period at the hospital.  

In total, ten patients participated. In the first two 
workshops, patients that had been at the hospital for more 
than a week were invited, so they were familiar with the 
document to be redesigned. Four patients participated in the 
first two workshops. In the last workshop, only two patients 
participated, who were back at the hospital for their follow-
up week, six months after their discharge. We were two 

facilitators – the first author in the role of facilitator and 
designer and as well one representative from the hospital who 
had an experience of working with this patient group but was 
not their direct therapist at the DCR. We refer to this second 
facilitator as a “knowledgeable third party” [1].   

Below we describe the preparation process for the 
workshops and present and reflect on two workshop outlines  

A. Preparation 

In the preparation phase, we collaborated with a 
multidisciplinary team at the DCR. This team was assigned 
as a leading committee for the project, and we refer to it in 
another publication as the multidisciplinary project 
committee.  

The committee was compounded by therapists who had 
high expertise in working with MACI patients. We refer to 
these people as “domain experts”.  

In order to facilitate the collaboration in the planning 
phase, prior to workshop 1, the first author conducted a PD 
workshop with the multidisciplinary project committee. The 
aim was to introduce the committee to some of the techniques 
used in PD and also for the first author in the role of researcher 
and designer to learn more about the user group. The 
workshop was initially seen with skepticism from the 
committee members, but once they understood the aim, they 
expressed that it was useful to learn about the PD approach 
and be able to contribute to “design” better workshops to 
enhance MACI patients’ engagement.   

Based on an agreement with the project committee and 
some shared editing iteration, the DCR staff members gave 
patients before the workshop a consent form, including an 
invitation to the workshop and a description of the project. 
The consent form was written in a very simple language to 
make it easier for the patient to follow. However, it was a 
detailed and consequently long description, to make sure that 
all the ethical issues were covered.  

The project committee members tried to recruit their 
patients, asking if they would be interested in participating in 
the project. The patients that showed interests were then 
presented with the project invitation and the consent form. 
We were aware that the description might be excessive for the 
patient and could make her/him neglect reading it carefully. 
To make sure that the patient understood the consent form, 
one of the staff members at DCR spent time with the patient 
(that had expressed the willingness to participate) before the 
workshop, going through the document, and provide further 
explanations where needed. The workshop time was included 
in the participant's weekly plan. This is a calendar document 
where all the activities of a patient at the hospital are listed. 
The participants said that listing the workshop in the calendar 
helped them remember.  

Regarding ethical concerns, we decided together with the 
committee that no personal patient data would be recorded. 
However, the sessions would be audio recorded so we could 
analyze the data later. The data collected through recordings 
are considered not anonymous (they are identifiable data), so 
they would be stored carefully in a safe location. In 
accordance with the project agreement, all digital data was 
stored in a personalized folder at the hospital servers.  
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During the first workshop, we noticed that some patients 
did not have a clear idea of what they had committed and 
needed a reminder. Thus, before workshops 2 and 3 in the 
morning of the workshop day, the nurses at the DCR talked 
with the patients again, to make sure the patients understood 
the scope of the project and were reminded and more prepared 
for what they were participating in later in the day. This was 
especially useful for patients with memory problems. 

Moreover, we decided to conduct the workshops in 
environments that were familiar for the patients at the unit and 
would be adequate not to distract the patient and influence in 
their attention.   

B. Workshop Outline 1 

We organized Workshop 1 in two parts.  
The first part was “storytelling”. The title was “Sharing 

your experience”. We invited participants to talk about their 
experience with the Goal-Plan. Moreover, we provided 
participants a whiteboard with a print out of the old Goal-Plan 
was set in the middle and sticky notes in different colors. The 
patients could use those to write down keywords to facilitate 
remembering what they had to say when their turn would 
come. 

In the second part, we challenged participants to think, 
“How would they want their Goal-Plan to look like” and 
design the idea afterward. The technique chosen was drawing 
and discussion. 

For the second part, we removed the Goal-Plan and gave 
each of the participants a white sheet of paper, where they 
could design their ideal Goal-Plan.  

The first author led the session. The second facilitator was 
facilitating the communication with the patient when that was 
needed.   

C. Reflections-on-action 

In this subsection, we present a set of reflections-on-

action from workshop outline 1. Reflections are grouped 

based on the categories borrowed from Hendriks, Truyen, 

and Duval [9] and also used in Table 1 above. The reflections 

are presented as insights on best practices or problems we 

faced based on a look back on our experience while 

conducting PD with MACI patients. We refer to these 

reflections again in the discussion section when we analyze 

these reflections from a theoretical perspective and conclude 

with a set of guidelines for conducting PD with MACI 

patients. Numbering the reflections has no specific meaning, 

but it useful to refer to after in the discussion.  

Preparation 

• WO1_1 – Involving domain experts in planning the PD 

process for the MACI patients resulted in arranging a 

workshop which was enjoyable for the participants and 

provided the researchers with relevant information. 

Moreover, for a researcher or designer would be very 

difficult to gain deep knowledge of the patients’ needs 

in the timeframe of a project. Thus, having in the 

planning team, the domain experts facilitates having a 

broader perspective for the patient group and planning 

better.  

• WO1_2 – Having a PD introduction to the project 
committee compounded by domain experts helped the 
mutual learning and made the planning easy. We, as 
designers and researchers, learned more about the user 
group, their needs, and challenges. During the mutual 
learning period, the first author had in situ conversations 
with the domain experts about the patients and how to 
design with MACI patients. Relevant tips and literature 
were exchanged in the conversation. Moreover, the 
domain experts gained new knowledge about the PD 
techniques and gave more specific recommendations on 
the activities that could be adequate or not for the 
workshop participants.  

• WO1_3 – Explaining the consent form individually and 
verbally to the patients that had shown interest to 
participate in the workshop helped in increasing their 
understanding of the workshop's aim and how the data 
would be collected and stored. The lack of a verbal 
explanation would have caused one of the participants 
not to understand what was signing for. The person was 
diagnosed with dyslexia. 

• WO1_4 – The project committee facilitated the 
recruiting process. The patients were already in the 
hospital unit, so it was easier to invite them to participate. 
However, in order to establish a relationship with the 
hospital and receive permission to conduct research in 
the DCR, it was a long process. In this process, we had 
two significant gatekeepers that supported us.  

• WO1_5 – Planning was done well in advance, but the 
recruiting process was mostly done on a one week before 
notice. This because the persons invited were at the 
hospital, which was easily accessible for the authors. 
However, the process was limited in time because the 
persons would be patients at the hospital only for five 
weeks. Moreover, the domain experts suggested that 
even if recruited well in advance there is a risk that the 
patient might forget about the workshop date or in 
another scenario, the change in his/her condition from 
one week to another can influence them to drop the 
participation (some can feel too tired, not motivated, 
etc.).  

Tools 

• WO1_6 – Involving the DCR patients in a workshop at 
the hospital, which was a familiar environment for the 
patients, created an easy-going atmosphere. We used a 
room the patients had been in before for some of the 
activities at the hospital. Moreover, the room was easily 
accessible to everyone. 

• WO1_7 – We distributed the materials on the table. The 
participants liked to look through these carelessly 
distributed workshop materials on the table, but they did 
not use any of them. Any of the four participants did not 
embrace the unstructured and open way of presenting 
materials.  

Techniques 

• WO1_8 – The participants did not use the sticky notes at 
all in the first part. They instead expressed themselves 
verbally and shared their stories easily with the others—
three of the participants engaged in talking about their 

68

International Journal on Advances in Intelligent Systems, vol 13 no 1 & 2, year 2020, http://www.iariajournals.org/intelligent_systems/

2020, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



stories and their Goal-Plan in the first part. Instead, 
writing down in sticky notes, the main points in their 
story was difficult, and the participants seemed 
uncomfortable to do. Thus, the facilitators dropped the 
idea and instead investigated more through in situ 
questions. One of the participants was more reluctant to 
share his stories. After the workshop, we found that the 
participant's cognitive impairments had influenced his 
ability to articulate himself.   

• WO1_9 – The fear of white paper, the blank page 
syndrome [31][32], was made visible in the second half 
of the workshop. The participants were good at 
articulating their needs verbally, but they were not able 
to create a visual image of their needs and consequently 
design ideas. Participants received the white paper and 
felt uncomfortable to write something on it. Instead, they 
started telling the facilitators what they wanted to have in 
a new version of the Goal-Plan. Both facilitators, ones 
noticing the hesitation, immediately reacted and 
suggested the participants to not focus on the white paper 
but more telling us their ideas about a new Goal-Plan. All 
the participants received the white paper with them, and 
only one of the participants came back the next day with 
a design suggestion and talked personally to the first 
author. Joyce [33], in her dissertation, discusses the role 
of open options in creativity and finds how the openness 
of the design space can constrain creativity. That is what 
we experienced with the MACI patients. 

• WO1_10 – Realizing the hesitation on writing in the 
sticky notes and designing on the white paper, both 
facilitators abandoned the writing and drawing idea and 
started bringing up the questions of the workshop as 
discussion points to elicit ideas and needs from the 
patients. This flexibility toward the participants' needs 
and comfortability made it possible to end the workshop 
with some interesting data from the participants and, 
most importantly, have an enjoyable session for the 
participants, which expressed the enjoyment to the 
facilitators.    

• WO1_11 – The broad approach of the workshop was 
distracting for the participants. Opening the workshop by 
asking the participants to talk about their experience with 
the Goal-Plan resulted problematic. It made them focus 
more on their goals and their specific problems rather 
than the main project aim, the Goal-Plan layout. Noticing 
the distracting reaction that the initial more general 
questions about the Goal-Plan created, the facilitators 
started asking the participants more specifically about the 
Goal-Plan layout. This resulted in participants being 
more focused on the main aim of the workshop and 
giving feedback specifically for the issue at hand. In the 
planning phase, the domain experts warned facilitators 
about the patients’ willingness to tell their story and the 
possibility of getting distracted and get lost in detail. We 
experienced this with our participants. The presence of 
the second facilitator contributed in improving the 
communication and bringing the participants in focus.  

• WO1_12 – The participants had different MACI, which 
meant they had different cognitive challenges. This 
required that within the aim of the workshop to adapt to 

each of the participants' cognitive needs. We noticed that 
two of the participants were more focused on discussing 
personal goals than contributing to the layout of the 
document. Thus, to them, we started asking more specific 
questions with short, clear sentences. Instead, one 
participant was more reluctant to share his stories. Thus, 
we tried to ask indirect questions so the participant could 
start sharing some ideas, and also, we were careful not to 
push the participant out of the comfort zone. 

• WO1_13 – The aim of the project concerned the 
participants directly. Thus, they were interested in 
contributing as much as possible. One of them expressed 
that the contribution to designing a new Goal-Plan would 
help maybe not them directly but others after them in 
their rehabilitation. The same participant had discussed 
the workshop in the evening with the kin, and they had 
together designed something in the white paper.  

• WO1_14 – Building on the participants’ personal 
experience and opinion resulted in being a positive 
experience because the participants where used at the 
hospital to share their stories with different therapists. 
Moreover, talking about the Goal-Plan from their 
experience created an environment that was friendly and 
boosted the participants’ self-esteem as there was no 
right or wrong answer.  

• WO1_15 – A thorough review of the literature about the 
patients’ clinical condition as well as observing the 
patients in the unit, made clear that it is a very special 
user group. The committee suggested focusing on the 
patients’ abilities and how to strengthen those abilities 
during the workshops. The staff highlighted the patients’ 
willingness to share their stories and express themselves 
both through words and as visual imagery.  

• WO1_16 – Based on the committee expertise, the 
optimal workshop duration would be 1 hour, divided into 
two parts, each of 20-30 minutes with a 5-10-minute 
break in between. In this way, it would be possible to 
have the patient concentrated all the time without 
fatiguing him/her. This was the case during the first 
workshop. The activities in each part lasted enough to not 
be overwhelming for the participants. The participants 
seemed happy after the workshop.  

• WO1_17 – Creating a friendly environment with coffee 
and biscuits and long breaks was stated as a positive trait 
of the workshop from the participants. The had the 
possibility to talk more with each other and with the 
facilitators during the break. However, the participants 
knew each other from before as they had been involved 
in group therapies. This created a friendly relationship 
between them and, from our interpretation, influence 
positively during the workshop by boosting the 
participants’ willingness to share their opinions and 
experiences.  

Facilitators 

• WO1_18 – Having as a facilitator, a “knowledgeable 
third party” improved the communication process for 
those participants whose communication ability was 
affected by brain injury. Discussing the issue of 
facilitators with members of the committee, we 
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considered an extension of the workshop team by 
someone from the clinical side that knows how to work 
with the patient group but is not directly involved with 
the participating patients. The committee suggested a 
member from the Learning and Mastering Center at the 
hospital, which was specialized in providing patients 
with a deeper insight regarding their health. The member 
might have met the patients during other activities 
around the hospital but was not part of the DCR staff and 
not directly involved with the patients. The involvement 
of a person that fulfills this requirement as a facilitator in 
the workshop was very useful in smoothing the 
communication and boosting the participants' 
contribution.   

• WO1_19 – Facilitator’s challenges of not being fluent in 
the Norwegian language created a fun atmosphere that 
helped the participants to feel at ease and not be shy to 
highlight their challenges. Moreover, as a facilitator 
keeping up with a positive and humble attitude helped 
the facilitators to communicate with the participants 
better. Facilitators were speaking on a slow tempo and 
not in a feeling of rush. Moreover, facilitators used a 
simple language and showed respect for the participants' 
knowledge and experience with their situation.  

• WO1_20 – The broad approach of the workshop 
diminished the direct participants' contribution to the 
design of the Goal-Plan document. Thus, the facilitators 
had to intervene to help the participants get back on track 
and focus them on the aim of the workshop.  

Participants 

• WO1_21 – The number of facilitators should balance the 
number of participants. We decided that two facilitators 
(the first author having design skills and the 
knowledgeable third-party having domain knowledge) 
would be sufficient in a workshop with four participants. 
This saved the balance during the workshop. The 
participants were in the majority, so they were not put in 
the spotlight, which could have created stress. However, 
having one leading facilitator helped to keep the focus in 
one direction. 

• WO1_22 – The committee suggested that the maximum 
number of participants per workshop should be around 4 
or 5. In this way, the participants would feel more 
comfortable and have the right space to share their stories 
and opinions. Indeed, that worked well in workshop 1 
with the four participants. Each of the participants had a 
dedicated time to express her/himself.  

• WO1_23 - Recruiting MACI patients at the hospital 
through domain experts made the process of recruitment 
easy. Moreover, the domain experts served as the 
gatekeepers for involving in the workshops MACI 
patients based on the standardized tests that the patient 
has had at the hospital. 

Analysis 

• WO1_24 – We conducted a reflective analysis with the 
two facilitators and representatives from the DCR. 
Analyzing the findings in an interdisciplinary group 
helped in making a better sense of the participants’ 
behavior during the workshop (reflected in this paper) 

and their feedback (integrated into the new Goal-Plan 
design). The assessment of the participants at the hospital 
and knowing their diagnosis was useful in triangulating 
the findings and make out meaning from them.  

After the first workshop with workshop outline 1, we 
reflected on the things that did not work perfectly during the 
workshop, and we made another plan for the next workshop. 
This leads us to workshop outline 2.  

D. Workshop Outline 2 

The workshop was organized as an updated version of a 
future workshop, as presented by Jungk and Müllert [80]. 
Future workshops have been widely used in PD. The aim is 
to make people critically discuss a current situation and then 
envision possible improvements for the issues critiqued in a 
fantasy phase. After a phase of envisioning any solution, it 
comes to the realization phase. In the realization phase, 
feasible solutions based on what the technology allows are 
discussed further. We ideated an updated version of the future 
workshop, as presented below.  

The workshop was divided into three parts.  
In the first part, the participants got a version of the old 

Goal-Plan printed out. Next, to each of the fields in the 
document, we added two icons, thumb up and down. We 
asked the participants to mark with thumb up those fields that 
they considered important for their rehabilitation. After 
choosing to thumb up or down, the participants were asked to 
share their choices with the others and tell a little bit why they 
decided so. The aim was that the participants could discuss 
the choices among each other and maybe build on the ideas 
of each other. To structure the discussion, the knowledgeable 
third-party facilitator started going from one field to another 
and asking participants for their choice. Thus, it made it easier 
for the participants to follow and contribute to the discussion.  

In the second part, the participants were asked to try to 
rewrite the fields (words used in the document) that they 
found important, in a way that they thought would be easier 
to understand and read. The participants were suggested to 
add additional fields if they thought they would be important 
in the Goal-Plan. Again, they had to work initially on their 
own and then present their suggestions to others. The other 
participants could ask questions or comment. The facilitators 
asked questions to enable the participants to articulate more 
of their needs and sometimes ask questions to understand 
better what the participant meant, to not risk misinterpretation 
during analysis. 

The third part was called “rearrange”. In this part, the 
participants were asked to rearrange the fields of the 
document which they had selected and rewritten in the first 
two parts. They could arrange the document as they wanted, 
add new fields or, change the structure of the document. At 
this point, participants could use the template of the old Goal-
Plan or get a white sheet and design on it individually. 
Colored sticky notes and pens were provided.    

In the third part, the participants were also provided with 
some examples of designs made by the multidisciplinary 
project committee in the workshop with the designer. 
Participants could have a look at those sketches for a short 
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period for inspiration. This exemplars' aim was to help 
participants surpass the white page syndrome.  

The same workshop format was used in the third 

workshop, where two patients that came back for a follow-

up week participated. The only change was that in order to 

customize the discussion for these two participants and adapt 

to their experience, we focused mostly during the workshop 

on how the continuity of the rehabilitation plan could be 

achieved when the patient leaves the hospital.  

E. Reflections-on-action 

In this subsection, we present a set of reflections-on-

action from workshop outline 2. Reflections are grouped 

based on the categories borrowed from Hendriks, Truyen, 

and Duval [9] and also used in Table 1 above. Here we do 

not have any reflections in the category “Analysis”, so this 

category is not included below. The reflections are presented 

as insights on best practices or problems we faced based on 

a look back on our experience while doing workshops 2 and 

3 with MACI patients. Here we include only reflections that 

were additional in workshop outline 2. The reflections from 

workshop outline 1 had already been taken into consideration 

before planning workshop outline 2.  

Preparation 

• WO2_1 – In workshop 2, we found that repeating the 

information about the workshop and the participation for 

the patients that had committed to participate and were 

suffering from memory problems resulted in them being 

more focused during the workshop and more prepared on 

what they were going to discuss. The nurse, as in 

workshop 1, had a meeting with the prospective 

participants to help them understand the consent form. In 

addition, the nurse talked again with the patients in the 

morning before the workshop to remind them about the 

workshop. This brought a more engaged and wider 

feedback from the participants during the workshops. 

Tools 

• WO2_2 – Distributing the sticky notes and the colored 

pens in an organized way in each of the parts of the 

workshop was noted to stimulate the participants to 

engage with the tools. They did not have the hesitation to 

chose among the tools because they had a structured set 

of tools for each part of the workshop.   

• WO2_3 – Having the Goal-Plan in a printed version in 

front of each of the participants individually as part of the 

workshop toolkit, helped them be more engaged with it. 

Participants could customize the printed piece of paper 

as they wished – they owned it. Moreover, using the 

workshop tools to collect data facilitated the 

interpretations. For example, we could count how many 

thumbs up or down were related to a field in the Goal-

Plan. 

Techniques 

• WO2_4 – We implemented a task-oriented approach in 

the workshop. Each of the parts was framed as a clear task 

that would serve a specific purpose. Participants liked this 

approach. They engaged in significant discussions with 

each other and the facilitators. Moreover, they started 

building on the ideas of each other. If someone brought 

up a new idea that would also trigger a discussion among 

other participants.  

• WO2_5 – We observed aiding the participants through 

specific cues such as marking thumb up and thumb down 

in the Goal-Plan, made it easier for them to starts the 

discussion and elicit their ideas. The usage of thumbs up 

and down was associated with more personal stories and 

individual opinions about why a specific field in the 

document was relevant or not.  So, having a structured 

way where to start the discussion was useful in helping the 

patients to build up ideas and relate those to personal 

experiences. The cues included in the tasks facilitated 

participants’ ideas and discussion. This created the 

opportunity for the facilitators to ask more questions to 

elucidate the meaning of participants’ ideas.   

• WO2_6 – Having a narrower scope of the PD session 

helped participants to stay focused and contribute 

significantly. While these reflections are not new, they 

appear very important in the case of patients with MACI.  

• WO2_7 – In the critique phase of the future workshop, we 

did not organize a real critique session. Instated, we asked 

what the participants liked and what the participants 

thought needed to be improved further in the current Goal-

Plan.  Providing both the thumb up and down options 

enabled the patient to think that some things need to be 

improved, but at the same time, that there are other things 

that are extremely relevant and need to be preserved. This 

was useful to keep participants’ good feelings and not 

expose them toward a negative mindset. Thus, 

considering ways of using positive rhetoric that can 

elucidate a critical perspective from the MACI patients in 

workshops is very relevant. 

• WO2_8 – The second part of the future workshop is the 

fantasy phase. It was clear from the first workshop that the 

MACI patients could not produce much information while 

moving directly to the fantasy phase (hesitation of the 

white paper). Thus, before jumping to the fantasy phase, 

we introduced a transition phase by asking participants to 

rewrite some of the fields in the Goal-Plan that they 

thought could have been written better for them. 

Rewriting aided participants to start envisioning a better 

solution for the Goal-Plan but still be connected to the 

things that they knew, meaning to the Goal-Plan that they 

had seen many times. In another publication [1], we refer 

to this as “the teaser of future envisioning”. The teaser is 

a simple known task that helped participants in 

transitioning toward the fantasy phase of the workshop 

and be able to design a new version of the Goal-Plan either 

by rearranging the old one or by designing in a white 

paper. The white paper syndrome was defeated, and 

participants could come up with design suggestions for a 

new version of the Goal-Plan.  Figure 2 shows some of 

these design suggestions provided by patients. 
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• WO2_9 – The use of exemplars in the “rearrange” part of 

the workshop, might lead and influence participants’ 

ideas. We were skeptical about the usage of these 

exemplars, but we wanted to observe what their influence 

could be and how the patients would react toward that. 

However, screening participants’ designs did not reveal a 

noticeable influence from the exemplars presented. Based 

on our reflective analysis the reason the exemplars did not 

influence the design ideas was that they were presented to 

participants in the last part of the workshop, and 

participants had already built up a mental vision of their 

Goal-Plan in the previous phases. Moreover, we exposed 

the exemplars only for a short period and explained that 

they were supposed to be triggers for possible options of 

how a Goal-Plan could look like. Integrating exemplars 

was inspired by research through design and Gaver’s 

work with the ludic design [81][82][83]. Looking at the 

amateur designs from the staff inspired MACI patients 

participating in the workshops to get the colored pens and 

sticky notes, and start designing, overcoming the fear of 

the white paper. However, this is a very delicate usage, 

and more investigation is needed. 

 
Figure 2. Workshop 2 - Patient's design suggestion 

Facilitators 

• WO2_10 – Providing structure and review helped 

participants to give more ideas and articulate their 

thoughts more deeply. The knowledge third party going 

from one field of the Goal-Plan to another to ask if the 

participants had marked that with thumb up and down 

facilitated the initiation of the discussion among 

participants. Moreover, asking additional questions 

helped participants to express their ideas better. 

Participants 

• WO2_11 – In the third workshop, the two participants 

were of different natures. One of them was more 

expressive, and the other more reserved. Hence, the 

facilitator had to make sure that both were getting the 

same time and attention by providing the same time and 

attention to both participants.  

• WO2_12 – Participants with different backgrounds but 

similar cognition levels seemed to work better with each 

other. This was noticed, especially in workshop 2. The 

four participants had different MACI but more or less 

similar functional level. This helped in keeping up at the 

same speed and feeling motivated by each other.  

• WO2_13 – We noticed that participants were comfortable 

with the group work. They were used in working in 

groups, from previous group therapies at the hospital. 

Many showed during the workshop confidence point to 

another patient on things they thought were similar. 

Moreover, we noticed that some participants who had 

different ideas from the group felt confident enough to 

share them with others. Especially if the idea they had was 

related to a story in their life. However, the situation was 

different in workshop 3 when one of the participants was 

perceived as influencing the ideas of the other. Facilitators 

had to intervene through more strategic questions to 

retrieved more hidden ideas. A helpful thing was that each 

of the participants had to work initially on their own and 

then discuss with the others in the group in its own turn. 

This helped in preserving the individuality of opinions.  

• WO2_14 – Participants that were present in workshops 2 

and 3 had a milder ACI (acquired cognitive impairments). 

Thus, they could contribute better in giving feedback on 

design details as well. 

VI. CASE 2: DESIGNING A DIGITAL GOAL-PLAN 

In June 2019, as a joint collaboration among our research 
institution and the DCR of the rehabilitation hospital, we 
started “The interactive Goal-Plan” project. The project aims 
to develop a digital version of the Goal-Plan, which can 
support the patients to take more control over their 
rehabilitation at the hospital and outside it. We will refer to 
this project in this paper as “the digitalization project”.  

 
Figure 3. Participants working in pairs patient-therapist during workshop 5 

The aim of supporting the patient to take more control 
over her/his rehabilitation starts with the patients deciding 
themselves what they would like to have in a technological 
tool designed for them. This philosophy of the hospital is 
compatible with the PD principles. Thus, a PD process started 
in January 2020, where the authors of this paper in the role of 
researcher and designers were involved in two PD workshops 
organized respectively 22nd of January and 5th of February 
2020 at the rehabilitation hospital premises with patients with 
MACIs and staff from the DCR. These workshops will be 
described below. 
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A. Preparation 

In this project, a multidisciplinary project committee was 
created again. The first author in the role of the designer and 
researcher worked in close collaboration with few 
representatives from the DCR. One member of the DCR, 
which was involved directly with the patients, was in charge 
of the recruitment and deciding on a venue and time suitable 
for all. The planning of the workshops was done in 
collaboration among the authors of this paper and an 
Occupational Therapist (OT) that had been working at the 
DCR before but was now in other duties at the hospital. This 
person had been a crucial person in the first case described 
above. Thus, she had created knowledge about the design 
process and the PD principles previously. As she was not 
directly involved with the patients but had high expertise in 
working with the patients, she represented the 
“knowledgeable third party” in this project. A more elaborate 
plan was made considering the experience of the facilitators 
and the lessons learned from the first case.  

For workshop 4, the plan was to recruit 5 patients. 
However, only two patients responded positively to the 
invitation. The workshop was planned to have a room that 
could support groups working in pairs, but the room available 
had only one single long table. We needed to be flexible to 
the positioning of the participants, so not much noise was 
created and distract the patients. Workshop 5 was planned for 
the 29th of January, but we needed to postpone it due to a 
small number of patients willing to participate. Workshop 5 
was organized in a room called the “Idea Lab” suitable for 
bigger group workshops.  

Participants in this case workshops were patients and 
DCR staff members. Hence, we prepared two invitations and 
consent forms in order to make the call more personalized. 
The consent forms this time were shorter and more precise. It 
had a clear part highlighted in colors where the aim of the 
workshop and each of its parts were presented. This was 
followed by a description of how the data collected would be 
handled. The one-page invitation resulted in being easier for 
the patients to read through and understand. The 
“knowledgeable third party” mentioned above contributed 
substantially to writing the consent form. Moreover, together 
with the designer (first author), they drafted the workshop 
description and presentation. The presentation was planned to 
stay on the screen, and the written material was distributed to 
the participants as a cue for understanding better the tasks in 
each of the parts. 

B. Workshop Outline 3 

In workshop 4, two patients and three therapists from the 
DCR participated. The workshop was called “My Interactive 
Goal-Plan – Defining goals”, and the aim was to envision and 
discuss requirements for a digital tool that can support the 
patients to be more involved in setting their rehabilitation 
goals during their first week at the hospital. The workshop 
was planned to have three parts. The duration of the workshop 
was planned for 1.5 hours, with each part having 25 min and 
10 min break between parts. We ended doing only the first 
two parts in 1.5 hours because more general preparations took 

time, such as sitting in the right place, explaining the tasks, 
and showing examples.  

The first part consisted of a set of cue cards with possible 
functionalities for a digital Goal-Plan. Each of the patients' 
participants had a set of cue cards in different colors. The 
participants had to read the cue cards individually and chose 
among the set of cue cards, those cards that involved 
functionalities that they liked. There were no limitations in 
the number of cards to choose from. Participants were also 
given empty cards so they could add more functionalities if 
they wanted.  

As a second task of the first part, participants were asked 
to choose the five most favorite cue cards. These five cards 
should be presented later to the other participants in the 
workshop. After presenting the five cards chosen to the other 
participants and telling them why the person thought the card 
was relevant, all participants had to discuss in the group and 
agree on a set of five cards that all thought were the most 
important functionalities to have in a digital Goal-Plan that 
could support them in defining their rehabilitation goals. In 
the workshop in parallel with the patients' table, we had a 
table of therapists (staff members) from the DCR doing the 
same tasks. The set of cue cards that they had was targeted to 
therapists needed and desired functionalities in a digital Goal-
Plan that could support their work in facilitating patient’s 
rehabilitation.  

 

The second part of the workshop required each of the 
patient participants to work in pairs with one from the 
therapists. The task the duo patient-therapist had was to make 
a story. The story would be on how the digital tool, which had 
the functionalities the patients and therapists had concluded 
in the first part as the most desirable ones, would be 
implemented in the processes at the DCR.  

A paper storyboard was given to each of the pairs. The 
storyboard was divided into three parts to help the patient and 
the therapist to think about the activities the patient does 
alone, or activities the therapist does alone or activities they 
do together. A set of animated pictures picturing an animated 
fictional patient in specific moments at the hospital, home, or 
at the outpatient clinic was provided to the patient and the 
therapist as facilitating cues to make possible the creation of 
the storyboard. Facilitators told that if participants wanted, 
they could as well draw, or in case that they wanted to 
represent some functionalities of the digital tool, they could 

Figure 4. Storyboard created from one of the patient-therapist teams in 

workshop 5 
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just paste in the storyboard one of the cue cards of the first 
session.  

The last task was to provide the patient and staff with 
some choice of technology layouts such as phone, tablet, PC, 
and some cut out of possible icons and ask them to try to 
design the interface of the digital solution. However, the time 
spent in the first two parts did not create the opportunity for 
doing the last part, so we dropped the idea.  

In the workshop, two facilitators participated - the first 
author and the “knowledgeable third party”. Differently from 
the first case, the “knowledge third party” in this case was not 
only facilitating the communication but was as well in charge 
of leading specific sessions together with the first author - 
designer. The patient workshop was facilitated by the 
knowledge third party and the staff workshop by the first 
author. In the second part, each of the facilitators had to lead 
one of the pairs workshops, sitting on the two opposite 
corners of the table. We had one therapist more participating 
in the workshop. Hence, one of the therapists in the second 
part worked on the tasks alone in order to not shake the 
balance in the pair’s groups.  

Workshop 5 had the same outline. This time knowing the 
limitation in time, we scheduled only the first two parts of the 
workshop and gave time to other practicalities. The workshop 
was called “My Interactive Goal-Plan – Owning my 
rehabilitation”. The workshop aimed to discuss how a digital 
tool can contribute to support the patient to be more in control 
and involved in her/his rehabilitation process after the patient 
has defined the goals. 5 patients and 5 therapists from the 
Sunnaas DCR participated. Two facilitators participated. A 
third person was involved in supporting materials distribution 
and making sure that everything was in place while the two 
facilitators were leading the sessions.  

C. Reflections-on-action 

In this subsection, we present a set of reflections-on-

action from workshop outline 3. Reflections are grouped 

based on the categories borrowed from Hendriks, Truyen, 

and Duval [9] and also used in Table 1 above. The reflections 

are presented as insights on best practices or problems we 

faced based on a look back on our experience while 

conducting PD with MACI patients. Here we include only 

reflections that were additional in workshop outline 3. The 

reflections from workshop outline 1 and 2 have already been 

taken into consideration before planning workshop outline 3. 

The following reflections are focused only on the MACI 

patients. Even though the DCR staff members participated in 

the workshops together with the patients, their involvement 

in the process is out of the scope of this paper.  

Preparation 

• WO3_1 – Dividing the tasks of reDCRitment and 

planning as described above helped in doing better 

planning because more time was dedicated to discussing 

the workshop outline and refining how the tasks in each 

part would be represented. Moreover, the person in 

charge of reDCRiting had more time available to 

dedicate to explain to the patients that had expressed 

their will to join the workshop, the aim of the workshop, 

and why their participation would be relevant.     

• WO3_2 – The involvement of a knowledgeable third 

party in the planning of the workshops was relevant for 

formulating better the workshop aim considering her 

expertise in the patients’ group and the process of 

rehabilitation. Moreover, her engagement helped in 

formulating better invitation and workshop description 

that was suitable for the MACI patients and their 

challenges in communication.  

Tools 

• WO3_3 – Adding a written material given to participants 

during the workshop facilitated the information 

processing for them. Participants that had difficulties in 

understanding the requirements in each part of the 

workshop read what the task was about in the material 

written as a manual step by step with clear bullet points. 

The printed material helped them stay focused and have 

a higher level of understanding of the tasks.  

• WO3_4 – Having short sentences and in a simple 

language suitable for the participants improved 

understanding and engagement. Moreover, the material 

was given in Norwegian. This helped the patient 

understanding and reduced the level of fatigue that 

speaking and reading on a foreign language can require. 

• WO3_5 – Using low fidelity tools like the paper printouts 

in cue cards or in the animated images made it easier for 

the MACI patients to contribute to the workshop. The 

paper tools provided participants with the possibility to 

rewrite and move around based on their needs. Moreover, 

there was no fear that a card or a visual image was 

destroyed as we had a bunch of extra print outs ready to 

be distributed on needs. 

Techniques 

• WO3_6 – Cue cards facilitated the process of envisioning 

a future solution. The patient could agree or not with the 

hints mentioned in the cue cards. Sometimes an 

explanation of the cue cards information was needed. In 

that case, the facilitator would tell a little bit more on 

what was the aim behind those cards. Having initial cues 

helped to bring on participants' attention things that they 

might have forgotten on their own. Moreover, working 

on the cards and refining the ideas of the cards was 

expressed from the participants to be easier than having 

to initiate the thoughts themselves.  

• WO3_7 – The openness of the cue cards gave the 

possibility to the patients to add their personal 

experiences. Some of the participants gave the cards 

other meanings based on their understanding and will. 

Thus, having cue cards not too detailed opened the 

opportunity for the participants to not just agree with the 

cues but be able to customize them, as shown in Figure 

5.  

• WO3_8 – Participants expressed that they found the 

project relevant and interesting for them and for other 

patients with MACIs in need or rehabilitation. This was 
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the main reason they had committed to participate. 

Moreover, as stated above, most MACI patients are still 

working, and they are familiar with the notion of 

workshops. One of the participants was working on 

service design and was very familiar with the techniques 

used.  

• WO3_9 – During workshop four, considering the time 

spent on the previous tasks, both facilitators agreed to 

drop the third part of the workshop. After the workshop, 

both facilitators expressed that the participants needed a 

long time to read the cue cards and discussing them. This 

had created a delay in the previous tasks. Moreover, both 

facilitators noticed during the workshop, that the tempo 

of information processing was slower for some 

participants. Thus, providing them with the time they 

need is relevant to take into consideration. 

• WO3_10 – In the second part of the workshops, we had 

created a fictional character for the storyboard. In both 

workshops, we saw that patients’ participants were not 

influenced by this fictional character that we called 

“Anna”. They quite often referred to this character as 

“me” – “I am the one in the story”. 

• WO3_11 – The second part of the workshop outline was 

more demanding than the first one. Participants had to 

discuss on the cue cards, make sense of them together 

(patient and therapist) and then make a story. These tasks 

put a high burden on cognition. However, the usage of 

the visual cues in the animated form facilitated the 

envisioning of the future solutions made more concrete 

in the case of the storyboard. The visual images enhanced 

creativity and sparked ideas for the story. Patient 

participants and therapists enjoyed having the visual cues 

and, as in the case of cue cards, took the freedom to 

interpret these visual images as they wished.  Moreover, 

in this part, we introduced participants with an example 

of the storyboard created by the facilitators. Participants 

had the exemplar as inspiration and did not look at it in 

detail. However, the exemplar helped them envision what 

they had to do in the task.  

• WO3_12 – Structuring the storyboard and how to build 

the story helped in making an abstract idea more concrete 

and the story more approachable for the participants, both 

patients, and therapists. The duo patient-therapist could 

divide the activities as instructed in the storyboard. 

Moreover, the structured way of creating the storyboard 

served for initiating a discussion on what activities the 

patients would like or should do alone and as well in 

which activities during their rehabilitation they can or 

should interact with the therapist. The structured way of 

thinking, and building the storyboard facilitated the 

patients’ contribution to the workshop.  

Facilitators 

• WO3_13 – Coordinating 5 patient participants and 5 

therapists as participants required more than two 

facilitators. In workshop 4, the facilitators had the 

possibility to sit with the therapist and the patient 

individually and try to ask in-situ questions when 

needed. Instead, in workshop 5, both facilitators were 

moving among groups but were not constantly present 

while the groups were working. Momentos, in which 

more investigative questions could have been asked, 

were lost. These were only realized afterward when 

hearing the recording.  

Participants 

• WO3_14 – One patient participant in workshop 4 was 

tired at the end of the workshop. Instead, all the 5 patient 

participants in workshop 5 stayed overtime and seemed 

to enjoy the tasks. From this, we want to highlight that 

MACI patients capacity variates, and in order to involve 

everyone and not risk tiring the participants, either 

participant with the same capacity should be grouped 

together in workshops, or we should design the workshop 

based on the capacity of the most fragile participant. This 

can be established before the workshop while knowing 

the participants' clinical condition. 

• WO3_15 – The patients and the therapists participating 

in the workshops had a good collaboration. They both 

collaborated into making the story. Some patients 

initially struggled in the understating, but the respective 

therapists supported them by explaining the task so the 

patients could contribute significantly. The involvement 

of the staff members as participants in the workshop was 

not to ask them what the patients need in a digital Goal-

Plan (the patients can speak for themselves) but to ask 

them about their share in the digital solution. Sitting a 

patient and a therapist together in designing a shared 

digital solution that will be used by them is not a common 

practice. Thus, in a future publication, we will expand 

more on how the collaboration in a PD workshop worked 

between these two user groups.  

Analysis 

• WO3_16 – Both facilitators conducted a fast round of 

reflections-on-action after each of the workshops. 

Facilitators discussed their individual and common 

impressions about the workshop and highlighted strong 

points and downsides in each of the sessions that they 

were in charge. This was audio recorded for future 

analysis and reflections. Those immediate reflections-

on-action were very helpful in refining the list of 

reflections presented in this paper because the 

immediate reflections captured feelings and perceptions, 

which usually are lost when data is analyzed later in 

time.  

VII. DISCUSSION 

In this subsection, we discuss the findings from the 

reflective analysis from the literature review perspective. We 

conclude with a list of guidelines for working with people 

with MACIs for each of the categories initially introduced by  

Hendriks, Truyen, and Duval [9].  
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A. Preparation 

In our experience, the preparation phase was conducted in 
close collaboration with domain experts. Thus, the experience 
that we describe is seen from the perspective of involving 
domain experts and people experienced with specific patient 
groups for planning the PD process. The literature 
recommends getting the consent of the participants at various 
moments throughout the research process [8]. Our 
participants did not participate for an extended period in the 
research. In our workshops, we experienced that the consent 
prior to the workshop was sufficient. Nevertheless, 
throughout the workshop, both facilitators were closely 
observing the participants for signs of fatigue or irritation and 
informally getting approval that the process was going well 
for each of the participants. An important insight from our 
study was the need to provide the information described in the 
invitation and consent form in different forms (verbal, visual, 
etc.)  to the participants and repeat the informing process 
many times to ensure that the information is processed, and 
the person is aware of what s/he is committing to (WO1_3, 
WO2_1).  

Another guideline from the literature is to communicate 
about the project goals without intermediaries [9] (DG_PP2).  
In our two cases, the domain experts communicated the 
project goal to prospective participants. Further, during the 
workshop, the facilitators repeated the project goal as a 
precaution to assure that all participants were aware about 
what they were contributing to. When the intermediaries are 
people that have knowledge about the cognition challenges of 
the patient group and are experienced and trained in 
communicating with them, the intermediaries can be an asset 
in establishing the communication with the prospect 
participants and explaining the project goals (WO1_3, 
WO2_1).  

Moreover, in analogy to the literature (DG_PP3), we 
experienced that there was a need to establish an extra time 
for general practicalities [9]. However, this time could be 
managed better if the preparation phase was handled by a 
group of people who are part of the PD project. Dividing the 
recruiting and planning process among different persons 
created more space for ideating better the workshops in 
workshop outline 3 and as well manage better the recruiting 
process (WO3_1). The literature states that it is relevant to 
know the target group well [9][41][42] (DG_PP4), know the 
patients' deficits so you can adapt to their situation. For 
researchers and designers, a higher understanding of the 
MACI patients' cognition challenges can come due to the 
close collaboration with the domain experts – the 
rehabilitation specialists working with MACI patients in 
cognitive rehabilitation. They have deep knowledge about the 
patient group and can contribute to informing designers. 
However, PD requires mutual learning and applying this 
perspective to teach domain experts how designers work can 
help them provide more knowledge about the patient group 
(WO1_1). In our case, the selection of the participants was 
made through the clinic. Assessing abilities through 
standardized tests [9][4][43] (DG_PP5) was helpful in 
defining the patients' abilities and disabilities, and for us to 
plan adequately. They were also useful in the analysis. Ability 

assessment was not done by the designer but by the healthcare 
practitioners.  

The literature states that it is beneficial to plan and 
reDCRit participants well in advance (DG_PP6). In the case 
of MACI patients, we experience that planning well in 
advance is recommended, especially when the designer 
leading the PD project is new to working with MACI patients 
and need to learn more about the patients’ needs and situation 
from the healthcare practitioners. However, the reDCRiting 
process was done over a short period. This because patients 
do not stay at the hospital long, and some of them can forget 
about participation in the workshop if they were reDCRited 
well in advance. Moreover, patients’ condition varies from 
one day to another (WO1_5). Thus, planning for absent 
patients is required. 

In the preparation phase, we finalized these guidelines for 
conducting PD with MACI people: 
1. Invite the patients and present the information regarding 

the project in different ways, either text, verbal 
explanations, images, audio, etc. and make sure to repeat 
the information several times during the 
workshops/activities based on the participants' needs. 

2. Benefit from the knowledge of domain experts (in this 
case, the rehabilitation specialists) to recruit and convey 
the information about the project. They know how to 
work with MACI people. 

3. Plan the PD workshops in collaboration with a 
multidisciplinary group. Establish mutual learning and 
make better preparation for the PD process by benefiting 
from the expertise of everyone. 

4. Plan the project well in advance and recruit in a short 
time. Prepare for absences. 

B. Tools 

The literature emphasizes the need to involve users in 
design in appropriate and familiar environments, which take 
into consideration the deficits of the participants [9][45] 
[46][47] (DG_T1). The same is true for MACI patients. The 
hospital environment was familiar, and the participants had 
previously been in the areas where the workshops took place 
(WO1_6). Moreover, these areas at the hospital are designed 
to offer easy accessibility for everyone. Another important 
element mentioned in the literature is to adapt the language to 
the participants (DG_T2). In the case of MACI patients, this 
is extremely relevant. Our reflections from the workshops 
(WO3_4) and existing literature [19][20] show the 
importance of using short sentences and an understandable 
language when addressing MACI patients.  

Regarding tools used during workshops as supporting 
materials for techniques, we found that sometimes using text 
might be a problem, and it can be more useful to make use of 
non-verbal elements such as visual stimuli like photos of 
objects or use physical artifacts [9][50][51][52][53][54]. In 
our empirical data, we found that having the Goal-Plan in a 
printed version served as a stimulus for the participants 
(W02_3). Moreover, we experienced that MACI patients felt 
more motivated to use workshop tools if these tools were 
individualized. The MACI patients worked well in 
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manipulating the tools provided initially individually and then 
sharing the outcome with others.  

We did not use contextual cues such as nametags as it has 
been proposed in the literature [9] (DG_T4). This because the 
participants coming to the workshops knew each other from 
before.  

In our experience, using low fidelity tools part of the 
workshop toolkit made it easier for the participants to 
contribute. However, we lack experience with digital toolkits, 
and further investigation of conducting PD building on digital 
toolkits is needed. Despite our lack of experience with digital 
toolkits, we argue that being aware and considering the 
fidelity of the toolkit [4] used in a PD project should be a 
priority.  This should be carefully considered with regard to 
patients' abilities tested through standardized tests.  

Finally, in WO1_7 and WO2_2, we highlight how the 
structuring of the tools became relevant for motivating 
participants' contributions to the workshops. This is 
compatible with the rehabilitation theories for building 
structure in remembering things and focus attention [25] and 
should be taken into consideration when presenting PD tools 
in workshops.   

Regarding tools, we have the following guidelines for 
conducting PD with MACI people: 

1. Involve users in a familiar environment  

2. Use distinctive contextual cues in the toolkit materials  

3. Consider the fidelity of the tools in relation to patient-

specific cognitive challenges 

4. Use a simple language with a positive tone  

5. Use visual stimuli which are individually targeted  

6. Have clear tools for each part of the workshop and have 

a structured way of delivering the tools.  

C. Techniques 

Having clear guidelines and techniques for conducting PD 
with MACI patients that involves a significantly 
heterogeneous group is difficult. Moreover, techniques can 
variate based on the technology to be designed. This may put 
other requirements in place. Here we highlighted insights 
from our experience within the two projects and five 
workshops, and we invite other researchers working with 
MACI patients to refine and supplement the list.  

People with cognitive impairments find it challenging to 
envisioning future solutions [2][9][42][44][48][54]. In the 
literature, different ways of supporting the envisioning of 
future solutions are proposed (listed in DG_M1).  

In our work with  MACI patients, we have found that a 
task-oriented approach of activities (WO2_4) and narrow 
scoping of a session (WO2_6) can help the patient to process 
a line of information at once and to be able to envision more 
future usage of the solutions. The fear of using the white paper 
showed the challenge that MACI people have in envisioning 
a future solution and how the fantasy ability can be 
undermined when too many options are presented. Thus, as 
stated in the literature, trying to avoid appealing to the person 
fantasy and avoid too much choice [8] is adaptable for the 
MACI patients as well.  

A relevant finding influencing the future envisioning is 
what we called the “teaser of future envisioning” (WO2_8) in 

the workshop outline 2. The aim is not to ask the participants 
directly to enter into a fantasy phase but use intermediary 
tasks that can aid the fantasy of the participants. In the 
literature is emphasized the relevance of making participants 
share personal experiences as a start for boosting future 
envisioning [9][41][44][46][55][56]. The teaser of future 
envisioning should build on personal experiences that make 
the participants think about the future. 

Another important element for surpassing the challenge in 
envisioning future solution was the usage of cues in the form 
of written text cue cards (WO3_6) or cue cards with pictures 
(WO3_11). The usage of visual cues is recognized in the 
literature [41][42][55][59].  

What we found interesting in our workshops was trying 
out the power of exemplars as a way to enhance creativity 
(WO2_9). The usage of examples of designs as a means to 
aid the fantasy of people with MACIs needs more 
consideration and further study. However, we can state that it 
was helpful for our participants who had different aspects of 
MACIs. It aided their creativity by making them think outside 
of the box. We observed that the exemplars presented in the 
form of amateur and not finished designs helped the 
participants relate more to them and feel more confident in 
designing themselves as they noticed that no finished and 
polished designs were expected by them. 

In [9], using fictional characters has been defined as 
useful in envisioning future solutions. However, our 
participants seemed not to be keen on that. They wanted to be 
represented and talk about themselves instead of a fictional 
person. This is also related to rehabilitation theories where 
patients are motivated to accept and embrace their new selves.  

In the literature, providing more hands-on activities and 
collective prototyping [55][58][59] is seen as contributing to 
participants' ability to envision a future solution. We 
experienced that for MACI patients, the envisioning process 
required a break down into smaller activities that could help 
the patient create a bigger picture by putting the pieces in each 
smaller activity together. This is similar to the memory 
rehabilitation theories [25], which suggest breaking down an 
activity in smaller steps and train each of the steps slowly, 
adding one step at the time. Using activities that are familiar 
is as well helpful to consider in techniques with MACI 
patients similarly to the findings from the literature [9] 
[55][59].  

Another challenge that people with cognitive impairments 
face is abstract concepts [41][50][59] (DG_M2). From our 
cases, we found that MACI patients also have a fear of 
sketching and the white paper syndrome, hesitating to draw. 
Based on this, designing more narrowed down (WO2_6) and 
structured activities (WO3_12) and tell personal stories or 
personal opinions (WO1_14) can help in surpassing the 
challenges of MACI patients with abstract concepts.   

We also found that people with cognitive impairments are 
keener on getting involved in designing solutions that are 
interesting, valuable, and have a real purpose [9][44][63]. We 
have highlighted the same point in WO3_8 reflection.  

Another element to consider in deciding about PD 
techniques to apply with MACI patients is to provide 
alternative activities that can support all the participants to 
engage [9][48][50][65][66] (DG_M7). With the MACI 
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patients, we found that it is important to make an appeal to 
the individual participants' abilities (WO1_15). Moreover, 
alternative ways to present the tasks are needed, so it fits the 
patients' needs. MACI patients experience an increase in the 
time needed to perform activities. This is called the tempo of 
performing activities. Adapting to MACI patients' needs in 
the tempo of activities is very relevant for assuring that 
patients do not feel overwhelmed and rushed.  

In DM_8 we found that it is relevant to consider activities 
that are flexible and empathic enough to adapt to the needs of 
the group, for example, activities that can help create a 
friendly environment [44][46][67], activities that can boost 
participants self-esteem and confidence [52][68], and 
activities that can include an element of playfulness 
[42][52][55]. We experienced that being flexible was 
required when working with MACI patients. Moreover, 
serving coffee and biscuits during the breaks helped to create 
a friendly environment. One of the patients made a video in 
workshop 5 and shared that with us to express his enthusiasm.   

Regarding techniques, we have the following guidelines 
for conducting PD with MACI people: 

1. Having a task-oriented approach where more 

complicated activities are presented in small steps that 

build on each other. 

2. Having a narrowed scope for the PD sessions and not 

distracting people with MACIs with general questions. 

3. Using cues that can support future envisioning. It is 

important to consider different ways of presenting the 

cues. Both text-based and images are useful. The cues 

should be open so they can offer the possibility for 

personal interpretations from the participants in the PD 

workshops.  

4. Introduce in workshops “the teaser of future 

envisioning” and activity that builds on people with 

MACIs current experiences and ask them to think how 

these specific experiences can be improved in the future. 

5. Take into consideration using exemplars that present 

examples of what the MACI people are expected to do. 

6. Use positive rhetoric when asking for critical opinion. 

The aim is to not influence MACI people to enter in a 

negative mindset. 

7. Prepare alternative activities that can include all the 

participants in the workshop independent of their 

disability.  

8. Create a friendly environment by showing empathy and 

respect toward participants’ experience. 

9. Involve MACI people in PD projects that are relevant 

and interesting for them.  

10. Structure the activities as much as possible so it can be 

easier for the MACI people to conceptualize. 

11. Try to avoid fictional characters in the design process. 

MACI people prefer to refer to themselves in the design.  

12. Adapt to the MACI people's tempo while conducting 

activities in a PD session. 

13. Be flexible to changes activities, drop activities, repeat 

the explanation of activities based on the needs, and the 

requirements of the MACI people involved in the PD 

session. 

D. Facilitators 

The literature emphasizes that one of the facilitators' 
responsibility is to explain clearly the purpose of the events 
and the role of the participants [9] (DG_F1). Similarly, this 
was important with the MACI patients were repeating the aim 
of the event in a clear language, and having it printed out 
during workshops 4 and 5 helped the participants stay focused 
and contribute significantly to the workshops. Moreover, the 
facilitator should try to appeal to the patients' challenges 
(WO_10) by highlighting that not everyone is perfect [9][69]. 
The MACI patients all come from a life without their current 
disability. Thus, making them feel good by emphasizing that 
the challenges are common among other people without the 
ABI can break the ice.  

The literature also emphasizes that the facilitators should 
incorporate structure and review in activities [9] 
[2][43][46][54][59] (DG_F3). They should give time to 
participants to know each other, have the possibility to repeat, 
and review parts of the workshops. With MACI patients, this 
was very relevant. The facilitator should also consider having 
a slower tempo to adapt to the patients' ability to process 
information.  

Moreover, trying to minimize distraction and keep 
participants focused [9] (DG_F4) is also a challenging task 
when working with MACI patients. This can be supported by 
having more structured and narrowed down workshops where 
patients have short and clear tasks to perform.  

One important finding from our work can be found in 
WO1_18, the involvement of the “knowledgeable third party” 
as a facilitator in the workshop. Considering the variations in 
MACIs, it would be impossible for a designer to be able to 
have the ability to communicate properly with every variation 
of cognitive impairment. A person that is specialized for 
working with MACI patients can support communication. 
Moreover, in the digitalization project, we saw the 
knowledgeable third party not only facilitating 
communication but also leading the PD sessions. This was the 
result of a long mutual learning process in which the designer 
and the knowledgeable third party had been involved 
throughout the “redesign” and “digitalization” projects 
described above. However, involving the knowledgeable 
third party and the number of facilitators in a session, in 
general, should be balanced to the number of participants in 
order to avoid putting MACI patients in the spotlight.  

Regarding Facilitators, we have the following guidelines 
for conducting PD with MACI patients: 

1. Involve a knowledgeable third party as a facilitator for 

facilitating communication and ultimately leading the 

sessions. 

2. The facilitators should explain clearly the purpose of the 

events and the role of the participants for each part 

during the workshop. 

3. The facilitators should incorporate a structure in the 

activities and the review of the activities.   

4. The facilitators should enclose some personal 

information about themselves. 

5. The number of facilitators should be balanced with the 

number of participants so the facilitators can devote 

more time to each of the participants or participants 
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groups and ask in-situ questions to uncover meaning in 

the ideas or provoke new ideas.   

E. Participants 

Using participant groups with few members is suggested 
in conducting PD with people with cognitive impairments 
[2][9][46][52]. This is also true for MACI patients. A number 
of 4-5 patients were suggested by the domain experts to be a 
good group size. The duration of the workshops should be 
short and adapted to the number of participants involved. 
Thus, enabling everyone to have a say and to not rush the slow 
tempo of some of the MACI patients. In DG_P1, the guideline 
is to consider one to one group work in PD sessions with 
people with cognitive impairments [9][54][71]. Moreover, 
Yaghoubzadeh, Kramer, Pitsch, and Kopp [70] state that 
cognitive impairments could be challenging for working in 
groups. From our reflections (W02_13), we found that 
participants had experience and worked well in a group. They 
were able to build on the ideas of others while still keeping 
their stand if they had a different opinion. The benefit of 
group work is also compatible with the rehabilitation theories, 
where group therapies are considered very effective 
[24][25][84]. However, we stated that not all MACI patients 
have the same abilities. When working in groups, it should be 
the facilitator’s responsibility to give the same time, attention, 
and possibility to everyone.  

Another guideline from the literature is to pair persons 
with different deficits into one subgroup [9]. This aims to 
surpass challenges in individual deficits by working as a 
group and contributing each with their abilities. In our 
experience, we noticed that participants who had different 
cognitive impairments, but the same functioning level could 
work better in the same group (W0_12).  

The literature also recognizes the involvement of 
caregivers as support in conversation with participants 
[2][9][41][51][59]. In our case, we had direct caregivers as 
participants in the same workshop with the patients. 
Caregivers have usually been involved in the design process 
as patients’ proxies for patients with some forms of cognitive 
impairments. MACI patients have the capacity to be involved 
and speak for themselves. Using caregivers as proxies is 
useful when the user group being represented in not able to 
be involved. In the MACI patients' this is not the case. In PD 
with MACI patients, domain experts can support the process 
of planning the work with patients and make sense of the 
patients’ needs. Meanwhile, MACI patients can participate in 
PD activities. 

In the digitalization project, an MACI patient and a 
therapist had to work together in making the storyboard.  All 
seven pairs in both workshops 4 and 5 had a good 
collaboration. Thus, involving in a PD project as participants, 
both the MACI patients and the therapists in designing digital 
solutions can result in a positive experience.  

 Moreover, the literature discusses the elimination of 
usability problems with the carers of the patients [4][9] and 
using persons who do not suffer from a deficit to get rid of 
general design problems [2][9]. In our reflections, we found 
that the participants in workshop 2 with a milder ABI had the 
possibility to contribute more in design details.  

The literature also highlights the need to involve the kin 
and the family in the design [73][74] (DG_P6). We have not 
experienced this in our cases. However, we want to argue that 
the involvement of the family members or kin should be done 
only when it is necessary, and the solution designed involves 
them as well. One of the patients in the workshop, when asked 
about family involvement, said: “I should decide if I should 
involve my family”.  

Regarding Participants, we have the following guidelines 
for conducting PD with MACI people: 

1. Involve participants in group activities where they can 

work on their own and together with others. 

2. Consider a small number of participants for a short 

period of time. 

3. Involve a “knowledgeable third party” to support the 

conversation with the MACI participants.  

4. Use persons with milder cognitive impairments for 

exploring design details. 

5. Promote the involvement of family members as 

participants only in the design of the solution that 

involves them and when the MACI person agrees.  

F. Analysis 

Hendriks, Truyen, and Duval [9] suggest that the 
researcher should try not to over-analyze the utterance of the 
participants. Moreover, they suggest being critical to the 
representativeness of participants. These guidelines are also 
useful when designing with MACI patients. However, from 
our experience, we suggest that the reflexive analysis can 
benefit from the involvement of a team from different 
disciplines. This can also eliminate the problem of over-
analyzing the utterance of the participants because a caregiver 
can take things less seriously than a designer that is new to 
the patient group.  

Furthermore, implementing a structured reflection on the 
action right after the workshop where the facilitators reflect 
on the workshop in general, tools, techniques, participants, 
and their behavior can be very relevant to the analysis later 
because it captures the feelings at the moment, which often 
can pass undocumented.  

Regarding Analysis, we have the following guidelines for 
conducting PD with MACI people: 
1. Try not to over-analyze the utterance of the participants. 

2. Have a critical attitude toward the representativeness of 

participants.  

3. Involve people from different disciplines in the analysis, 

especially rehabilitation specialist in MACIs. 

4. Incorporate a reflection-on-action structure among the 

facilitators right after the workshop.  

VIII. CONCLUSION 

In this paper, we present a set of guidelines for researchers 
and designers to conduct PD with people with MACIs. We 
have initially presented in Table 1 a summary of guidelines 
drawn from previous studies of conducting PD with people 
with cognitive impairments. Then, we have presented two PD 
projects that we conducted with MACI patients and presented 
a set of reflections from each of the workshop outlines we 
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have been working with. The reflections have been further 
discussed in regard to the existing literature, and finally, a set 
of guidelines for conducting PD with MACI people has been 
introduced. While the guidelines are the final outcome of the 
paper, the rich description of the reflections-on-action is also 
a contribution to PD, which put emphasis on the situated 
knowledge generated in PD workshops. These rich 
descriptions in some cases are even more relevant to PD 
because they represent a story derived from the experience of 
the PD researcher that has conducted the study and highlight 
things that are usually overlooked on more formal guidelines. 
Hendriks, Slegers and Duysburgh [85] state that a good way 
to go forward on a codesign approach for people suffering 
from some form of impairments is “facilitating researchers 
and designers to share experiences, best practices, lessons 
learned, and so on …in the form of method stories” 

People with MACIs compound a significant part of our 
society. This is increasing with the increase in the tempo of 
life. People are more in danger of accidents and consequently 
are at risk of having more accidental brain damage. In people 
with MACI in many cases, there are no physical impairments. 
MACI people work, go to school and try to live their life to 
the fullest. However, their daily life is challenging due to 
fatigue, memory problems, attention problems, loss of 
executive functioning, etc. Thus, they need to adapt their 
lifestyle to their new self and make use of aids to keep up with 
daily life activities. Technology can help in assisting MACI 
people.  

In designing these new technologies for them, we need to 
involve the MACI people in design. They can significantly 
contribute to the design if the right means for enabling their 
contribution are provided. That is what we want to achieve 
with this paper.  

We contribute by giving PD practitioners a list of 
guidelines for working with MACI people. Moreover, 
through these guidelines, we aim to make technologists turn 
attention to the MACI people and design more supportive 
technologies for them.  

The number of participants involved in our study is small 
in comparison to the heterogeneity of the MACI people 
group. Our guidelines are not a final list, and we hope that 
more researchers will investigate on this user group and 
expand our lists. These guidelines are in the form of 
recommendation, and they should be combined based on the 
situation at hand, in which PD researchers and designers 
critically reflect on what can be adapted in their specific case 
and what not and what is the consequence in the PD process 
if one of the guidelines is not taken in consideration.   

In the future, we will continue testing our guidelines in 
further projects with this user group. Additionally, we want 
to investigate how to involve more digital tools in designing 
together with MACI people and how we can involve in the 
best way possible the MACI people in the co-development of 
different types of digital tools meant for them, besides the 
cases presented in this paper. Furthermore, we want to 
investigate how much are the MACI people willing to 
participate in PD practices, and where do we, as researchers 
and designers draw the line. 
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Abstract—This paper examines the robustness of our proposed 
haptic notification system against the different types and layers 
used for driving seat cushions. While many car manufacturers 
provide useful side and rear collision warning systems with 
sound alarms or visual monitors, the addition of similar 
notifications can confuse a driver because they already need to 
be aware of many visual targets such as mirrors, monitors, and 
environmental sounds. Therefore, we have investigated a 
haptic notification system that uses the driver’s buttocks. The 
results show that drivers can correctly identify the directions 
of five vibrating motors, three intensity settings, and three 
obstacle types (i.e., pedestrians, vehicles, and motorcycles). In 
this paper, we investigate whether drivers can discriminate the 
direction, intensity of vibrations, and vibration patterns of the 
system through their buttocks to identify the obstacle direction, 
degree of risk, and the type of obstacle, even if the vibrations 
are attenuated by the seat cushion. The results indicate the 
high potential of the haptic sensation system to notify the 
driver of obstacles, especially those located in the blind spot. 

Keywords-Vibro-Tactile Notification; Type of Obstacle; 
Buttocks; Acoustic Haptic Actuators; Seat Cushion. 

I.  INTRODUCTION 
This paper is an extension of the work initially presented 

in the The Ninth International Conference on Advances in 
Vehicular Systems, Technologies and Applications [1]. 

There has been considerable research in investigating 
accident prevention systems for vehicles, particularly in 
relation to developing driving support systems that will 
transition to autonomous driving systems. However, to 
realize autonomous driving systems, we must overcome 
problems related to cyber-security measures and traffic laws 
(e.g., responsibility for accidents by autonomous cars [2]), 
which could take time. Additionally, as many people enjoy 
driving, the demand for manual driving as a hobby is 
unlikely to fade. Driving support systems will thus remain an 
important feature. Moreover, despite the high number of 
driving support systems used in Japan, many fatal vehicle 
accidents are caused by violations of safe driving practices, 
such as failing to keep eyes on the road, careless driving, and 
failing to make safety checks [3], thus highlighting the need 
to develop more techniques that support drivers.  

To develop a support system that helps drivers to avoid 
vehicle accidents, the system needs to quickly and accurately 
sense information and notify the driver so that he/she can 
make a rapid judgement. Most car manufacturers now install 
highly accurate sensor systems at the front and rear of their 
vehicles at a low cost. Support systems located at the front of 

a vehicle use vision [4] or radar [5] sensors to prevent 
careless driving and overcome a driver’s failure to make 
safety checks, while support systems located at the rear of a 
vehicle use sensors and notification systems to monitor a 
driver’s rear view and blind spot [6]. These systems use 
sound or visual images to alert drivers to potential hazards. 

Visual images can quickly notify a driver about many 
kinds of information using shapes and colors. As vision is 
the dominant human sense [7], many notifications rely on the 
driver’s vision, including the front view, mirror, tachometer, 
speedometer, navigation system, and indicators. There is a 
concern, therefore, that excessive visual information could 
affect a driver’s capacity to adhere to safe driving practices 
[3]. We thus consider that developing an additional visual 
notification may cause the driver to confuse it with 
conventional visual notifications. 

Many conventional systems also provide information to 
drivers in the form of sounds (e.g., alerts by horn; car audio, 
including radio; and alarms for reverse gear, pre-collision, 
and lane departure). Directions presented by a satellite 
navigation system are also expressed through the vehicle’s 
stereo system. To avoid confusing the driver, we considered 
creating different sounds, pitches, and patterns for each type 
of obstacle; however, these would not be intuitive. 
Additionally, notifying a driver using speech would be too 
slow to get communicate the message in time. It is also 
difficult to apply a system using sound on a late-night bus 
travelling long distances because sleeping passengers may 
get up by the alert. 

Therefore, we proposed a system that uses haptic 
sensations to quickly notify drivers of possible hazards or 
obstacles surrounding the vehicle [8]. Our proposed system 
has higher immediacy and directional resolution than 
notifications using sounds. As no driver notification system 
currently uses haptic sensations, we do not have to consider 
conflicts in this area. Our proposed notification system uses 
vibro-tactile haptic devices that remain in constant contact 
with the driver’s buttocks. We evaluated the system’s 
robustness against cushion type for determining the direction 
and intensity of vibrations and road conditions. A high 
intensity expresses the extent of the danger and the direction 
of the vibration indicates the location of the hazard. The 
system can also alert the driver to different types of obstacles, 
such as a pedestrian, car, or bike. The results indicated a high 
potential for notifying drivers of obstacles, especially those 
located in the blind spot. 

To support safe car driving, our proposed haptic 
notification system installing vibration alerts into a driving 
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seat. This paper examines its robustness against different 
types and layers used for driving seat cushions. We also 
discussed vibrating waveforms by using a real 4-wheel 
vehicle, and illuminated higher accuracy on notification by 
using category-deformed and normalized waves between 
each actuator than real and certain vibration waves, 
respectively. Moreover, we discussed notifying accuracies of 
our system from an experiment combined with conventional 
notification system with a display and a sound speaker. From 
this experiment, we also discussed whether our system is 
obstructive or useful to driving. 

The remainder of the paper is structured as follows. 
Section II discusses relevant studies, Section III describes the 
proposed system, Section IV describes the modulated 
waveforms generated for precise notification, Section V 
presents the experiments to test the robustness of the system, 
Section VI describes the system mounted on a real 4-wheel 
vehicle, Section VII describes normalization by using 
deformed waveform, Section VIII describes the discussion 
for combination with conventional visual and sound alert 
system, and Section IX presents our conclusions. 

II. RELEVANT STUDIES 
Many practical driving support systems apply image 

sensors [4], radar [5], and ultrasonic sensors [9] to detect 
pedestrians and other vehicles with high accuracy. Around-
view monitors are increasingly being used for automatic 
parking [10] and lane-detection systems are being applied 
using three-dimensional (3-D) laser imaging detection and 
ranging (LIDAR) [11]. Despite their weakness to other noise 
sound, ultrasonic sensors can now be installed in driving 
support systems for a low cost, while the cost of 3-D LIDAR 
is also dropping. These devices can be used to detect not 
only the presence of an obstacle, but also the type of obstacle 
(e.g., pedestrian, vehicle, or motorcycle). However, in this 
research, we focus on creating a notification method to alert 
drivers to the potential hazards, rather than the development 
of a sensor system. 

Previous research on evaluating seat comfort has 
demonstrated that buttocks are sensitive to tactile sensations 
[12]. Although not used in the driving seat, some studies 
have reported the effectiveness of vibro-tactile devices for 
notifying drivers of directions when using a wearable device 
such as a belt [13]. The directions of obstacles could be 
detected by using vibro-tactile devices on the seatback [14] 
because the back is more sensitive than the buttocks; 
however, as drivers need to lean against the backrest, the 
system might have a negative effect on the driver’s posture. 
A vehicle notification device using vibro-tactile devices on 
the buttocks was therefore developed [15], although the 
system was unable to indicate the direction of a hazard to the 
driver. 

In a gaming device, vibro-tactile devices are used to link a 
virtual object with reality [16]. Therefore, we consider 
applying a vibro-tactile device to notify the driver of 
essential information related to potential hazards based on 
the intensity and direction of vibrations. Tactile sensations 
can include rubbing, pain, pressure, and warmth. On the 
streets, tapping on the shoulder is a popular method for 

pedestrians to alert each other. To our knowledge, this study 
is the first to notify a driver of information such as the 
direction of a hazard in relation to the vehicle, the extent of 
the urgency based on the intensity of the vibration, and the 
type of hazard by the vibration pattern expressed using 
vibro-tactile devices located below the buttocks. 

III. VIBRO-TACTILE NOTIFICATION SYSTEM AROUND A 
VEHICLE USING SEAT ACTUATORS 

We will indicate our proposed vibro-tactile notification 
system in this section. 

A. System Architecture 
For our proposed system, we utilized a vibrating motor 

with an ACOUSTICHAPTICTM actuator developed by 
Foster Electric Company Limited. The acoustic haptic 
actuator is a kind of woofer that comes into direct contact 
with the driver’s buttocks. Fig. 1 shows the hardware layout 
for this system. The edited waves were played on a PC, and 
the five actuators vibrated on the seat, as shown in Fig. 1. 
These actuators contact with the back of the driver’s knees. 
We used the AP05 amplifier produced by Fostex. 

In this experiment, we administered four vibrating 
patterns of the same intensity, representing different obstacle 
types, to fifteen participants. The participants were asked to 
identify the type of obstacle from the vibration pattern. We 
conducted five trials in a random order for each participant. 
The vibrations included the sound of footsteps from leather 
shoes [17], the sound of a V6 engine revving up [18], the 
sound of a bus driving uphill [19], an idling sound [20] as 
obstacle types of pedestrian, small and large four-wheeled 
vehicles, and a motorcycle, respectively. We hypothesized 
that drivers would intuitively recognize the type from the 
vibration pattern of the real sound. 

As shown in Fig. 1, up to three layers of urethane cushions 
were placed over the actuator to evaluate the robustness. The 
thickness of each layer is 2 cm. We also define “layer 0” to 
mean that nothing is placed over the actuators. We utilize 
three types of urethane cushion, with specifications shown in 
Table I. We defined 20 ss, 35 s, and BZ-10 constructed by 
Toyo Quality One as soft, highly resilient, and less resilient 
cushions, respectively, as shown in Table I. 

We generated vibration waveforms from these sound data, 
to decreasing up to 2 kHz and increasing between 55 Hz and 
110 Hz, which are resonance frequencies of the 
ACOUSTICHAPTICTM actuator. Fig. 2 shows the 
waveforms of these four vibrating patterns, i.e., (a) a 
pedestrian, (b) a motorcycle, (c) a small 4-wheel vehicle, and 

 
Figure  1. Hardware layout of the notification system using an 

ACOUSTICHAPTICTM actuator. 
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(d) a large 4-wheel vehicle. The horizontal and vertical axes 
indicate the time and amplitude, respectively. A waveform of 
the pulse vibration with a walking frequency of 0.4-s 
intervals was used for the pedestrian. We applied the 55-Hz 
and 110-Hz resonance frequencies to large and small four-
wheeled vehicles, respectively. The amplitude of the 

waveforms was normalized because we utilized the different 
amplitudes (i.e., the intensity of the vibration) to express the 
urgency of the degree of risk or the distance to the obstacles. 

B. Abilities of the Proposed Notification Systems 
 A study of our proposed conventional system proved it to 

be effective [8]. However, the vibrating motor used in our 
conventional system was unable to assign different vibration 
patterns to different obstacle types. Fig. 3 shows the correct 
answer rates for (a) the direction, (b) vibration intensity, and 
(c) both direction and intensity using the vibrating motor. 
When participants took longer than 5 s to respond, measured 
using a stopwatch, we considered it to be too slow and 
treated their answer as incorrect. In the correct answers 
shown in Fig. 3, the response times of all trials indicate that 
drivers could understand the information of the surrounding 
obstacles in less than 1 s. The correct answer rates for 
direction, intensity, and both direction and intensity in all 
route types were 84.4%, 72.6%, and 62.2%, respectively [8]. 

Fig. 3(a) shows that the drivers produced the highest 
number of correct answers when driving on the winding 
local road, followed by the arterials and the collector roads; 
however, as Fig. 3 (b) shows, the accuracy of the drivers’ 
responses for the intensity were in the reverse order. This 
difference is likely because the vehicle’s vibrations when 
travelling at low speeds could confuse the driver. The 
pressure between the vibrating motor and the buttocks could 
also change during the trials because the driver had to 
constantly control the accelerator and brake on the winding 
road. Nevertheless, the participants were able to determine 
the direction and intensity of over 50% of the vibrations 
when driving on the proposed seat. 

For determining obstacle types, we applied the 
ACOUSTICHAPTICTM actuator. Figs. 4 and 5 indicate the 
correct answer rates for the four types of obstacles. The 
graph also shows the rate for each trial by type. The vertical 
and horizontal axes in Figs. 4 and 5 show respectively the 
correct answer rate and vibration type of the waveforms 
shown in Fig. 2. Fig. 4 presents the correct answer rates 
based on the waveforms of the four obstacles types. As Fig. 
4 shows, the correct answer rates improved during the trial, 
except for those for the four-wheeled vehicle (small). All 
participants were able to identify the pedestrian and 
motorcycle vibrations; however, they could only identify 

 
Figure  2. Waveforms of the vibrations for the four obstacle types. 
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Figure 3. Correct answer rates on local winding roads, arterials, and 
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TABLE I. CUSHION MATERIALS FOR EVALUATION. 
 Soft Highly 

Resilient 
Less 

Resilient 
Constructor Toyo 

Quality 
One 

Toyo 
Quality One 

Toyo 
Quality One 

Product name 20 ss 35 s BZ-10 
Density 
(kg/m%) 

20 ± 2 55 ± 2 35 ± 3 

Hardness (N) 30 ± 15 45± 15 60± 15 
Tensile intensity 

(kPa) 
50 ≤ 60 ≤ 30 ≤ 

Elongation  
(%) 

200 ≤ 100 ≤ 80 ≤ 

Tensile intensity 
(N/cm) 

3.0 ≤ 2.0 ≤ 2.0 ≤ 

Compressive 
residual strain 

(%) 

10 ≥ 12 ≥ 15 ≥ 
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50% of the other types of vibrations because the vibration 
patterns were too similar for them to sense the differences. 
However, after combining the large and small four-wheeled 
vehicles, the participants could detect the three patterns with 
high accuracy. Fig. 5 shows the results for three obstacle 
types, integrating the large and small four-wheeled vehicles. 
The correct answer rate reached over 90% at the fifth trial, as 
shown in Fig. 5. 

IV. MODULATION FOR PRECISE NOTIFICATION 
From the waveforms shown in Fig. 2, we generated 

modulated waves for precise notification. We determined the 
waves with a frequency an octave lower than the original 
wave as the modulated waves for more clearly feeling the 
differences of vibration. Figs. 6(a) and (b) show spectra of 
the original and modulated waves for large four-wheeled 
vehicles. The horizontal and vertical axes indicate the 

frequency and power spectrum, respectively. The spectra of 
the modulated waves consist of sine waves under 1 kHz. 

For the intensity expression, we utilized three intensity 
waves, as shown in Table II, which shows three vibrating 
volumes corresponding to three steps of intensity (e.g., small, 
medium, and large). We applied 8 dB intervals between the 
three steps, and we prepared the signals with the three steps 
of volume on each modulated waveform for the three 
obstacle types: pedestrians, motorcycles, and four-wheel 
vehicles. 

V. EXPERIMENTS FOR ROBUSTNESS AGAINST CUSHION 
TYPE  

We evaluated the robustness against cushion type in a 
near-practical environment. As shown in Fig. 1, we mounted 
a vibrating car seat on a test vehicle for evaluation by five 
test drivers with considerable driving experience. The test 
drivers reported the vibration intensity, direction, and 
obstacle type when they sensed the vibration. Before the 
evaluation, the test drivers felt nine types of vibrations (i.e., 
three intensities for the three obstacle types) at each actuator, 
shown as Actuator 1 to Actuator 5 in Fig. 1. The bold line in 
Fig. 7 indicates the experimental route, shown by Google 
Map [21]. The actuator is vibrated at random times while the 
test drivers drive on a circuit track, shown in Fig. 7, at speeds 
of less than 20 km/s. Answers were only considered valid 
when received within 5 s of the vibration. 

A. Experimental Results 
Fig. 8 shows the average ratings for comfort of each seat 

layer and material. The vertical and horizontal axes represent 
the average comfort rating and the cushion layer and material, 
respectively. The ratings were ranked according to the 
softness and resilience (high or low) of the seat cushion up to 
several layers. The test drivers tended to evaluate the seat 
based on whether they were conscious of the actuators. 

The experimental results indicate the importance of 
retaining a high notification ability in a thick cushion even 
though a synthetic judgment is required for other evaluations, 

 
Figure 6. Sound spectra for 4-wheeled vehicles (a) before and (b) after 

modulation. 
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TABLE II. SOUND VOLUME CORRESPONDING TO THREE 
STEPS OF VIBRATION INTENSITY. 

 Volume (dB) 
Small −16 

Medium −8 
Large 0 

 

 
Figure 7. Route for the driving experiment. 

 
Figure 5. Correct answer rate for obstacle type notification on three 
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such as ease of driving. 
Figs. 9 to 12 show the results for robustness against 

cushion type and present the correct answer rates as relative 
values based on a correct answer rate for layer 0. The vertical 
and horizontal axes present the correct answer rate and 
cushion layer and material, respectively. Figs. 10 to 12 also 
present the standard deviations for all answers. 

Fig. 9 shows the differences between the correct answer 
rates for the intensity, direction, and obstacle types between 
layer 0 and the other layers. The results show that the correct 
answers for the highly resilient cushion decrease as the 
layers increase; however, the other cushion materials 
maintain robustness even with an increased cushion 
thickness.  

B. Intensity Expression 
Fig. 10 shows the average differences in the correct 

answer rates calculated from the answers relating to the 
intensity of the vibrations (e.g., small, medium, or large, as 
shown in Table II). The more layers the seat cushion has, the 
more the correct answer rates decrease, except for the less 
resilient cushion. A high standard deviation is obtained for 
the results of the less resilient cushion, although the trend of 
the correct answer rates for the layers is different. Therefore, 
it cannot be said that the number of correct answers will 
increase for more layers in the less resilient cushion.  

C. Direction Expression 
Fig. 11 shows the average differences in the correct 

answer rates, which are calculated from only the answers 
relating to direction (e.g., left corresponding to Actuator 1 
and right corresponding to Actuator 5, shown in Fig. 1). In 
this experiment, the test drivers gave the direction by stating 
“right”, “right back”, “back”, “left back”, or “left” when they 
noticed the vibration. The results shown in Fig. 11 confirm 
substantial differences between the different seat cushions. 

D. Obstacle Type Expression 
Fig. 12 shows the average differences in the correct 

answer rates calculated from the answers relating to the 
obstacle types (e.g., pedestrians, motorcycles, or four-
wheeled vehicles, shown in Fig. 5). The more layers there 
are, the more the correct answers decrease, except for the 
soft cushion. In the case of the soft type with 0 layers, it was 
difficult to judge when the actuators made direct contact with 
the buttocks based on the features of the waveform because 
the soft type of seat sank more easily than the other types. As 

a result, the correct answer rates on the soft cushion could be 
increased. 

Based on the results shown in Figs. 9 to 12, the total 
correct answer rates are strongly influenced by the intensity 
of the vibrations; thus, the robustness is demonstrated 
without to the intensity steps of the vibrations. 

VI. HAZARD NOTIFICATION SYSTEM MOUNTED ON A REAL 
VEHICLE 

We discussed the accuracy of our system using Nissan 
MARCH as a real vehicle by experiments shown in Fig. 13 
(a). Actuators are installed in a MARCH’s seat, shown in Fig. 
13 (b), based on conventional our experiments. Actuator 1 to 
5, shown in Fig. 13 (a), are mounted in 40mm depth to touch 
the surface on the actuators at driver’s buttock, and layout of 
each actuator is same as Fig. 1. Width between Actuator 1 
and Actuator 5, Actuator 2 and Actuator 4 are 20cm, 

 
Figure 9. Correct answer rates for each seat material. 
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Figure 10. Correct answer rates for intensity for each seat material. 
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Figure 11. Correct answer rates for direction for each seat material. 
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Figure 12. Correct answer rates for obstacle type for each seat material. 
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Figure 8. Comfort ratings for each seat layer and material. 
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respectively, because standard buttock is mounted on the 
actuators. The seat is covered by normal MARCH’s seat 
cover when we conduct experiments.  

VII. NORMALIZATION BY USING DEFORMED WAVEFORM 
To develop the correct answer rate, we considered 

sensitivity on each part of our buttock on each Actuator 1 to 
Actuator 5. Therefore, strength on each actuator was 
normalized by an experiment. Moreover, we changed to 
exaggerated waveform for more simply for easy to recognize. 

A. Deformed Waveform for Easy Understanding 
From the study written in Fig.5, higher correct answer rate 

on pedestrian was obtained than other obstacle types due to 
easier notification than other vibration waves. That is, we 
expect to develop accuracy on the obstacle types of 
Motorcycle and 4-wheel Vehicle if their waveforms are more 
different each other. Therefore, we utilize deformed waves 
for Motorcycle and 4-wheel Vehicle to develop the accuracy. 

Fig. 14 (a) (b) shows deformed waves from Fig. 2 (b) and 
(d), respectively. Motorcycle is expressed by intermittent 
waveform as deformed motorcycle waveform, such as Fig. 
14 (a), however interval is shorter than the waveform of the 
pedestrian as shown in Fig. 2 (a). In contrast, the waveform 
of 4-wheel vehicle is given by constant waveform to clearly 
express the deference between each other. The vibration 
waves are created by 55 Hz carrier waves of resonance 
frequency. 

B. Evaluation for Correct Answer Rate by Using Deformed 
Waves 

An experiment was conducted to evaluate accuracy of 
notification for obstacle types on moving vehicle. 9 drivers 
tested two types of vibration (e.g., conventional waves 
shown in Fig.2 and our proposed deformed waves shown in 
Fig. 14) in this experiment. Actuators’ strength was same as 
Table II. The participants drove the road shown in Fig.7 by 
the car shown in Fig. 13, and answer obstacle type from 
random vibrations within 3 obstacle types, 3 strength and 5 
directions. Vibration timing is not told to drivers. Drivers 
answered when they feel the vibration. We treated a result as 
incorrect in case drivers did not answer within 5 seconds 
from start vibration. 

Fig. 15 shows correct answer rate of conventional and the 
deformed waves on each obstacle type as the result of this 
experiment. A line in Fig. 15 shows the average of 3 
obstacles.  The correct answer rate was generally developed 
to over 90 % by using deformed waves. High notification 
ability for obstacle types was therefore confirmed by using 
proposed deformed waves from an experiment with real 
vehicle. 

C. Normalizing Method 
We evaluated accuracy on strength notification by using 

normalized strength. The strength was normalized based on 
conventional strength shown in Table II. The medium 
strength of -8dB shown in Table II is apply as medium 
decibel value between the large and the small decibel. We 
therefore also apply new medium strength of -5 dB, that is 

same magnification between large to medium and medium to 
small, and compare with conventional medium waves of -
8dB. 

We conduct the experiment for 9 drivers on the seat, 
shown in Fig.13, without driving. In this experiment, volume 
of the vibration waves for 4-wheel vehicles and Motorcycle 
are gradually decreased from conventional strength shown in 
Table II, after we gave the vibration on each strength for 
pedestrian by an actuator. Drivers answered the nearest 
strength of vibration for pedestrian from the decreased 
strength on other vibrations (i.e., 4-wheel vehicles and 
Motorcycle). 

D. Experimental Result by Normalized Waves 
Fig. 16 shows an experimental result for strength on each 

obstacle. Horizontal and vertical axis denotes categories on 
each strength we gave for the drivers and average strength 
that drivers answered as relative output level from the 
strength for pedestrian, respectively. We also removed 
outlier of the answer, which is over from 1.5 times to 
interquartile range.  

Fig. 16 obviously indicates the difference between the 
obstacle types especially 4-wheel vehicle against pedestrian. 

 
Figure 14. Deformed vibration waves for our system 
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Figure 15. Accuracy on category notification by using deformed waves 
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By the experiment, -4dB and -3dB strength on 4-wheel 
vehicle and Motorcycle are obtained as same as the large 
strength for pedestrian, respectively. -12dB and -9dB 
strength on 4-wheel vehicle and Motorcycle are obtained as 
same as the medium strength (based on -8dB) for pedestrian, 
respectively. On the other hand, -9dB and -7dB strength on 
4-wheel vehicle and Motorcycle are obtained in the case of 
the medium strength based on -5dB, respectively. Finally -
19dB and -17dB strength on 4-wheel vehicle and Motorcycle 
are also obtained as same as the small strength for pedestrian, 
respectively. We applied these strengths as normalized 
strength. 

E. Experiment for the Evaluation of the Normalization 
We conducted an experiment for evaluating accuracy of 

notification by using the normalized strength. Others 9 
drivers from previous experiments are participate with this 
experiment. The drivers answered which strength of large, 
medium, and small is vibrated from 45 pattern of vibration 
(i.e., combination of 3 strength, 5 directions, and 3 obstacle 
types) at random 

Experimental sequence is same as Fig 15. Fig. 17 shows 
correct answer rate of strength on each conventional setting 
(i.e., strength is the same between all waveform of obstacle) 
shown in Table II, normalized setting based on decibel value, 
and normalized setting based on magnification, as the 
experimental result. Each rate of large, medium, and small 
strength in Fig. 17 is the total result of vibration with any 
direction and obstacle types. A line on Fig. 17 indicates 
average on 3 correct answer rates on the strengths.  

Average of correct answer rate is under 80% in the case of 
conventional setting, however, by normalization, the average 
is increased. Focused on each strength, especially the 
strength of large and small is increased compared with 
medium strength. Correct answer rate of medium strength is 
smaller than other strength because driver answer incorrectly 
to both large and small. This tendency is almost same 
between any settings, and the correct answer rate is not 
improved. In the case of normalization based on 
magnification, the medium strength is nearer to large 
strength than the medium strength based on decibel value; 
therefore, the correct answer rate of large and small is 
decreased and increased respectively against normalization 
based on decibel value.  We could not confirm a relation 
between correct answer rate and direction of actuators. 

The notification with large strength is the most important 
to alert of all strength. We resulted normalization using 
medium decibel level is the most effective to realize high 
accuracy on notification because of the highest correct 
answer rate of large strength and average of all settings. 

VIII. COMBINATION WITH CONVENTIONAL VISUAL AND 
SOUND ALERT SYSTEM 

Although enough accurate alert system was realized, more 
accurate information for hazard will be expected in case of 
with conventional visual and sound alert system. We 
experimented for accuracy if conventional system is added to 
our proposed system. 

A. Experimental Visual and Sound Notification System 
Layout of experimental combination system is shown in 

Fig. 18. This system consists of PC for control alerts shown 
in Fig. 18(i), 3.5-inch monitor for indicating image shown in 
Fig. 18 (ii), a speaker for sound alert shown in Fig. 18 (iii), 
and our proposed system using ACHOSTIC HAPTIC 
Actuators shown in Fig. 18 (iv). Information of obstacle 
types, and distance and direction from the obstacle is sent 
from the PC to these media.  

We utilized 4-wheel vehicle, motorcycle, and pedestrian 
sign as shown in Fig. 18 (a), (b) and (c), respectively. 3 dots 

 
Figure 16. Sound volumes which research participants answer the strength 
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Figure 17. Correct answer rates on strength by normalized waves 
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Figure 18. System layout for the combination system 
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corresponding strength are displayed on each direction 
depending on Actuator 1 to Actuator 5, shown as ① to ⑤ 
in Fig. 18. Vibration waveform is the same as normalized 
waves based on decibel shown in Fig. 16. Sound alert is 
utilized as same as conventional practical systems. 

B. Evaluation for Combination Notification  
We experimented to evaluate effectiveness of the 

combination system by based on drivers’ subjective feelings. 
8 drivers, whose age is 18 to 22, ware participated with this 
experiment. The system alerts information simultaneously by 
3 medias when they drive a paved route shown in Fig. 7. 
Drivers answered not only strength, obstacle types, and 
directions, but also a questionnaire about priority between 
the alert medias to decision, and interference and necessity of 
our notification method using vibration. 

As a result, by using multimedia notification, correct 
answer rates of all strength, direction, and obstacle types 
increased near to 100% even if low correct answer rate was 
obtained by notification with only vibration. All driver 
answered when we gave alerts in this experiment.  

Fig. 19 shows order in which drivers noticed from 3 
medias. Horizontal and vertical axis shows a kind of medias 
on each situation and the number of drivers, respectively. 
The situation in the Fig. 19 (a) and (b) is normal driving 
situation with less risk for incidents and situation when a 
driver pay attention to other obstacles, signal, sign, or road 
condition, respectively. Most drivers ware firstly notified by 
sound and vibration in the case of normal and attention 
situation as shown in Fig. 19 (a) and Fig. 19 (b), respectively. 
In the case of Fig. 19 (b), drivers finally confirmed the alert 
by display because driver’s payed attention to others by eyes. 

Fig. 20 also shows the driver’s most decisive media 
between 3 medias on each first awareness, direction, strength, 
and obstacle types. Horizontal and vertical axis shows a kind 

of medias on each situation and the number of drivers, 
respectively. Most drivers firstly awared by sound of any 
situation. In the case of Fig. 20 (a), strength, direction and 
obstacle types are decided by image shown in display, 
however, in the case of Fig. 20 (b), drivers chosed as 
decisive media by vibration more than Fig. 20 (a). Driver is 
difficult to watch a display when drivers pay attention 
around own vehicle. In this experiment, drivers recomfirmed 
by display on normal situation shifted from the attention 
situation. Our proposed system using vibration can 
imediatelly alert the obstacle type, distance and direction 
from obstacle, therefore the “Vibration” shown in Fig. 20 (b) 
was increased. Therefore, multimedia notification including 
our proposed method is possibilly effective for emergent 
notification with an insident especially in the case of paying 
attention to others from this experiment.  

Fig. 21 and Fig. 22 indicate answer for a questionnaire by 
drivers. Fig. 21 shows subjective impressions for distinguish 
between notifications of strength, direction, and obstacle 
type. In the case of Fig.18 (a), 87% of driver can be notice 
with extremely distinguished by visual image. However, 
Fig.18 (b) shows 1 step-decreased result of distinguishes 
from Fig.18 (a). Fig. 22 also shows the result of 
questionnaire about recognition and interference by using 
multimedia. As shown in Fig. 22, 63 % of drivers answer 
that it is easier to recognised information by both vibration, 
visual images and sound alert than alert with only sound and 
visual images. 88 % of drivers answer that they can drive 
without interference even if both visual, sound and vibration 
is activated. Therefore, notification by using vibration is 

 
Figure 21. Subjective impression about distinguish for (a) visual image 
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Figure 19. Priority of notifying media for notification 
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effective in the case of multimedia system. 

IX. CONCLUSION 
We examined the robustness of a vibro-tactile device by 

collaborating with a car manufacturer to install acoustic 
haptic actuators into the seat cushion of an actual automotive 
vehicle. 

We proposed a vibro-tactile notification system using 
vibrating motors to notify drivers of hazards around a vehicle, 
which were sensed using conventional sensors. The 
effectiveness of this method was evaluated from the 
viewpoint of resolution of intensity and direction and 
robustness against cushion type for determining the road 
conditions. The vibration pattern also enabled drivers to 
recognize the type of hazard, such as an approaching 
pedestrian or motorcycle. 

We conducted several experiments involving driving on 
public roads in a car with seven vibrating motors installed 
under the driver’s seat. By applying acoustic haptic actuators 
as a vibro-tactile device, test drivers could detect three types 
of vibrating patterns, indicating different types of obstacles: 
pedestrians, motorbikes, and four-wheeled vehicles. We also 
determined that drivers’ notification of the intensity, 
direction, and hazard type could be improved over time 
because they could learn from experiencing the vibration 
alerts. 

The results indicated the high potential of using a haptic 
sensation device to notify drivers of obstacles in their blind 
spots by creating a vibration against the buttocks. The 
experimental results, shown in Figs. 9 to 12, illuminated that 
the intensity of the vibration, which should indicate the level 
of the hazard, could not be considered in the robustness test. 

By reconfiguring the intensity, as shown in Table II, the 
robustness could be improved, which we will investigate in 
future work. 

We also evaluated our system by using real vehicle. We 
conduct experiments to evaluate for proposed deformed 
vibration waves and normalizing method between the 
waveform. From this experiment, an accuracy of our 
notification method is developed to over 80% by using 
normalized waves based on decibel value. 

In the case of applying for multimedia system with sound 
speaker and visual display, more accuracy of information for 
obstacle around own vehicle was obtained. Moreover, 
interference by using multimedia was not confirmed and 
multimedia notification including our proposed method is 
possibilly effective for emergent notification with an insident 
especially in the case of paying attention to others from this 
experiment.  

The proposed system is expected to reduce accidents by 
notifying drivers of other drivers and obstacles. In future 
works, we will conduct these experiments using more test 
drivers to compare elderly people with very young people or 
to observe its effectiveness with truck drivers and people 
with different levels of attention or tiredness. We will also 
evaluate the operational difficulties of the system in case of 
an emergency. We will also corroborate the visual and audio 
notifications of our system and examine the effectiveness 
for making quick driving decisions with intuitive 
notifications. 
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Abstract—Many vehicles on-road today are equipped with 
Advanced Driver Assistance Systems (ADAS) which enable a 
driver to handover primary driving tasks to the vehicle under 
specific conditions, provided the driver continues to supervise 
the system (Level 2 automation). Various tools and methods are 
used in the study of human-machine interaction with vehicle 
automation in order to assess a driver’s experience and 
interactions with a system. When used in-vehicle, Facial 
Emotion Recognition (FER) offers researchers the possibility of 
a quantitative reading of the driver’s changing emotional state 
in response to interactions with the system. This paper presents 
a method of correlating FER data post-drive with participants’ 
reported feelings of trust in the system. FER visualizations of 
the duration of the test drive sessions as well as visualizations of 
specific driving events are presented. Challenges in the use of 
FER in-vehicle, “in the wild” (on-road) are also discussed. 
Participants with a gain in trust post-drive and those with a loss 
in trust post-drive more frequently displayed the emotions 
happy and angry, respectively. Results indicate that trust 
increases after a user’s first experience with an ADAS and 
further that FER may be predictive of user trust in automation.  

Keywords—Facial Emotion Recognition; Driver Emotions; 
Advanced Driver Assistance Systems (ADAS); Human-Machine 
Interaction; Automation.  

I. INTRODUCTION  
Exponential improvements in computing speeds, 

computer vision, and machine learning over the past decade 
are fundamentally changing what it means to “drive a car”. 
Inside the vehicle, a revolution is taking place—one in which 
the primary role of the driver is shifting to that of a passenger 
[1]. This shift in the role of the user presents substantial 
challenges in the acceptance of this technology and raises 
important social, ethical, and legal concerns about the future 
of road transportation.  

From a road safety perspective, the incentive for user 
acceptance of vehicle automation is clear—a majority of auto 
accidents are due to human error, killing 1.35 million people 
each year and leaving up to 50 million injured or disabled, 
internationally [2]. In addition to a humanitarian concern, 
acceptance is also an economic concern for companies heavily 
invested in the research and development of vehicle autonomy 
[3]. Failure to support users in their exchange with Advanced 
Driver Assistance Systems (ADAS) on-road today, “will 

become increasingly costly and catastrophic [4],” as vehicle 
automation grows in its capabilities and prevalence.  

The term Advanced Driver Assistance System refers 
specifically to the current state of the art in production 
vehicles, also known as a Level 2 (assisted or partially 
automated) system, whereas Automated Driving System 
(ADS) refers to vehicles that are conditionally, highly or fully 
automated (Level 3, 4 or 5, respectively). The pervasiveness 
of partial automation (Level 2) in the form of ADAS and the 
dawn of conditional automation (Level 3) in production 
vehicles necessitates a robust understanding of Human-
Machine Interaction (HMI) challenges in vehicle automation 
[5].  

Each level of vehicle autonomy requires differing levels 
of supervision from the user and presents various challenges 
from a HMI perspective [6]. While an ADAS supports the 
driver in longitudinal and lateral control of the system under 
specific conditions, the driver is still required to remain 
focused on the road and prepared to take control of the vehicle 
at all times. Because these systems are characterized by their 
limitations as assistive systems [5], ADAS involves frequent 
handovers of control between the system and the user, leaving 
substantial room for error [6], [7].  

Studies have been conducted to gather insight regarding 
user sentiment towards vehicle autonomy, the results of which 
point to trust as a major factor in the acceptance of the 
technology [8]–[10]. Trust is defined by Mayer et al. [11] as 
an attitude; it is not risk-taking, "but rather it is a willingness 
to take risk.” Adjusted for the context of automated systems 
by Körber, trust is “the attitude of a user to be willing to be 
vulnerable to the actions of an automated system based on the 
expectation that it will perform a particular action important 
to the user, irrespective of the ability to monitor or to intervene 
[12].” Trust affects reliance on automation, and reliance aids 
the user in navigating the complexities of automated systems, 
especially when the context of use demands adaptive 
behavior, as is the case with ADAS [4]. Furthermore, a study 
of trust in automation by Miramontes et al. [13] concluded that 
people with “high emotional stability…reported higher levels 
of trust in automation.”  

Whether it is getting cut off in rush-hour traffic or a series 
of traffic lights ahead signaling green—the act of driving can 
be an emotional roller-coaster. In turn, a driver’s emotional 
state influences their driving performance. A literature review 
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of emotion on the road by Eyben et al. [14] reveals that “happy 
drivers are better drivers” and that “aggressiveness and anger 
are emotional states that extremely influence driving behavior 
and increase the risk of causing an accident.” As a tool, Facial 
Emotion Recognition (FER) can facilitate a deeper 
understanding of the user experience in-vehicle [15], [16] and 
aid in the identification of drivers with a tendency towards 
happiness and those with a tendency towards anger on the 
road. In theory, it is possible that FER may be indicative of a 
users’ trust in automation.   

While closed courses and simulators provide a stable 
research environment for human-machine interaction with 
vehicle automation, they are not fully aligned with the context 
of use, nor the state of the art. The release of one’s personal 
safety to the system occurs exclusively while engaging with 
partial automation in an on-road setting. Hence, existing 
research is unable to specify how exposure to and experience 
with a Level 2 system on-road might impact user trust. While 
Facial Emotion Recognition is typically used to assess the user 
experience, it has yet to be applied in an on-road study in 
correlation with driver trust in vehicle automation. In order to 
address this, the following research questions were explored 
in an experiment: 

 
Q1: How does a driver’s first experience with an 
Advanced Driver Assistance System on-road affect their 
level of trust in the system? 

 
Q2: Which emotions (neutral, happy, surprise, angry) do 
first time drivers of an ADAS display and is there a 
relationship between the emotions displayed and their 
reported levels of trust in the system?  
 
Q3: Which emotions (neutral, happy, surprise, angry) 
accompany specific assisted driving events? 

 
Incorporating a mixed-method approach utilizing verbal 

trust scores, the Trust in Automation questionnaire [12], and 
Facial Emotion Recognition, and qualitative/observational 
data, it was expected that the results of the experiment would 
indicate the following: 

 
H1: Participants will report higher levels of trust in 
ADAS after their first experiential drive with an ADAS.  

 
H2: FER analysis will reveal a relationship between a 
participant’s Trust in Automation score and their 
emotions displayed during the drive.  
 
H3: Participants will display varying emotions according 
to the driving scenario and behavior of the ADAS, 
including an initial emotional response to a driving event, 
followed by emotional resolution i.e., a return to their 
respective normal emotional state as defined by FER.  

 
Section II of this paper provides related works and 

background information, and Section III discusses participant 
demographics, the technical capabilities of the vehicle utilized 
for test drive sessions, and the experiment procedure. Results 

are reported in Section IV and Section V summarizing 
qualitative and quantitative findings, respectively. Section VI 
is a discussion of the results, followed by Section VII, which 
outlines the limitations of this study. The paper concludes with 
Section VIII, which offers an outlook and future work.  

This paper is an extension of work originally presented in 
VEHICULAR 2019: The Eighth International Conference on 
Advances in Vehicular Systems, Technologies, and 
Applications [1]. This work varies from the original in the 
following ways, adding: 1) more background on driver 
emotions 2) an additional research question (Q3) 3) more 
detailed information about the participants in the study 4) the 
results of an exploratory analysis of each participant’s 
emotional journey throughout the experiment (Section V.C) 
and during a selection of specific driving events (Section 
V.D.) 5) discussion about the limitations and difficulties of 
working with FER in-vehicle (Section VI and Section VII). 

II. RELATED WORK  
Experiments to measure trust in vehicle automation have 

been carried out in both closed courses [11][12] and 
simulators [19], [20]. For example, in an experiment with 72 
participants, Gold et al. [19] utilized a driving simulator 
modeling a Level 3 system to “investigate how the experience 
of automated driving will change trust in automation and the 
attitude of the driver towards automation.” A questionnaire 
was administered before and after a 15-20 minute driving 
experience. Gaze behavior was also recorded in an effort “to 
measure a change of trust by a change in [eye] scanning 
behavior.” The results of this study revealed that participants 
reported a higher level of trust in automation after the driving 
experience, however gaze behavior could not be established 
as a valid measurement. 

In an experiment using a Wizard of Oz setup (simulating 
an automated vehicle), Ekman et al. [18] explored a mixed-
methods approach for the assessment of trust during a 15 
minute drive on a closed course with 18 participants. The 
results of the study indicated that “data should not only be 
collected at the very end of a trial only but be complemented 
with data collection also during a trial, in particular in relation 
to events that may influence and contribute to a user’s overall 
experience.”  

Researchers have developed frameworks, models and 
scales for the assessment of user trust in vehicle autonomy. 
Ekman et al. [17] constructed the Lifecycle of Trust (LCoT) 
framework, to serve as a tool for HMI design. The LCoT 
identifies 11 trust-affecting factors throughout the Pre-Use 
Phase (Implicit/Explicit Information), Learning Phase (all 
activities from Entering the Vehicle to transitions from 
Manual to Automated Control, to Exiting the Vehicle) and 
Performance Phase (covering Continuous Usage, Change of 
Context & Incidents). Validation of LCoT factors, specifically 
through the Pre-Use and Learning Phases are an area of 
interest for this study, as it is the most current, comprehensive 
framework for understanding the development of trust in 
automation.  

Based on empirical research, Jian et al. [21] developed the 
“Checklist for Trust between People and Automation” a 7-
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point Likert scale comprised of 12 questions designed for use 
as a general scale in any area where human-automation 
interaction occurs. Based on this, the work of Mayer et al. 
[11], Lee & See [4] and others, Körber [12] developed a 
refined model of Trust in Automation (TiA) with an 
accompanying 19-item, 5-point Likert scale questionnaire 
covering the following factors: Reliability/Competence, 
Understanding/Predictability, Intention of the Developers, 
Familiarity, Propensity to Trust and Trust in Automation. The 
questionnaire features questions, such as “The system is 
capable of interpreting situations clearly,” 
(Reliability/Competence) and inverse items such as “The 
system reacts unpredictably,” (Understanding/Predictability) 
which correspond to the underlying factors. To the knowledge 
of the authors, this questionnaire has yet to be applied in a 
study of trust in partial automation on-road.  

A. Driver Emotions  
Facial Emotion Recognition via the analysis of facial 

expressions extracted from images/video frames is of growing 
interest to HMI researchers in the area of automated driving. 
FER consists of three main events: 1) face and facial 
component detection, 2) feature extraction, and 3) expression 
classification [22]. The facial expressions which are 
associated with the emotions happy (joy), anger, and surprise 
are thought to be the most relevant in the context of automated 
driving and are used by commercial software companies in 
their analysis [16]. Studies have confirmed that the emotions 
happy and angry are the most influential on how a car is driven 
[23]. 

When used in-vehicle in real time, systems can perhaps 
use FER data to align its behavior with the changing emotional 
state of the user. This concept of system adaptation, was 
originally presented by Picard [24] and is known as affective 
computing. Picard suggests that computers which “…sense and 
respond to users’ emotional states may greatly improve 
human-computer interaction” [4]. Affective computing by 
means of FER is of particular interest in vehicle automation, 
as improving the naturalness of interaction with the system 
facilitating trust and acceptance [25]. Further, according to 
Lee & See [4], understanding “Emotional response to 
technology is not only important for acceptance, it can also 
make a fundamental contribution to safety and performance.”  

A well-designed, supportive system assists the driver in 
achieving their goals by taking over the monotonous tasks of 
driving and correcting errors such as inattentiveness, 
smoothing out the driving experience. However, a system 
which is not well-aligned with the user or behaves 
unexpectedly may cause friction, resulting in displeasing 
emotions and disuse of the system. Acceptance of automated 
driving systems and appropriate reliance from the user is 
crucial to ensure its efficient and safe use [4]. Understanding 
the emotional states of a driver before and after driving events, 
while operating an ADAS on-road may support affective 
computing techniques in next generation vehicles [14] and in 
turn, trust in automation.  

When used as part of a mixed-method approach in post-
production, FER may therefore enable the observation of 

correlations between driver emotional states, vehicle 
behaviors and reported trust in automation.  

III. METHODS 
A total of n=10 participants were introduced to the same 

Level 2 vehicle and completed one individual test drive 
session. All participants completed their test session within 
the same two-week period. The driving route included driving 
time on the autobahn (including a construction zone), country 
roads and in urban settings. Each experiment session lasted 1 
hour and 30 minutes, approximately an hour of which was 
driving time. The same moderator accompanied all of the 
participants; participants were not explicitly told to activate 
the ADAS. A pilot test was conducted to refine the experiment 
structure and equipment, after which it was determined the 
route did not include enough autobahn time and was therefore 
revised.  

A. Participants 
Of the ten participants selected for this study, there were 

six females and four males. All participants were members of 
the university community and were recruited via email and 
flyer. Participants were screened prior to the experiment 
session to ensure they met specific requirements for the study: 
holding a valid driver’s license, experience with automatic 
transmission, have no prior experience with the vehicle class 
(Mercedes-Benz GLC), not own or regularly operate a 
Mercedes-Benz, have no prior first-hand experience with 
ADAS, any semi-autonomous or autonomous vehicle systems 
(including for example: autopilot systems, adaptive cruise 
control or lane keeping assistants. Excluding: standard cruise 
control/speed limiters, back up cameras or blind spot 
assistants).  

The driving route was designed as a loop, beginning and 
ending at each participant’s respective campus. All 
participants drove the same section of the autobahn, with 
additional driving time in country road and urban settings 
which varied slightly based on the participant’s starting 
location. Participant 1 (going forward, participants are 
referred to as “PX” where X is their individual coded 
reference number), P2 and P3 began at campus A, while P4-
P10 began at campus B.  

TABLE I. PARTICIPANT PROFILE 

Participant Age Gender Education *Technical 
P1 >30 F Vocational No 
P2 <30 F Vocational No 
P3 <30 F Vocational No 
P4 >30 M Masters No 
P5 >30 F PhD Yes 
P6 >30 F Masters Yes 
P7 <30 M Vocational No 
P8 <30 M Vocational Yes 
P9 >30 M Masters No 
P10 >30 F Masters Yes 

*Denotes whether or not the participant had a computer science or other engineering background. 

The mean age of the participants was M = 31.66 years (SD 
= 9.17, ranging from 20 to 48 years old). Six of the 
participants had been driving for over ten years while four had 

97

International Journal on Advances in Intelligent Systems, vol 13 no 1 & 2, year 2020, http://www.iariajournals.org/intelligent_systems/

2020, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



been driving for ten years or less. Educational level was split 
50/50 between the participants, half holding a master’s degree 
or above and the other half having received vocational 
training. Table I profiles each participant.   

1) Disclosure: Participants were informed only that they 
would be taking part in a study of Human-Machine Interaction 
in ADAS which involved an on-road test drive. The focus of 
the study being specifically about their trust in the ADAS was 
intentionally withheld from the participants. It was not 
disclosed explicitly nor by accident (e.g., titles removed from 
trust questionnaire, discussion about experiment sessions 
prohibited) in order to mitigate the Hawthorne Effect. This 
effect refers to the inclination of research participants to adjust 
their behavior and act in a way that they believe is aligned with 
the expectation of the moderator [26]. This decision was also 
made in part due to the high cognitive demands of the 
experiment [14] (driving an unknown vehicle with unfamiliar 
technology on public roadways, while under observation) and 
to obtain unbiased and natural reactions in any participant 
commentary related to the discussion of trust in the system.  

B. Vehicle 
The same Mercedes-Benz GLC-250 4Matic was driven by 

all participants. This vehicle was equipped with the Driving 
Assistance Package Plus option which includes an Advanced 
Driver Assistance System (sub-systems relevant to this study 
are listed in Table II). These features qualify the vehicle as a 
partially automated, Level 2 system [5].  

TABLE II. SELECT DRIVER ASSISTANCE PACKAGE PLUS FEATURES 

Feature Function Active 

Distance-Pilot 
DISTRONIC 
with Steering 
Assist and 
Stop&Go Pilot 

“Autonomous intelligent cruise 
control system” able to accelerate 
and decelerate according to traffic 
conditions. Steering interventions 
help the driver stay in lane. The 
system can follow the vehicle ahead 
even where there are no or unclear 
lane markings (<130 km/h).  

0-200 
km/h, 
driver 
activated 
 

Hands-Off 
Warning 

A haptic (steering wheel vibration) 
and graphic warning (in the multi-
function display, next to the 
speedometer), alerts the driver to 
return their hands to the wheel.  If 
this is not heeded, it is enhanced via 
an auditory warning tone.  

Active with 
DISTRONIC 

Active Lane 
Keeping-Assist 

Detects unintentional lane drift by 
monitoring road markers. Can tell if 
the vehicle veers out of lane without 
signaling, and will vibrate the 
steering wheel. Brakes individual 
wheels for correction, keeping the 
vehicle within the road markers. 

60-200 
km/h, 
(conditional) 

PRE-SAFE® 
Brake with 
Pedestrian 
Detection 

Able to detect pedestrians ahead and 
will apply the brakes automatically. 

Up to 50 
km/h 
 

Traffic Sign 
Assist 

Identifies traffic signs and speed 
limits on the instrument display via 
camera and GPS data. 

Always 
active. 
 

Source:[27].  

The purpose of this study is not to cross-compare various 
technologies, but rather, to analyze the inherent trust in a 
particular vehicle’s systems, holding this as a constant.  

C. Procedure 
In order to ensure consistency and objectivity between the 

experiment sessions, the moderator adhered to a set procedure 
(see Table III) and script. At the start of the session, the 
moderator greeted the participant outside of the vehicle in the 
parking lot. This is when the participant was first exposed to 
the make and model of the vehicle. The participant was invited 
to enter the vehicle, where they were then interviewed 
regarding their initial impressions of the vehicle, Mercedes-
Benz, thoughts about ADAS, vehicle autonomy, and their 
expectations of the system, including their initial feelings of 
trust in the system. They were then asked to give a verbal 
rating of trust in the ADAS on a scale from 1 to 5 (1=low, 
5=high). Next, they watched an introductory video featuring 
original content from Mercedes-Benz, which was produced 
for this experiment by the researchers to reflect the 
capabilities of the specific vehicle used for testing. The 
participant was informed that they were in full control of the 
vehicle at all times and responsible for obeying all traffic laws 
and posted signs. Next, the Trust in Automation questionnaire 
(modified from [12]) was administered to the participant in 
their native language (German or English, translation from 
[12]). After, they were encouraged to ask questions, to ensure 
their understanding of the system’s functions and capabilities. 
They were asked to rehearse how to activate/deactivate the 
system while the car was parked. Following the introduction, 
each participant was asked for a second time to give a verbal 
rating of trust in the ADAS. Trust in Automation, Pre-drive vs 
Post-drive.  

TABLE III. EXPERIMENT PROCEDURE 

Pre-Drive Drive Post-Drive 
Introduction I Introduction II Test Drive Closing 

1) Interview 
2) VTS #1 

1) Intro video 
2) TiA #1 
3) Interview 
4) VTS #2 

1) Planned route 
2) Think aloud 
3) FER 

1) TiA #2 
2) Interview 
3) VTS #3 

VTS = Verbal Trust Score, TiA = Körber’s Questionnaire for Trust in Automation,  
FER = Facial Emotion Recognition 

As the participants began the test drive with the route pre-
programmed into the vehicle’s GPS, the GoPro cameras were 
activated at 60fps. The driver-facing camera was mounted to 
the windshield to the right of the steering wheel for later FER 
analysis. The driving scene (roadway ahead), multi-function 
display, and participant’s interaction with the system’s 
interface was were captured by a second camera mounted 
behind/next to the driver’s right shoulder.  

During the test drive, the moderator did not give any tasks 
to the participants other than to follow the route on the GPS. 
The moderator played an observatory role, giving instruction 
only when prompted (e.g., clarifying a system limitation). 
Participants activated the system only as they felt comfortable, 
in the appropriate conditions and were encouraged to think 
aloud [4] while doing so. Participants were asked to state 
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aloud whether they or the car was performing certain actions 
(steering, braking, acceleration/deceleration) throughout the 
drive and to share their thoughts on the vehicle’s behavior as 
it occurred. Top speed with ADAS active was recorded for 
each participant as well as adjustments in posture (positioning 
of hands, arms and feet on/off pedals). Immediately following 
the drive, the TiA questionnaire was administered a second 
time. Participants then completed a post-drive interview and 
gave a final verbal rating of trust in the ADAS on a scale from 
1 to 5 (1=low, 5=high), based on their experience. All 
interview audio was recorded for later reference.   

1) Data Analysis: The responses to the TiA questionnaire 
were scored following the procedure used by the System 
Usability Scale [28]. Adjusted for the number of questions, 
responses were reverse coded, added together and then 
multiplied by a factor to convert the original scores of 0-68 
to a 0-100 value, in order to better identify discrepancies in 
participant’s pre-use and post-use scores (the factor 
Familiarity was removed from analysis, as all participants 
were selected purposefully to have no prior experience with 
the technology). A Wilcoxon Signed-Rank Test was used to 
examine differences in pre-drive and post-drive, reverse 
coded TiA questionnaire medians. This method was chosen 
as it is appropriate for the comparison of medians in ordinal 
data from related groups with a symmetrical distribution [29]. 
Wilcoxon was performed for all TiA factors together 
(Reliability/Competence, Understanding/ 
Predictability, Intention of the Developers, Propensity to 
Trust and Trust in Automation) and for each factor’s 
respective set of questions. Friedman’s Test (adjusted for 
ties) was used at to analyze shifts verbal trust scores (pre-
introduction, post-introduction and post-drive). Friedman’s 
was selected as the data is ordinal, came from a single group 
measured at three intervals, and there are no interacting 
effects between the groups [30], [31]. Statistical analysis and 
plotting of TiA and verbal trust scores was completed in 
RStudio [32] using the stats [33], agricolae [34], and ggplot2 
[35] packages.  

2) Facial Emotion Recognition: Driver facing video 
footage captured at 60fps was processed by a convolutional 
neural network (CNN) with 3 convolutional layers and two 
fully connected layers (including the output layer). The CNN 
was trained for the facial emotion recognition of seven 
emotions [36], however a reduced set of emotions was 
selected for analysis: neutral, happy, surprise, and angry 
[14], [16]. Classification performance using this set of 
emotions was reported 81% accurate by Mathworks 
MATLAB 2018b [37], which was used to run the network 
and output the data in text files. The text files were then 
compiled, cleaned and analyzed in RStudio.  

The analysis returned a value from 0-1.0 for each emotion, 
(where neutral, happy, surprise and angry share a portion of 
the 1.0 value) for each frame and output the data in text files. 
The text files were then compiled and plotted in MATLAB 
using movmean [38]. FER scores were reviewed for each test 
drive as a whole, as well as for specific driving events. These 
events included: removing hands from the wheel (Hands Off), 

strong deceleration and steering through curves (DISTRONIC 
PLUS with steer assist), full stop and restart (Stop&Go Pilot), 
driver intervention, and a vehicle malfunction.  

IV. QUALITATIVE RESULTS 
Participant commentary from the interviews (pre-intro, 

post-intro, post-drive) and during the test drives was recorded. 
This Section includes excerpts from the commentary and 
participant behaviors recorded. The commentary was 
transcribed and categorized according to the TiA factors  
examined by the questionnaire [12], and additionally 
participant Driving Style and Weather.  

A. Reliability/Competence 
Toward the end of the drive, P9 said, “I think the benefits 

[of ADAS] are clear and undeniable. Every system here is 
intended to improve safety. I don't think there’s any danger 
posed by the system,” and “I was skeptical. Having seen it in 
action, having felt it under my hands…it is a good thing and I 
could recommend this kind of system to other people as well. 
I could talk positively about my experiences on the road. I 
wouldn’t be averse to having this kind of system in my own 
vehicle.” 

P4 took back control while in an autobahn construction 
zone due to discomfort with Steer Assist, stating, “It's keeping 
us in the lanes but before it was a little bit problematic. It went 
too far to the right and then it went to the left and then I 
intervened because I was not sure if it would do it itself.” 

After the drive, P4 said, “There were a couple of mistakes 
[with Steer Assist] and it was not too clear to me if it was on 
or off. I guess that's not the point of the system, that I have to 
focus more on the [system] than the road. It’s not as useful 
because I have to keep my hands at the wheel anyway.” 
During the course of the test drives the system experienced 
one malfunction, which occurred during P4’s test drive. While 
driving on a country road, the system drifted the vehicle out 
of its lane. P4 allowed the vehicle to continue drifting out of 
lane until half of the vehicle was in the lane of the oncoming 
traffic before intervening.   

B. Understanding/Predictability 
After the introduction to the ADAS, P7 stated, “I was 

curious and skeptical at the beginning but now that I know 
more about how [the systems] work and what they can do for 
me, it makes me more confident. I think I may struggle with 
using them due to a lack of experience. I can trust [assistance] 
more than a full take-over of my driving.” 

P7 expressed how unpredictable vehicle behaviors 
affected feelings of trust, “I felt that I was mostly in control of 
the system, but not when resuming my settings. I knew I was 
faster when I last used the feature, so I wanted to use it to 
accelerate. But sometimes it was much faster than I expected. 
It was alarmingly fast. I did not trust in the braking after such 
a strong acceleration.” 

1) Mental Model: Several participants made comments 
that revealed changes in their mental model of the system as 
the drive progressed.  

During the test drive, when P5 activated the system, they  
did not release their foot from the pedal until ~40 minutes in 
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to the drive, which automatically caused the distance control 
system (Distance Pilot) to become passive, leading P5 to 
become confused about the system’s functionality.  

P2 said, “I see the lane is not there, so I will not trust [the 
system.]” and “It is steering but I want to make sure I keep my 
hands on the wheel because there is no lane marking right 
there.” P6 expressed, “Maybe the [steer assist] is off because 
it has to “take some information in to analyze the situation,” 
indicating their perception of the system’s functionality. P9 
stated, "I thought maybe if I moved to the right a little bit, [the 
system] would start to see a pattern in the lanes. I was trying 
to show the car what the lane looks like. I thought maybe if 
you just adjust the position of the car within these lanes that it 
could find a pattern within it, that it could orient itself.”  

P8 mentioned a time they adjusted their mental model and 
hence behavior, “Most times I felt in control. Except for the 
two times when the car ahead [moved into the adjacent lane 
and] turned off the road. I thought the system misinterpreted 
it a bit. I anticipated it the second time, based on the first time, 
that it could happen, and my anticipation was right.”  

C. Intention of the Developers 
Participants (P1, P3, P5, P7) said that they felt “safe and 

comfortable” in the vehicle due to the brand. Several 
mentioned that they would prefer to drive a vehicle from 
another brand (P1, P8, P9). After an introduction to the 
system, P9 said, “I wouldn’t say I necessarily feel better about 
[the system]…I think the developers did their best to create a 
system that doesn't put people in harm. I have faith in them 
but there are so many variables on the road that I don't feel 
comfortable putting my full trust in the system.” 

a) Implicit Information: P9 referenced stories they have 
heard in the media: “On the news you’ll see, in the United 
States in particular, where people are very excited about 
automated driving systems, that someone runs into something 
because they are not paying attention and then ends up in a 
fatal accident. That puts me on edge about the whole thing. I 
am not exploding with excitement [to use the system].”  

D. Propensity to Trust 
In the initial interview, P1 said, “I am like a dinosaur. I 

don’t have a big trust in the system. I feel safe with things I 
can see.” After an introduction to the system, P1 expressed 
their feelings towards driving: “If I drive, I am concentrated 
on it and I like it. I would not like a car to do things for me 
that I could do myself.” P7 stated, “I am curious and also 
suspicious if it really works. I think that I can do better than 
the automatic calculations of the system. It is making me 
curious but also cautious.”  

E. Trust in Automation 
P5 expressed a desire to test this system but at each 

opportunity they intervened and took back control; in the end, 
stating, “I can’t trust the system so fast. You would have to 
put a wall out of cushions in front of me before I try that” 
(referring to the Stop&Go Pilot). After the test drive, P5 stated 
“It’s up to me how much I trust the system. If I would drive 

with such a system for a long time, I would put more trust in 
it. But now it's a very big contrast in driving for me.” 

P6 said, “I am not totally trusting but for me a [verbal trust 
score of] 4 is very high because I normally do not like these 
systems. But it is very comfortable to me now.” 

Throughout the test drive P10 was animated and 
expressive stating at the end, “It is a bit creepy for me…to 
trust a car. Normally, you trust a driver. I hate to go by 
airplane. Because you have to trust someone else. A stranger! 
But here...you have to trust a car...something with no inside, 
no feelings! It is only a system, a machine, and you have to 
trust it. The longer you drive it and the more you get familiar 
with it…you get a feeling for it and you start to trust the 
system.” 

F. Driving Style 
During the test drive, P9 reflected on the effect the ADAS 

might have on driving styles, “I could imagine the system 
really reducing reckless driving. I don't feel the need to even 
worry about passing this person. I kind of just feel comfortable 
letting the car takeover. It kind of takes the pressure off me to 
take some sort of an action. If driving manual transmission, I 
would probably be more aggressive right now.” 

P9 stated they would “feel better” if other cars around 
them were using ADAS. “There are a lot of really bad drivers. 
I would know the car is going to adjust to keep them within 
tolerance limits automatically. I would probably feel better 
about being in traffic with the person.” P10 said, “Maybe I 
would pay more attention to a car [with ADAS]. Because I 
know it is new a technology. But you can expect more of what 
a system would do than a human. A system would work or not 
work, not be in-between like humans. Maybe these are the cars 
on the road now that you think, ‘Oh that driver drives very 
correctly.’” 

1) Risk-taking: Shortly after expressing their 
apprehension at the start (“I am very nervous about what 
we’re going to do today”), P3 engaged in repeated attempts 
to test the system at high speeds while on the autobahn. P3 
intentionally drifted over lane markings several times to see 
if the Active Lane Keeping system would reorient the vehicle 
properly in the lane.  

20 minutes into drive, P8 “provoked” the system, stating, 
“Now [the system] steered, because I provoked it. I tried to go 
straighter than I should have into the turn. If you get the angle 
of the curve wrong, it’s nice that someone assists you with it.” 

When testing the Stop&Go Pilot, P7 said, “The car will 
stop? Cautiously, I am trying that. I’ve got my foot over the 
pedal. The car…the car completely stopped. It is new and 
weird. Okay, wow. Now it’s going again on its own. If I know 
this is doing the job for me, I feel comfortable in releasing my 
foot and not keeping it directly above the pedals.” P9 stated, 
“So it’s going to stop completely? That’s giving me a little bit 
of apprehension right now. That feeling, do I let it? Cause 
that’s like twenty years of driving experience inching up 
towards that bumper.” 

Several of the participants drove through or attempted to 
drive through roundabouts in urban settings while the system 
was active. P4 followed a vehicle in front through the 
roundabout and out of the second exit. P8 also followed a 
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vehicle into the roundabout but intervened as the system 
accelerated once the vehicle in front exited. P6, P7, and P10 
approached the roundabout with ADAS active but intervened.  

P4 was the only participant who activated the ADAS near 
its top speed at 190 km/h.  

a) Hands Off: All participants with the exception of P5 
removed their hands from the wheel long enough to trigger 
the hands-off warning graphic and/or auditory warning tone.  

Halfway through the drive, while traveling on the 
autobahn (160 km/h), P1 crossed their arms. P1 also adjusted 
the position of their headrest at high speed, stating “See, this 
is something I would do now, because the system is on” as 
they put both arms behind their head and adjusted the 
headrest. 

P4 stated, “You get a warning to put your hands on, but 
you don't have to do anything, it’s just going on its own 
anyway." P4 discovered a work-around for disabling the 
hands-off warning; by briefly nudging the steering wheel 
slightly from side to side they were able to cease the warnings 
temporarily. P4 continued to workaround these warnings, 
through a narrow construction zone.  

P3 told the hands-off auditory warning to “shut up” and P4 
referred to it as “annoying.” P4 received the most hands-off 
warning notifications of all participants (over 45 
notifications). 

2) Risk-aversion: Participants P1, P2, P5 and P6 did not 
allow the Stop&Go Pilot to come to a full stop while all other 
participants did. P2 had the lowest top speed at 130 km/h and 
possessed the most cautious driving style. 

G. Weather 
One instance of rain occurred which lasted approximately 

15 minutes toward the end of P3’s test drive. P3 said, “I like 
the system. I trust the system. But because of the rain I have 
not such a safe feeling because I don’t know this car and I am 
driving it for the first time. It’s not like you just sit here and 
feel safe, because it’s up to all of the things that can happen 
around you.” At the end of the drive, P3 stated, “If there was 
no rain, I would give the system a [verbal trust score of] 5 
because it worked, and it did what it was supposed to do. 
Because of the rain, I didn’t feel so safe, so I will say 4.” 

V. QUANTITATIVE RESULTS 

A. Verbal Trust Scores 
Participants were asked to give a verbal rating of trust in 

the vehicle’s ADAS on a scale from 1 to 5 (1=low trust, 
5=high trust) three times throughout the experiment session: 
pre-interview, post-introduction, and post-drive.  

Verbal trust scores indicated that six of the participants 
had an increase in trust after receiving an introduction to 
system (ranging from +0.25 to +1.50 compared to pre-
interview scores).  Three showed no change and one reported 
a decrease in trust (-0.50). Post-Drive, seven of the 
participants reported an increase in trust (ranging from +0.50 
to +2.50), while one reported no change and two reported a 
decrease in trust (-1.0). A non-parametric Friedman test of 
differences among repeated measures, adjusted for ties was 

conducted and rendered χ2(18)=0.07, p>0.05, which was 
nearly significant (see Figure 1).  

 

 
Figure 1. Comparison of median verbal trust scores for all participants at key 
intervals during the experiment, which were nearly significant at p>0.05.  

B. TiA Questionnaire 
The Trust in Automation questionnaire was administered 

twice during the experiment session: after participants were 
introduced to the system (pre-drive) and again after the test 
drive (post-drive). Scored results (see Section III.C.1. Data 
Analysis) from the questionnaire indicated that three 
participants had a decrease in TiA after the test drive (P1, P5, 
P4) while all other participants reported an increase of TiA 
after the test drive (see Table IV). All of the participants who 
reported a decrease in trust after the drive were >30 years of 
age with ten or more years of driving experience.  

TABLE IV. TRUST IN AUTOMATION SCORES: 
 PRE-DRIVE VS POST-DRIVE 

Participant 
Interval 

Pre-Drive Post-Drive Change in TiA 
P9 57.408 82.432 + 25.024 
P8 54.464 72.128 + 17.664 
P10 45.632 61.824 + 16.192 
P7 47.104 63.296 + 16.192 
P2 64.8 75.1 + 10.3 
P3 63.3 72.1 + 8.8 
P6 57.408 61.824 + 4.416 
P1 50 47.8 - 2.2 
P5 75.1 63.3 - 11.8 
P4 54.5 35.3 - 19.2 

By participant, pre-drive and post-drive. An increase in TiA occurred in all participants while a 
decrease in TiA was observed in P1, P4 and P5.  

 

In one instance, a participant’s (P1) verbal trust scores did 
not align with their self-reported TiA responses. P1 verbally 
reported a gain in trust post-drive, but in the post-drive 
questionnaire reported a loss of trust.  

Each participant’s TiA response (based on the 5-point 
Likert scale) was recoded, and a pre-drive median and post-
drive median value was given for each participant. A 
Wilcoxon Signed-Rank Test performed on all participant’s 
pre-drive and post-drive medians indicated that the post-drive 
TiA median scores were not significantly higher than pre-
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drive median TiA scores (Z=-0.86, p>0.05) (Figure 2, factor: 
all).  

 

Figure 2. Trust in Automation, pre-drive (pre) & post-drive (post) medians. 
Shown overall (all) and for each factor (dev=Intention of the Developers, 
pro=Propensity to Trust, rel=Reliability/Competence, tru=Trust in 
Automation, und=Understanding/Predictability).  

The factors Reliability/Competence, Understanding/ 
Predictability, Intention of the Developers, Propensity to 
Trust, Trust in Automation were also considered individually 
for analysis. The post-drive median score for 
Reliability/Competence was found to be significantly higher 
than the pre-drive median score (Z=-2.17, p<0.05) (see Figure 
2, factor: rel). The pre-drive vs. post-drive median scores for 
the other factors were not found to be statistically significant 
at p>0.05. 

C. Facial Emotion Recognition  
The driver facing camera footage for each participant’s 

test drive was processed by the convolutional neural network 
for FER. A value ranging from 0 to 1.0 for each emotional 
state (where each of the four emotions, happy, angry, surprise 
and neutral share a portion of a 1.0 value) were returned every 
one tenth of a second for the entirety of the drive. FER scores 
were calculated for the entire duration of each participant’s 
test drive, which lasted approximately one hour. The 
visualization of each journey over time was plotted in 
MATLAB. Frames in which no face was detected were 
included in the analysis with movmean and the dim property 
set to 5,000 (smoothing) (Figure 5, see next page). Each graph 
is labeled with the respective participant number, their FER 
score for four emotions out of 1.0 is shown in the y-axis. As 
shown in the legend below the plots, neutral is plotted in blue, 
happy is plotted in red, surprise is plotted in yellow, and angry 
is plotted in purple. The x-axis plots location in time, in which 
Start marks the beginning of the test drive and End marks the 
end of the test drive. Entry (EA) and exit of the autobahn (XA) 
are also annotated (see the caption of Figure 5).  

D. Facial Emotion Recognition + Sample Events 
A selection of driving events was timestamped and 

extracted from FER analysis and the visualization of each 
event was plotted with movmean in MATLAB with the dim 
property set to 100 (smoothing). The selection here represents 
only a portion of the driving events which occurred. As shown 
in the legend for each graph, neutral is plotted in blue, happy 

is plotted in red, surprise is plotted in yellow, and angry is 
plotted in purple.  

1) Hands Off 
While the Mercedes-Benz ADAS used in this study is not 

a hands-free system, a majority of participants elected 
independently to remove their hands from the wheel at some 
point during the test drive. The steering wheel was equipped 
with sensors (Mercedes-Benz, standard production) as a 
means of measuring driver attentiveness. When the system 
detects a lack of contact with the steering wheel, the system 
will display a graphic warning indicating the driver should 
return their hands to the wheel. If this warning is not heeded, 
it is then accompanied by an auditory tone. Figure 3 highlights 
the emotional state of the participant as they experiment with 
removing their hands from the wheel for the first time.  
 

 
Figure 3. Hands Off, Participant 2. At 3.33 seconds the driver removed their 
hands from the wheel. At 10-15 seconds, they stated, “This is interesting. It 
keeps the [lane] all by itself.” At 21 seconds, the driver said, “Hmm. Crazy.” 

1) Deceleration 
When active in an autobahn setting, DISTRONIC PLUS 

(Mercedes-Benz adaptive cruise control) is capable of 
autonomously decelerating the vehicle at high speeds. Figure 
4 and Figure 6 are samples of participants emotional state as 
the vehicle decelerated autonomously. 

 

 
Figure 4. Deceleration, Participant 4. While on the autobahn with ADAS 
active near top speed (190km/h), the vehicle slowed itself autonomously, 
approximately 50% to 90km/h. The vehicle begins decelerating at 4 seconds, 
and the driver says, “Ok!” At 13 seconds the driver says, “That was not too 
comfortable for me, but I guess that’s because my car doesn’t brake so hard.” 
At 23 seconds they state, “I would have braked way before that.” 
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Figure 5. Facial Emotion Recognition Scores for all participants’ entire test drive session. Y-axis expresses participants’ FER scores from 0-1.0 where all 
emotions share a portion of 1.0. X-axis shows location in time, in which Start marks the beginning of the test drive session, EA marks “Enter Autobahn”, XA 
marks “Exit Autobahn”, and End marks the end of the test drive session. Between Start and EA, XA and End, participants drove in country road and urban 
settings. Between EA and XA participants drove on the autobahn. Test drive sessions averaged 70 minutes in total. P5, P6, P8, and P10 wore corrective 
eyeglasses which impeded facial detection. This is visible in the relatively low FER scores of these participants (see Section VI for more). 
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Figure 6. Deceleration with photos of corresponding frames, Participant 8. 
While traveling on the autobahn with ADAS active, the vehicle braked 
autonomously as it approached the vehicle in front. The photo on the left was 
just before 2.5 seconds, the middle at 2.5 seconds and the third after. 

2) Steering 
DISTRONIC PLUS with Steering Assist is capable of 

autonomously handling light curves with the supervisor of the 
driver. Figure 7 highlights the emotional state of the driver as 
they experience the vehicle steering through a curve 
autonomously for the first time.  

 

 
Figure 7. Steering, Participant 6. The curve of the FER score for neutral 
mimics the physical curve the driver was passing through on-road (as neutral 
and happy rises, the vehicle is coming out of the curve). 

3) Intervention 
Participants elected to turn off the ADAS and take back 

full control of the vehicle at different times or different 
reasons. This includes events in which the driver felt that the 
vehicle was not acting quickly enough, for example: 
DISTRONIC braking occurring to slowly, DISTRONIC 
acceleration occurring too quickly/slowly, uncertainty and/or 
distrust that the vehicle would come to a complete stop on its 
own (Stop & Go). Figure 8 shows the emotional state of 
Participant 7 as they elected to intervene and take back 
control.  

 
Figure 8. Intervention, Participant 7. In a country road setting, the vehicle 
began to slow slightly as it was approaching a vehicle in front turning off the 
road, however the driver intervened between 1.66-3.33 seconds. At 6.66 
seconds the participant said, “I took over, it was me.” They explained that 
they felt vehicle was not stopping quickly enough. 

4) Malfunction 
During the test drive sessions, while the ADAS was active, 

one obvious malfunction occurred. While active on a country 
road, the vehicle drifted out of lane and halfway into the lane 
of on-coming traffic. Figure 9 shows the emotional state of 
Participant 4 as they silently corrected this error.  

 

 
Figure 9. Malfunction with corresponding photo depicting vehicle having 
drifted into the lane of on-coming traffic (at 6 seconds), Participant 4. 
Interestingly, the driver remains neutral at the time of the event, with slight 
rise in anger following, continued by a very slight detection of happy.  

5) Stop&Go 
A portion of the participants elected to test the Stop & Go 

feature of the system, which allows the vehicle to come to a 
complete stop. This feature was used while in traffic in 
autobahn and urban settings. Figure 10 highlights the first time 
Participant 7 used this feature in an urban setting.  

 

 

 

 

 
 

104

International Journal on Advances in Intelligent Systems, vol 13 no 1 & 2, year 2020, http://www.iariajournals.org/intelligent_systems/

2020, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



 
Figure 10. Stop & Go, Participant 7. While in an urban setting P7 allows the 
vehicle to come to a full stop. At 10 seconds, they say in anticipation, “The 
car is braking” and then, “I [will] try to trust the car and use the feature as 
it’s offered. I am not doing anything.” The vehicle stops at 30.83 seconds. 
At 35 seconds, because the car was stopped for less than three seconds (the 
threshold for the driver having to intervene from a full stop), the vehicle 
accelerated on its own to follow the car in front. 

E. Facial Emotion Recognition + TiA Score 
The overall mean values for each of the four emotions 

were noted separately for each participant. Values were then 
converted into a percentage, indicating which emotions were 
most dominant throughout each drive for each participant, 
respectively. Figure 11 displays the relationship between 
participant’s reported TiA scores and FER scores. The y-axis 
reflects the change in participants pre-drive vs. post-drive TiA 
scores, in order from the greatest gain to the greatest loss in 
TiA. The x-axis presents the FER score as a percentage, 
indicating the dominant emotion for each participant’s drive. 
Neutral was the dominant emotion among all participants, 
however participants displayed differing frequencies of the 
emotions happy, angry and surprise. Participants with a gain 
in TiA post-drive tended to display happy whereas 
participants with a loss in TiA post-drive tended to display 
angry (see Figure 11). Note the distribution of angry among 
participants and its prevalence in those with a loss in TiA. 

 
Figure 11. Participant change in TiA Score (y-axis) compared with FER 
scores (x-axis) as a percentage of their total test drive session. 

According to their TiA scores, participants P9 and P8 
reported the greatest gain in trust and (with the exception of 
neutral) displayed happy as a dominant emotion. Participants 
P4 and P5 reported the greatest loss of trust and (with the 

exception of neutral) displayed angry as a dominant emotion. 
A loss of trust was observed in both P4 and P5’s verbal trust 
scores, which decreased at the same interval (both -1.0 post-
drive), while P8 and P9 reported an increase in trust at the 
same intervals (both +1.25 post-introduction and post-drive).  

P7 and P10 reported the same gain in TiA post-drive yet 
displayed different dominant emotions according to FER. A 
comparison of the verbal trust scores of P7 and P10 do not 
reveal the same changes in trust (P7 reported verbally no 
change in trust post-drive, while P10 reported +1.0 post-
drive). Additionally, P10 displayed the dominant emotions as 
those drivers which had the greatest loss in trust (P4 & P5).  

Relative to the other drivers in this study, P4 possessed the 
most aggressive driving style (e.g., speed, triggering of hands 
off warning graphic/tone). A contrast to P5, who was the most 
reluctant to give over control to the system and did not take 
their hands-off the wheel. However, both P4 and P5’s TiA 
scores revealed the greatest loss of in trust in automation post-
drive. This loss of trust is also reflected in their verbal trust 
scores, as they were the only participants to verbally report a 
decrease in trust post-drive. Further, P4 and P5’s both 
displayed angry as a dominant emotion. 

VI. DISCUSSION  
Nesting automation in safety-critical systems requires 

careful consideration from a human-machine interaction 
perspective. In order to determine what effect a user’s first 
contact with an ADAS has on their level of trust in the system, 
an on-road experiment with ten participants with no prior 
experience with ADAS was conducted. The use of the Trust 
in Automation questionnaire [20], verbal trust scores, Facial 
Emotion Recognition, and interviews/observational data, 
enabled a mixed method analysis of each participant’s 
experience. It was hypothesized that participants would report 
higher levels of trust in ADAS after their first experiential 
drive, and that FER results would reveal a relationship 
between a participant’s TiA score and the emotions displayed 
(happy, angry, surprised) during the drive. Further, an 
exploratory analysis of participant’s FER scores, over the 
course of their test drive session and during a selection of 
driving events was conducted.  

The scored results of the TiA questionnaire revealed that 
trust in automation increased after the test drive in a majority 
of the participants. A comparison of pre- vs. post-drive 
median TiA scores however, did not reveal a statistically 
significant difference in trust in automation (p>0.05).  

The significant rise in factor Reliability/Competence 
(p<0.05, Figure 2) after the drive indicates that based on their 
experience driving with the ADAS, participants believe that 
the system performed in a way that reliably assisted them in 
achieving their goals [4]. Perhaps inherent trust in the 
established Mercedes-Benz brand had an effect on the initial 
scores, but it is not clear what effect it might have had on the 
scores post-drive. Additionally, participants made comments 
corresponding to the underlying factors of trust in automation, 
for example, P1 referred to themself as a “dinosaur” regarding 
their approach to technology, which may be interpreted as an 
indicator of their Propensity to Trust. Reviewing P1’s median 
TiA score for the factor Propensity to Trust reveals a low 
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score (pre-drive: 3, post-drive: 2). P9 mentioned their, “faith 
in the developers” during the experiment session. P9’s median 
TiA score for the factor Intention of the Developers was high 
(pre-drive: 5, post-drive: 5).  

As noted, a system malfunction occurred during the later 
part of P4’s test drive. One can assume that this was weighed 
as a factor in their reported feelings of trust in the system. 
Additionally, it is plausible that the Hawthorne Effect [26] 
may have occurred in the instance where a participant (P1) 
reported an increase in trust verbally post-drive, but a decrease 
in trust on the questionnaire post-drive.  

Regarding FER scores, participants with a gain in Trust in 
Automation post-drive tended to display happy more 
frequently in their FER score while those with a loss in TiA 
post-drive tended to display angry more frequently (Figure 
11). This finding is of interest, as self-reported feelings of trust 
in automation and emotional states appear to follow a similar 
pattern. This gives validity to the combination of TiA, verbal 
trust score and FER data, suggesting that this approach may 
be able to identify a specific persona, who may be less trusting 
and therefore less accepting of ADAS. However, due to some 
discrepancies (see Section V.E), additional research is needed 
to determine if a relationship between trust in automation and 
emotions captured via FER can be replicated. 

The driving behaviors of the participants demonstrated a 
willingness to take risks with the system, for example: using 
Stop&Go Pilot, hands-off events, and attempting to use the 
system in complex scenarios such as construction zones, 
roundabouts, and urban settings. This is aligned with the 
definition of trust by Mayer et al. [11]. Based on the results of 
this study however, displaying a willingness to take risks with 
the system alone is not a reliable indicator of trust as the 
participant who took the most risks with the system (P4) 
reported the greatest loss of trust post-drive.  

Referring back to the LCoT framework by Ekman et al. 
[17], the Learning Phase events, Control Transition 1, 
Automated Mode and Control Transition 2 (handover 
scenarios) do not list Mental Model as a trust-affecting factor. 
This is contradicted by the observations in this study. For 
example, during the test drive, while thinking aloud, 
participants stated their beliefs about how the system would 
behave prior to engaging in Control Transition 1. While in 
Automated Mode participants stated their expectations of the 
system’s behavior. When the system behaved in a way that 
was not aligned with their expectations, participants engaged 
in Control Transition 2. Participants then stated why they took 
back control, and based on their learning from the scenario, 
adjusted their mental model to adapt their future interaction 
with the system (see Section IV.B.1). Participants who more 
easily developed an accurate mental model aligned with the 
functionality of the system handed control over to the system 
more easily whereas those whose mental model was not well 
aligned with the system had a difficult time handing over 
control to the vehicle. For example, P5 was reluctant to release 
their foot from the accelerator for an extended period of time, 
indicating they possessed a poor mental model of the system’s 
functionality. After several Transitions, P5 made adjustments 
to their mental model and their interaction became more fluid. 
In contrast to P9, who gained an understanding of the system 

functionality quickly, expressed a desire to work with the 
system by showing “the car what the lane(s) looks like.” P9’s 
accurate model of the system (that the vehicle is tracking the 
lane markings) allowed for them to place more trust in the 
system. This suggests that during the Learning Phase, both 
Automated Mode and Control Transition events are impacted 
by the trust-affecting factor Mental Model.  

This study confirms Ekman et al.’s [18] conclusion that a 
mixed methods approach is required to understand trust in 
automation. Results also suggest that the finding by Gold et 
al.’s [19] simulator study (“driving experience increased self-
reported trust in automation”) does in fact carry over to the 
on-road context of use.  

An exploratory analysis of facial emotion recognition data 
captured via the driver facing camera from the on-road test 
drives was conducted to investigate which emotional states 
accompanied the participants total test drive session and 
assisted driving events (e.g., assisted steering). The selection 
of driving events and their corresponding FER plots illustrate 
that driver emotional states during specific driving events can 
be quantified by means of FER.  

Analysis of FER for the whole of the participant’s test 
drive revealed that participants who wore corrective 
eyeglasses (P5, P6, P8, P10) had lower FER scores. Further 
analysis of the raw FER data indicated that this was due to the 
FER algorithm having increased difficulty in accurately 
detecting the faces of participants who wore corrective 
eyeglasses. Frames with an undetected face ranged from 20% 
missing (P5) up to 78% missing (P6). A post-hoc review of 
literature on eyeglass detection for FER revealed that this 
issue is not uncommon [39] and CNN techniques for 
improving detection [40], [41]. Perhaps further training of the 
CNN on a broader dataset which includes more domain-
specific footage (i.e. images of drivers, and drivers wearing 
eyeglasses) may be the best approach to improving detection 
for this domain.  

Still, FER plots in Figure 5 are challenging to compare 
between participants. A variety of factors unrelated to the act 
of driving may have affected a participant’s FER score. For 
example, driving events occurred in differing durations and 
frequencies, and participants may have been discussing a prior 
driving event while engaging in another driving event (e.g., 
discussing a time they had to intervene while their hands were 
off of the wheel, as participants were encouraged to think 
aloud). Other factors impacting FER score may have been 
things like sunny weather, which may have caused a driver to 
squint, perhaps causing them to appear angry, when in fact 
they were not. A participant’s individual culture or personality 
may also play a role in the way they display emotions. 
Participants’ accompaniment by a moderator in the passenger 
seat may have also affected the emotions displayed.  

This raises an important consideration regarding affective 
computing in-vehicle. Observations of participants’ emotional 
state fluctuating in response to vehicle behaviors may in the 
future enable the calibration of system behaviors to meet user 
expectations of the system’s response to the on-road 
environment in a development setting. However, often while 
the ADAS was active during extended periods of autobahn 
driving, participants would begin a conversation on topics 
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unrelated to the driving environment, becoming expressive 
while talking about past or future events. One can assume that 
in conditional or highly automated driving (in which drivers 
are able to be fully out of the loop) that users will display 
emotions correlated with non-driving related tasks versus the 
actual on-road environment or system interactions. While 
FER may be a useful tool for researchers & system 
developers, FER may not be useful for affective computing 
in-vehicle at the consumer level.  

VII. LIMITATIONS 
Studies in simulators and on closed courses allow for 

significant control over research conditions, whereas studies 
on public roads leave much open to chance. Due to the 
spontaneity of the on-road environment, each participant was 
exposed to a variety of different scenarios at varying 
frequencies and intervals throughout the drive, with 
unplanned events such as rain or a system malfunction 
occurring simply by chance. Furthermore, because there is no 
baseline or reference point for each participant’s emotional 
state in this study (e.g., FER scores for a drive along the same 
route in their daily driving vehicle), one should be cautious in 
their interpretation of this data. Participants also may have had 
a different FER scores had they been driving alone and not 
accompanied by a moderator.  

While this study provides insight into the development of 
trust in ADAS on-road and using FER “in the wild”, one 
should be cautious in generalizing the results of this study. 
The sample size was small (n=10), as it was limited by the 
loan period of the vehicle supplier. Further, the results of this 
study are specific to the design of Mercedes-Benz ADAS, and 
experienced or daily drivers of this system may display 
different emotions under similar conditions.  

VIII. CONCLUSION AND FUTURE WORK 
An enhanced understanding of the exchange between the 

user and the system on-road and the resulting effects on trust, 
will aid in the design of safer, more efficient automated 
systems. A method for correlating FER data and TiA scores is 
presented here which may be explored in future studies. FER 
accuracy in terms of both detection and classification could be 
improved by means of data augmentation or by training the 
network on a more robust dataset, should it be used again in 
the future. Running further test drives without a moderator in 
vehicle may result in different FER scores. Analysis with an 
emotion recognition method specifically for driver speech 
may also be insightful, especially with the movement towards 
voice user interfaces in-vehicle. The finding that all 
participants who reported a decrease in trust after the drive 
came from a similar demographic (>30 years of age, ten or 
more years of driving experience) warrants further 
investigation.  

The results presented here support future research of trust 
in vehicle automation and other applications of FER in-
vehicle. More research is needed to improve the 
understanding of the development of trust in automation, in 
order to aid the user in their acceptance of this safety-critical 
technology. Tackling issues of trust in ADAS today lays the 
groundwork for the acceptance of higher levels of autonomy 

in the future, eventually leading to fewer deaths, less injury, 
disability and a safer more enjoyable on-road experience for 
all.  
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Abstract—This paper presents a knowledge resources’ view on
object development based on the new architecture framework,
which is a research result of a series of practical problem solving
implementations and further developments based on common
knowledge concepts and integrated application components.
The framework is considered knowledge-centric, supported by
knowledge resources, which constitute the fundamental base
and imply the core of key assets. Besides further knowledge
development, the knowledge-centric architecture flexibly allows
implementations of mining and computation components for
many scenarios and the employment of available computation
infrastructures. An important quality of the architecture
framework is the inherent property to assign different roles
for the professional tasks in creation and development cycles.
These roles address the major complements of knowledge,
including factual, conceptual, and procedural components as well
as documentation. This paper discusses object development and
knowledge mining based on a knowledge-centric architecture. The
main goal of this research is to illustrate the universal multi-
disciplinary and multi-lingual knowledge and content related
features for major use-case activities, deploying a knowledge-
centric architecture and to provide new examples from the
practice of systematical object development and the implementa-
tion of flexible methods.

Keywords–Knowledge Resource Object Creation; Object Devel-
opment and Integration; Containers and Collections; Knowledge-
centric Architecture; Knowledge-centric Mining.

I. INTRODUCTION

From information science view, knowledge-centric comple-
ments are in focus when creating and employing knowledge re-
sources for mining purposes. Creation and further development
of these resources and objects is of primary interest. This ex-
tended research is based on the knowledge-centric computation
architecture and its deployment for knowledge mining, which
was presented at the INFOCOMP 2019 conference in Nice,
France [1]. The presented research concentrated on the new
architecture and facilities to implement and describe activity
groups in a consistent and standardised way.

Consequently, this extended paper concentrates on research
from the knowledge resources’ perspective, the object devel-
opment, based on major use-cases groups, namely knowledge
creation and development on the one hand and knowledge
mining on the other hand. The development of knowledge
resources and objects essentially contributes to the long-term
values created for universal knowledge. Fostering structured
organisation of content, which can be addressed by manifold
methods and which can carry universal references to multi-
disciplinary and multi-lingual knowledge is considered a pri-
mary benefit for development, valorisation, and flexibility of
re-use.

The continuous development of knowledge resources and
objects should be provided a number of major features, which
are supported by the architecture, especially:
• Development of resources and objects,
• flexible object structures,
• object groups, e.g., collections and containers,
• multi-disciplinary knowledge object support,
• flexible object and context references,
• support of knowledge complements,
• multi-lingual features,
• consistency of resources,
• object re-use,
• knowledge mining,
• creation and deployment of algorithms,
• object integration,
• a fundamental, universal framework with a
• high potential of long-term facilities.

The goal of this research is to implement resources and features
according to the knowledge-centric architecture. Use-cases
illustrate and summarise the knowledge and content related
features for major activities and to summarise the architecture
and the implementation fundaments. The paper introduces
major use-cases of object development and knowledge mining
based on the architecture and presents relevant results for
objects and content. The resulting object development based
on this research is presented and demonstrated for a consistent
view on objects, closely referring to activities for these use-
cases.

This paper is organised as follows. Section II and III deliver
motivation, fundaments and previous work. Section III presents
the architecture resulting from this research. Sections IV and
V introduce to the knowledge-centric architecture and to an
implementation of two major use-cases for object development
and mining. Section VI presents a resulting object development
architecture. Sections VII and VIII present the respective re-
sults of object development and knowledge mining, illustrated
by practical examples. Section IX discusses the main results
and evaluates them in context of the practical application
scenario. Section X summarises the results and lessons learned,
conclusions, and future work.

II. MOTIVATION

All implementations of mathematical machines, which we
call ‘computer systems’ today, can strictly only deal with
formal systems. Knowledge is a capability of a living organism
and can itself not be incorporated by formal systems. Neither
can intrinsic meaning, which is an essential characteristics of
real knowledge and a unique stronghold of knowledge, be
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a matter of formal systems nor can mathematical relations,
the theory of sets, exlusiveness or creating completeness be
applied to knowledge.

Solutions requiring a wide range of knowledge content
as well as implementations of algorithms and components
are often challenging to handle, the more when it comes to
operating and adding to the resulting solutions for decades
or even further developing content and implementations for
long-term. Over time, the further developments and services
are becoming more complicated without a common, holistic
frame for content and implementation. When gathering a large
number of independent implementations, we experienced an
increasing heterogeneity in content development but also in
implementations of computing components.

This background is the major motivation for the develop-
ment of an advanced framework based on long-term Knowl-
edge Resources and integrated application components pro-
viding a valuable means of tackling the challenges. Neverthe-
less, in complex cases even major component groups cannot
protect long-term challenges, if there is no basic framework
architecture enabling to care for knowledge and computational
implementation. The practice of creating solutions, which
have to deal with the complements of knowledge suggests
that flexible but nevertheless methodological, systematical ap-
proaches are required. The goal of this research is to create
such knowledge-centric architecture, based on a wide range of
multi-disciplinary implementations and practical case studies
in different disciplines and dealing with different foci, for
many years. While further developing and updating the knowl-
edge related attributes, data, implementations, and solutions,
all of them had to be revisited over time, improving and where
necessary recreating implementation and developing content.

Knowledge resources and originary resources cover the
complements of factual, conceptual, procedural, and metacog-
nitive complements, e.g., from collections and referenced
resources. The architecture presented here aims to seamlessly
integrating separate roles of contributing parties, e.g., scien-
tific staff creating research data, professional classification
by experienced research library specialists, and developers of
application components as well as services. The guideline
was enabling to retain the knowledge required to resemble
the inherent complexity of realia situations, real and material
instead of abstract situations, while allowing lex parsimoniae
principles of William of Ockham for problem solving.

Overall outcome and new insight gained from the practical
knowledge resource object development and mining solutions
based on the designed and implemented knowledge-centric
architecture are presented in the following sections.

III. FUNDAMENTS AND PREVIOUS WORK

With one of the best and most solid works, Aristotle outlined
the fundaments of terminology and of understanding knowl-
edge [2] being an essential part of ‘Ethics’ [3]. Information
sciences can very much benefit from Aristotle’s fundaments
and a knowledge-centric approach, e.g., by Anderson and
Krathwohl [4], but for building holistic and sustainable so-
lutions they need to go beyond the available technology-based
approaches and hypothesis [5] as analysed in Platons’ Phaidon.
So far, there is no other practical advanced knowledge-centric
architectural specification known, which implements these fun-
daments. Making a distinction and creating interfaces between

methods and applications [6], the principles are based on the
methodology of knowledge mapping [7]. The implementation
can make use of objects and conceptual knowledge [8] and
shows being able to build a base for application scenarios like
associative processing [9] and advanced knowledge discovery
[10]. Based on this background, during the last decades, a
number of different case solutions were created, implemented,
and realised on this fundament, including: Dynamical visu-
alisation, knowledge mining, knowledge mapping, Content
Factor, phonetic algorithms, Geoscientific Information Systems
(GIS), Environmental Information Systems (EIS), cartographic
mapping, service design, service management, and High End
Computation. All such implementations include extensive use
of LX Knowledge Resources, as explicitly representing the
developed resources in this notation, and computation algo-
rithms. This paper, presenting the new architecture, does not
allow to illustrate too many implementation details. Therefore,
an excerpt of practical solutions is cited, which have been
reimplemented by the collaboration of the participated research
groups and published, creating a base for this architecture.
Representative examples are a) integrated systems and su-
percomputing resources used with phonetic algorithms and
pattern matching [11] for knowledge mining [12], b) multi-
dimensional context creation based on the methodology of
Knowledge Mapping [13], and c) an exemplary resulting,
widely used conceptual knowledge subset for geo-spatial sce-
narios [14]. The LX Knowledge Resources cover the factual,
conceptual, procedural, and metacognitive complements in all
cases, e.g., from collections and referenced resources.

An understanding of the essence and complexity of univer-
sal, multi-disciplinary knowledge can be achieved by taking a
closer look on classification. The state-of-the-art of classifying
‘universal knowledge’ is the Universal Decimal Classification
(UDC) [15] and its solid background, flexibility, and long
history. The LX Knowledge Resources’ structure and the clas-
sification references [16] based on UDC [17], [18] are essential
means for the processing workflows and evaluation. Both pro-
vide strong multi-disciplinary and multi-lingual support. For
the research, all small unsorted excerpts of the Knowledge Re-
sources objects only refer to main UDC-based classes, which
for this publication are taken from the Multilingual Universal
Decimal Classification Summary (UDCC Publication No. 088)
[17] released by the UDC Consortium under the Creative
Commons Attribution Share Alike 3.0 license [19] (first release
2009, subsequent update 2012). These components and their
qualities are integrated in the resulting architecture with the
methodologies and systematic use.

IV. KNOWLEDGE-CENTRIC ARCHITECTURE

As discussed above, the presented results were achieved,
based on the knowledge-centric architecture created for a series
of previously implemented problem solutions and Knowledge
Resources developments over the last years.

A. General Computation Architecture

The complements diagram of the implementation architec-
ture [20][21][22] is shown in Figure 1. The major components
are core resources and module resources. The result resources
include object collections, which result from the application
of core and module resources in arbitrary scenarios.
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Core Resources

Module Resources

Result Resources

(c) DIMF, 2020(c) Rückemann, 2019

Figure 1. Complements diagram of the resources components architecture,
including the three main complements of core, module, and result resources.

The sizes of this figure and the associated complements dia-
grams correspond, the following figures show complementary
details from this context.

The core resources in this architecture comprise required
resources. The complements diagram (Figure 2) shows the
essential detail.

Knowledge

Containers

Application Originary

Resources

and

Components

Resources

and

Sources,

Resources

Referenced Resources

Collections

Integrated Resources

Data Sources

(c) DIMF, 2020(c) Rückemann, 2019

Figure 2. Computation architecture: Complements diagram of general core
resources, from originary to knowledge and application resources.

The core resources can be divided into three categories: The
central LX Knowledge Resources, originary resources, and ap-
plication resources and components. The first, the Knowledge
Resources, can include collections and containers as well as
integrated resources and references to resources. The second,
the originary resources, can include realia and original sources,
which in many cases may have instances in the Knowledge
Resources. The third, the application resources, can include
implementations of algorithms, workflows, and procedures,
which form applications and components. Instances of these
components can also be employable in solutions due to their
procedural nature, e.g., in module resources.

The complements diagram of general module resources is
shown in Figure 3.

Input Resources

Interface Module Entity

Workflow Module Entities

Output Resources

Interface Module Entity

(c) DIMF, 2020(c) Rückemann, 2019

Figure 3. Computation architecture: Complements diagram of module
resources, from input, interfaces and workflow entities to output.

A general set of module resources consists of input re-

sources, modules, and output resources. The central workflow
module entities are accompanied by interface module entities
for input and output resources. For many architecture imple-
mentations, chains of module resources can be created, which
can, for example, be used in pipeline and in parallel.

B. Architecture Complements for Knowledge Mining
For the case of knowledge mining, the complements diagram

of the core resources is shown in Figure 4.

KnowledgeApplication Originary
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Sources, ...

Resources
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Reference Targets

Perl, Tcl, C, Fortran, ... Algorithms, Doc.

UDC,

Data,

Scripts, Executables, ...

(c) DIMF, 2020(c) Rückemann, 2019

Figure 4. Knowledge Mining: Complements diagram of the core resources
and examples of their contribution implementations.

Application resources and components are based on module
implementations and program components for the knowledge
mining realisation. Implementations employ scripting, high
level languages, and third party components. Knowledge Re-
sources and originary resources cover the complements of fac-
tual, conceptual, procedural, and metacognitive complements,
e.g., from collections and references resources.

The respective complements diagram of a module resource
for a text based knowledge mining implementation consists of
several features (Figure 5).

Collection Text Instances

Perl Interface Modules Entity

C and Perl Workflow Module Entities

Resulting Text Objects

Perl Interface Modules Entity

(c) DIMF, 2020(c) Rückemann, 2019

Figure 5. Knowledge Mining: Complements diagram of a module resource
used for creating module chains for text based knowledge mining.

The input and output resources consist of text object in-
stances in text based cases of knowledge mining. Here, the
module entity implementations were implemented in C and
Perl [23] for the respective implementations. The interface
module entities are implemented in Perl, with the option to
be on-the-fly generated within a workflow.

The knowledge-centric architecture does focus on resources
and application scenarios, one of the most important is com-
putation cases. Large computation workflow chains can be
built with the architecture as was demonstrated with the
reimplemented solutions for different cases, which were above
referred to. An implementation sequence of module resources
can be considered an intermediate step in building a workflow.
Results within an implementation sequence can be considered
intermediate results and instances, e.g., from the integrated
mining of collection and container resources.
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V. OBJECT DEVELOPMENT AND MINING CASES

The goal was to create a knowledge-centric computation
architecture, which allows a close integration of Knowledge
Resources with wide spectra of complementary knowledge and
flexible, efficient computational solutions, while being able to
specify practically required roles for creation and long-term
development. The knowledge-centric architecture can provide
a base for an arbitrary range of use-cases and associated
components. Two major groups of use-cases are
• resources creation and development and
• knowledge mining and selected associated methods.

A. Major Use-case Groups
Figure 6 shows an use-case diagram (UML, Unified Mod-

eling Language) of the knowledge-centric computation archi-
tecture.

uc knowledge mining

(c) Rückemann, 2020 (c) DIMF, 2020

Knowledge-centric Computational Architecture
Knowledge-centric Computational Architecture
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�extend�

Knowledge
Mining

Knowledge
Mapping

Parallelisation
Edition

Management

Resource
Creation

Resource
DevelopmentPhonetic

Selection
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Result data
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Persistent result
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FactualFactual ConceptualConceptual

ProceduralProcedural MetacognitiveMetacognitive

Figure 6. Use-case diagram of the knowledge-centric computation
architecture: Two major use-case groups with four creator roles.

The excerpt illustrates an integrated view on the two groups
of knowledge mining (bluish), which was implemented span-
ning knowledge mining use-cases and knowledge creation and
development use-cases (greenish). In this widely deployed
scenario, the implementation does have two main types of
actors, namely creators and users. The use-cases have different
actors, two ‘user’ roles and four ‘creator’ roles.

The selected system context is given by the grey box.
The selected use-cases (ellipses) can be distinguished in use-
cases for creators (greenish: resource creation, resource de-
velopment, edition management, parallelisation) and use-cases
for users (bluish: knowledge mining, knowledge mapping,
phonetic selection).

Knowledge mining is supported by and using the cases of
knowledge mapping and phonetic selection, which inherit to
the knowledge mining instance the implemented methods and
algorithms contributed by other user groups. For clearness, the
creator and other roles for these two cases are not included
in this diagram. Knowledge mining, mapping, and phonetic
selection include the use-case of LX Knowledge Resources.
The cases of this group are extended by parallelisation, respec-
tive computation, here instance based workflow parallelisation,
which enables the computation-relevant optimisation for indi-
vidual implementations and infrastructures.

The knowledge resources include the use-case of resource
creation, which allows to integrate persistently added results.
The use-case of resource creation itself is extended by the
use-cases of resource development and edition management,
which allows to define editions of resources for consistency in
advanced complex application scenarios.

The use-case scenario reflects the professional practice
of having separate roles for creating and developing fac-
tual, conceptual, procedural, and documentation, respective
metacognitive knowledge. In most cases, different specialists
are employed for creating and developing
• factual knowledge, e.g., research data and its documen-

tation,
• conceptual knowledge, e.g., classification of knowledge

objects,
• procedural knowledge, e.g., procedures, workflows, pro-

grams, and their respective documentation,
• metacognitive knowledge, e.g., documentation of expe-

riences.
In practice, the creators are commonly represented by differ-
ent groups, e.g., scientists, classification experts in scientific
libraries, and designers of scientific algorithms and workflows.

B. Main Components
The core components of a basic knowledge mining im-

plementation with the LX Knowledge Resources, based on
the knowledge-centric computation architecture, can be sum-
marised with a block diagram (Figure 7).

(c) Rückemann, 2020 (c) DIMF, 2020
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Collection InterfaceCollection Interface
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Knowledge Resources
Creation Interface
Knowledge Resources
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Figure 7. Block diagram of respective knowledge-centric computation
architecture components: LX Knowledge Resources and interfaces excerpt.

The block diagram shows the LX Knowledge Resources
and two types of knowledge object groups, namely object
collections and containers. Each type and implementation can
have individual and specialised interfaces. Knowledge mining
is provided by an interface with the LX Knowledge Resources.
The diagram also contains the interface block, due to the
importance of the resource creation use-case. The individual
groups have ports, interaction points, which can be used via
interfaces, e.g., Knowledge Resources Creation (KRC) port
and Knowledge Resources Mining (KRM) port. Components
can have further interfaces, with and without delegating ports.
It is common that independent resources are in many cases not
necessarily orchestrated.
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C. Activity Groups
A number of activities are associated with different compo-

nents. An important activity regarding the resource creation is
the creation-update (Figure 8).

(c) Rückemann, 2020 (c) DIMF, 2020

Update Object

EXISTS?

Create Object Instance Update Existing Object

no

yes

Figure 8. Activity diagram illustrating the essential object creation-update
activities in the knowledge-centric computation architecture.

The resource creation component has to provide creation
and update activities for the different creator groups. A simple
but important example for resource creation and development
is the creation of an object instance and respective updating
an existing object with a new instance.

Start state is any state of the knowledge resources. End state
is a new state of the knowledge resources. Regarding resource
creation and development use-cases the start and end states
should be considered intermediate states. As shown in the use-
case diagram, professional practice affords the implementation
of according activities for all required, specialised creator
roles. A fundamental mining activity with knowledge resources
is a resource request targeting to create an intermediate result
(Figure 9).

(c) Rückemann, 2020 (c) DIMF, 2020
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Create Intermediate Result

Select Interface
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Phonetic Selection

Create Resource Instance

no

yes

Figure 9. Activity diagram of a basic resource request for creating an
intermediate knowledge mining result.

Start state is any state in a knowledge mining workflow
chain. End state is a new state in a knowledge mining workflow
chain. Regarding knowledge mining use-cases the start and end
states should be considered intermediate states. If a resource is
not available then an ignore-procedure continues for creating

an intermediate result. The ignore-procedure can contribute
its status to the workflow chain. If the resource is available
then an interface is selected for the resource exploration.
The exploration can use available activities, e.g., knowledge
mapping and phonetic selection, in order to create a resource
instance, which contributed to creating an intermediate result
for the workflow chain.

Examples of activities are multi-dimensional context cre-
ation by knowledge mapping [7] and phonetic association, e.g.,
using Soundex [24][25][26]. Sample Soundex codes developed
[12] are used for names in various textual, contextual, and
linguistical situations, implemented in order to be integrated
in a large number of situations.

VI. RESULTING OBJECT DEVELOPMENT ARCHITECTURE

Any sustainable long-term knowledge resources require an
efficient concept for continuous content development. The fun-
damental concept for continuous content development imple-
mented and practiced with this long-term research is shown in
a Knowledge Resource Object Development (KROD) diagram
(Figure 10).

àà àà

Knowledge Resources
Container%C© Collection%O©

. . . . . .

Object Creation
ContainerγC© CollectionγO©

Knowledge Mining
ContainerµC© CollectionµO©

(c) Rückemann, 2020 (c) DIMF, 2020

1 %-EN: \stoentry{marbles}{}
2 %-EN: %%IML: UCC: UDC2012: 552.4 :: Metamorphic_rocks
3 %-EN: {fine- to coarse-grained}
4 %-EN: {white, grey, different colour tones}
5 %-EN: {calcite, dolomite}
6 %-EN: {mica, quartz}
7 %-EN: {limestones, dolomite rocks, dolostones}
8 %-EN: {}
9 %-EN: %%IML: DateCreated: 1989-01-02:192718

10 %-EN: %%IML: DateModified: 2020-01-01:231704
11 %-EN: %%IML: ID: 1910093458
12 %-EN: %%IML: CertificateID: 75660429
13 %-EN: %%IML: Signature: DF98_007::...
14 %-EN: %%IML: SourceReferences: #KR::C
15 %-EN: %%IML: Instance: 52
16 %-EN: %%IML: Md5sum: ...
17 %-EN: %%IML: Sha1sum: ...
18 %-DE: \stoentry{Marmore}{}
19 %-DE: %%IML: UCC: UDC2012: 552.4 :: Metamorphic_rocks
20 %-DE: {fein- bis grobkörnig}
21 %-DE: {weiß, grau, verschiedene Farbtöne}
22 %-DE: {Calcit, Dolomit}
23 %-DE: {Glimmer, Quarz}
24 %-DE: {Kalksteine, Dolomitgesteine}
25 %-DE: {}
26 %-DE: ...

1 %-EN: marble [Geology, Mineralogy]:
2 %-EN: Metamorphised_limestone or dolomite with grained-metamorphic
3 %-EN: fabric. ...
4 %-EN: %%IML: UCC: UDC2012: 552.4 :: Metamorphic_rocks
5 %-EN: Hymettian_marble : grey, from Pentelikon (Attica), Greece.
6 %-EN: Karystian_marble : ..., fine-grained, from Euboea, Greece.
7 %-EN: Parisian_marble : white, medium-grained, from Paros, Greece.
8 %-EN: Pentelic_marble : ..., from Pentelikon (Attica), Greece.
9 %-EN: Proconnesian_marble : ..., Greek island of Prokonnesos, ...

10 %-EN: Carrara_marble : ..., from Luni, Tuscany, Italy. ...
11 %-EN: %%IML: DateCreated: 1988-12-26:175694 ...
12 %-DE: Marmor [Geologie, Mineralogie]:
13 %-DE: Metamorphisierte_Kalksteine oder Dolomite mit
14 %-DE: körnig-metamorphem Gefüge. ...
15 %-DE: %%IML: UCC: UDC2012: 552.4 :: Metamorphic_rocks
16 %-DE: Hymettischer_Marmor : ..., aus Pentelikon (Attika) ...
17 %-DE: Karystischer_Marmor : ..., von Euboia, Griechenland.
18 %-DE: Parisischer_Marmor : weiß, mittelkörnig, von Paros, Griechenland.
19 %-DE: Pentelischer_Marmor : ..., aus Pentelikon (Attika), Griechenland.
20 %-DE: Prokonnesischer_Marmor : ..., griech. Insel Prokonnesos, ...
21 %-DE: Carrara_Marmor : ..., feinkörnig, aus Luni, Toscana, Italien. ...
22 %-DE: Syn: Calcit :: Kalkspat
23 %-DE: Syn: Calcit :: Kanonenspat
24 %-DE: Syn: blättriger Calcit :: Schieferspat
25 %-DE: Syn: Nitrocalcit :: Mauersalz ...

1 %-EN: \stoentry{marbles}{}
2 %-EN: %%IML: UCC: UDC2012: 552.4 :: Metamorphic_rocks
3 %-EN: {fine- to coarse-grained}
4 %-EN: {white, grey, different colour tones}
5 %-EN: {calcite, dolomite}
6 %-EN: {mica, quartz}
7 %-EN: {limestones, dolomite rocks, dolostones}
8 %-EN: {}
9 %-EN: %%IML: DateCreated: 1989-01-02:192718

10 %-EN: %%IML: DateModified: 2020-01-01:225807
11 %-EN: %%IML: ID: 1910093458
12 %-EN: %%IML: CertificateID: 75660429
13 %-EN: %%IML: Signature: DF98_007::...
14 %-EN: %%IML: SourceReferences: #KR::C
15 %-EN: %%IML: Instance: 51
16 %-EN: %%IML: Md5sum: ...
17 %-EN: %%IML: Sha1sum: ...
18 %>DE: \stoentry{Marmore}{}
19 %>DE: %%IML: UCC: UDC2012: 552.4 :: Metamorphic_rocks
20 %>DE: {fein- bis grobkörnig}
21 %>DE: {weiß, grau, verschiedene Farbtöne}
22 %>DE: {Calcit, Dolomit}
23 %>DE: {Glimmer, Quarz}
24 %>DE: {Kalksteine, Dolomitgesteine}
25 %>DE: {}
26 %>DE: ...

1 %-EN: marble [Geology, Mineralogy]:
2 %-EN: Metamorphised_limestone or dolomite with grained-metamorphic
3 %-EN: fabric. ...
4 %-EN: %%IML: UCC: UDC2012: 552.4 :: Metamorphic_rocks
5 %>EN: Hymettian_marble : grey, from Pentelikon (Attica), Greece.
6 %>EN: Karystian_marble : ..., fine-grained, from Euboea, Greece.
7 %-EN: Parisian_marble : white, medium-grained, from Paros, Greece.
8 %-EN: Pentelic_marble : ..., from Pentelikon (Attica), Greece.
9 %-EN: Proconnesian_marble : ..., Greek island of Prokonnesos, ...

10 %-EN: Carrara_marble : ..., from Luni, Tuscany, Italy. ...
11 %-EN: %%IML: DateCreated: 1988-12-26:175694 ...
12 %-DE: Marmor [Geologie, Mineralogie]:
13 %-DE: Metamorphisierte_Kalksteine oder Dolomite mit
14 %-DE: körnig-metamorphem Gefüge. ...
15 %-DE: %%IML: UCC: UDC2012: 552.4 :: Metamorphic_rocks
16 %<DE: Pentelische_Marmore : ..., aus Pentelikon (Attika) ...
17 %>DE: Hymettischer_Marmor : ..., aus Pentelikon (Attika) ...
18 %>DE: Karystischer_Marmor : ..., von Euboia, Griechenland.
19 %-DE: Parisischer_Marmor : weiß, mittelkörnig, von Paros, Griechenland.
20 %-DE: Pentelischer_Marmor : ..., aus Pentelikon (Attika), Griechenland.
21 %-DE: Prokonnesischer_Marmor : ..., griech. Insel Prokonnesos, ...
22 %-DE: Carrara_Marmor : ..., feinkörnig, aus Luni, Toscana, Italien. ...
23 %>DE: Syn: Calcit :: Kalkspat
24 %>DE: Syn: Calcit :: Kanonenspat
25 %>DE: Syn: blättriger Calcit :: Schieferspat
26 %>DE: Syn: Nitrocalcit :: Mauersalz ...

1 %-EN: Object: marbles
2 %-EN: ObjectConceptual: UDC2012: 552.4 :: Metamorphic_rocks
3 %-EN: ObjectTerm: calcite, dolomite, mica, quartz, limestones, dolomite rocks,

dolostones
4 %-EN: ObjectInstance: DateCreated: 1989-01-02:192718
5 %-EN: ObjectInstance: DateModified: 2020-01-01:231704 ...
6 %-DE: Object: Marmore
7 %-DE: ObjectConceptual: UDC2012: 552.4 :: Metamorphic_rocks
8 %-DE: ObjectTerm: Calcit, Dolomit, Glimmer, Quarz, Kalksteine, Dolomitgesteine
9 %-DE: ObjectInstance: DateCreated: 1989-01-02:192718

10 %-DE: ObjectInstance: DateModified: 2020-01-01:231704 ...

1 %-EN: Object: marble
2 %-EN: ObjectConceptual: UDC2012: 552.4 :: Metamorphic_rocks
3 %-EN: ObjectKeyword: Geology, Mineralogy
4 %-EN: ObjectTerm: limestone, dolomite, Hymettian_marble, Karystian_marble,

Parisian_marble, Pentelic_marble, Proconnesian_marble, Carrara_marble, ...
5 %-EN: ObjectPlace: Pentelikon, Attica, Euboea, Paros, Greece, Prokonnesos, Luni,

Tuscany, Italy. ...
6 %-EN: ObjectInstance: DateCreated: 1988-12-26:175694 ...
7 %-DE: Object: Marmor
8 %-DE: ObjectConceptual: UDC2012: 552.4 :: Metamorphic_rocks
9 %-DE: ObjectKeyword: Geologie, Mineralogie

10 %-DE: ObjectTerm: Kalksteine, Dolomite, Calcit, Kalkspat, Kanonenspat, blättriger
Calcit, Schieferspat, Nitrocalcit, Mauersalz, Hymettischer_Marmor,
Karystischer_Marmor, Parisischer_Marmor, Pentelischer_Marmor,
Prokonnesischer_Marmor, Carrara_Marmor, ...

11 %-DE: ObjectPlace: Pentelikon, Attika, Euboia, Paros, Pentelikon, Attika,
Griechenland, Prokonnesos, Luni, Toscana, Italien, ...

12 %-DE: ObjectInstance: DateCreated: 1988-12-26:175694 ...

Figure 10. Knowledge Resource Object Development Diagram: Knowledge
Resources, Object Creation, Knowledge Mining, containers and collections.

The diagram displays formalised activities associated with
use-cases and their relations from the view of real object in-
stances. The diagram illustrates activity groups and respective
excerpts of objects.

Two major activities in context of LX Knowledge Re-
sources (yellowish) are the creation of objects (greenish) and
knowledge mining (bluish). Here, some major object groups
are shown, collections and containers. The respective object
instances (%, γ, and µ groups) and properties are shown and
further discussed in separate object instance representation
views in the next sections. Different colours are used, which
correspond to the discussed use-cases (Figures 6, 7, 8, and 9).

Table I shows the legend of colours/symbols used with
the development components: The case groups (Knowledge
Resources, KR; Object Creation, OC; Knowledge Mining,
KM) and objects.
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Table I. Legend for development components: Case groups (Knowledge
Resources, KR; Object Creation, OC; Knowledge Mining, KM) and objects.

Development Component Colour Name Colour

Case group KR (yellowish)
Case group OC (greenish)
Case group KM (bluish)

Case group KR object (darker yellowish)
Case group OC object (darker greenish)
Case group KM object (darker bluish)

Objects, object terms dark green
Object terms’ context light green
Object places’ context olive green
Object keywords orange
Object instance data cyan
Object development-is violet
Object development-in blue
Object development-out red

The major groups of objects, container (C) objects and col-
lection (O) objects [27], correspond with instances when used:
Knowledge resources’ objects in containers and collections, %C

and %O, Object Creation’s objects of containers and collections,
γC and γO, and Knowledge Mining’s objects from containers
and collections, µC and µO.

A creation algorithm C realises a function fC out of the set
of input data γ and the set of output data %, this is fC : γ → %.

A mining algorithmM realises a function fM out of the set
of input data % and the set of output data µ, this is fM : %→ µ.

For the major C and O groups of objects, the algorithms for
these two operations result in two groups of functions:

fC : γC,O −→ %C,O (1)
fM : %C,O −→ µC,O (2)

Therefore, this architecture provides any algorithm a flexibility
to be implemented by an arbitrary number of implementations,
e.g., manual, automated, and hybrid approaches. Even more
important is the development of the objects covering the com-
plements of factual, conceptual, procedural, and metacognitive
knowledge. Development policies and enforcement of policies
are matter of implementing operation and services based on
workflows and algorithms, which are beyond demonstration
here. The following sections present the use-cases and object
development, which are in focus of this paper.

VII. OBJECT DEVELOPMENT CASE RESULTS

The three types of instances of respective C and O objects,
which are in focus of this research, are discussed in the
following sections.

Excerpts of the LX Knowledge Resources provided for this
research are shown using automatic component highlighting
according to the above legend. Line-wise modification indica-
tors were used for illustration in this paper.

A. Resources and Objects
The objects in the LX Knowledge Resources can contain

content and documentation of factual, conceptual, procedural,
and metacognitive knowledge. There are multi-fold means of
attainment for this goal.

The selected resources contain more than 100,000 associ-
ated objects, entities, and references, especially referring to a
potential of more than 4,000 minerals and mineral synonyms
as well as possible 3,000,000 reference objects and conceptual
knowledge in more than 50 languages.

The LX Knowledge Resources case group (yellowish), ac-
cording to the KROD Diagram (Figure 10), is represented
by excerpts illustrating object development examples from
geoscientific container and collection objects. Figure 11 shows
a small excerpt of a %C container object representation.

1 %-EN: \stoentry{marbles}{}
2 %-EN: %%IML: UCC: UDC2012: 552.4 :: Metamorphic_rocks
3 %-EN: {fine- to coarse-grained}
4 %-EN: {white, grey, different colour tones}
5 %-EN: {calcite, dolomite}
6 %-EN: {mica, quartz}
7 %-EN: {limestones, dolomite rocks, dolostones}
8 %-EN: {}
9 %-EN: %%IML: DateCreated: 1989-01-02:192718

10 %-EN: %%IML: DateModified: 2020-01-01:231704
11 %-EN: %%IML: ID: 1910093458
12 %-EN: %%IML: CertificateID: 75660429
13 %-EN: %%IML: Signature: DF98_007::...
14 %-EN: %%IML: SourceReferences: #KR::C
15 %-EN: %%IML: Instance: 52
16 %-EN: %%IML: Md5sum: ...
17 %-EN: %%IML: Sha1sum: ...
18 %-DE: \stoentry{Marmore}{}
19 %-DE: %%IML: UCC: UDC2012: 552.4 :: Metamorphic_rocks
20 %-DE: {fein- bis grobkörnig}
21 %-DE: {weiß, grau, verschiedene Farbtöne}
22 %-DE: {Calcit, Dolomit}
23 %-DE: {Glimmer, Quarz}
24 %-DE: {Kalksteine, Dolomitgesteine}
25 %-DE: {}
26 %-DE: ...

Figure 11. Object instance representation: LX Knowledge Resources KR,
container object (excerpt).

The auto-highlighting emphasises various knowledge in
context of this object instance. The object entity of type
stone is ‘marbles’ (dark green). Material components (light
green) are calcite and dolomite (major components), mica and
quartz (minor components). Educts are limestone, dolomite
rocks etc. Conceptual knowledge is available from the Uni-
versal Classified Classification (UCC) concordances [10] as
UDC2012 (orange), classifying the object with a reference
to the major group UDC:552.4, metamorphic rocks. Here,
e.g., the conceptual knowledge refers to metamorphic rocks.
The object carries multi-lingual instances, English and German
(indicated by %-EN: and %-DE:). This excerpt is instance
number 52. Here, the shown excerpts indicate that instances of
this object entity were created and developed over significant
date range. Figure 12 shows a small excerpt of a %O collection
object representation.

1 %-EN: marble [Geology, Mineralogy]:
2 %-EN: Metamorphised_limestone or dolomite with grained-metamorphic
3 %-EN: fabric. ...
4 %-EN: %%IML: UCC: UDC2012: 552.4 :: Metamorphic_rocks
5 %-EN: Hymettian_marble : grey, from Pentelikon (Attica), Greece.
6 %-EN: Karystian_marble : ..., fine-grained, from Euboea, Greece.
7 %-EN: Parisian_marble : white, medium-grained, from Paros, Greece.
8 %-EN: Pentelic_marble : ..., from Pentelikon (Attica), Greece.
9 %-EN: Proconnesian_marble : ..., Greek island of Prokonnesos, ...

10 %-EN: Carrara_marble : ..., from Luni, Tuscany, Italy. ...
11 %-EN: %%IML: DateCreated: 1988-12-26:175694 ...
12 %-DE: Marmor [Geologie, Mineralogie]:
13 %-DE: Metamorphisierte_Kalksteine oder Dolomite mit
14 %-DE: körnig-metamorphem Gefüge. ...
15 %-DE: %%IML: UCC: UDC2012: 552.4 :: Metamorphic_rocks
16 %-DE: Hymettischer_Marmor : ..., aus Pentelikon (Attika) ...
17 %-DE: Karystischer_Marmor : ..., von Euboia, Griechenland.
18 %-DE: Parisischer_Marmor : weiß, mittelkörnig, von Paros, Griechenland.
19 %-DE: Pentelischer_Marmor : ..., aus Pentelikon (Attika), Griechenland.
20 %-DE: Prokonnesischer_Marmor : ..., griech. Insel Prokonnesos, ...
21 %-DE: Carrara_Marmor : ..., feinkörnig, aus Luni, Toscana, Italien. ...
22 %-DE: Syn: Calcit :: Kalkspat
23 %-DE: Syn: Calcit :: Kanonenspat
24 %-DE: Syn: blättriger Calcit :: Schieferspat
25 %-DE: Syn: Nitrocalcit :: Mauersalz ...

Figure 12. Object instance representation: LX Knowledge Resources KR,
collection object (excerpt).
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The LX Knowledge Resources’ collection object contains
a ‘marble’ and ‘Marmor’ entity (dark green), material com-
ponents (light green), keywords (‘Geology’, ‘Mineralogy’),
conceptual knowledge from Universal Classified Classifica-
tion (UCC) concordance references as UDC2012 (orange),
classifying the object with a reference to the major group
UDC:552.4, metamorphic rocks.

The representations and highlighting also show the lingual
contexts (violet), e.g., English, dates regarding the object
instance and so on. The collection object carries multi-lingual
instances, English and German (indicated by %-EN: and
%-DE:).

The object instances carry their instance data (cyan). In-
stance representation, e.g., identification, is available from the
object and entity instances, Object Envelopes (OEN), [28]. A
larger excerpt of the instance data of the %O object is shown
in Figure 13.

1 %-EN: %%IML: DateCreated: 1988-12-26:175694
2 %-EN: %%IML: DateModified: 2020-01-01:232927
3 %-EN: %%IML: ID: 1909042178
4 %-EN: %%IML: CertificateID: 74581231
5 %-EN: %%IML: Signature: DF98_007::...
6 %-EN: %%IML: SourceReferences: #KR::O
7 %-EN: %%IML: Instance: 119
8 %-EN: %%IML: Md5sum: ...
9 %-EN: %%IML: Sha1sum: ...

Figure 13. Object instance representation: Instance data excerpt of
LX Knowledge Resources collection object (Figure 12).

The excerpt shows creation and modification dates, ids,
references, and check sums.

B. Object Creation and Development
The object creation case group (greenish), according to

the KROD Diagram (Figure 10), is represented by following
the developments of object examples presented in the above
resources section. Figure 14 shows a small excerpt of a γC

container object representation.

1 %-EN: \stoentry{marbles}{}
2 %-EN: %%IML: UCC: UDC2012: 552.4 :: Metamorphic_rocks
3 %-EN: {fine- to coarse-grained}
4 %-EN: {white, grey, different colour tones}
5 %-EN: {calcite, dolomite}
6 %-EN: {mica, quartz}
7 %-EN: {limestones, dolomite rocks, dolostones}
8 %-EN: {}
9 %-EN: %%IML: DateCreated: 1989-01-02:192718

10 %-EN: %%IML: DateModified: 2020-01-01:225807
11 %-EN: %%IML: ID: 1910093458
12 %-EN: %%IML: CertificateID: 75660429
13 %-EN: %%IML: Signature: DF98_007::...
14 %-EN: %%IML: SourceReferences: #KR::C
15 %-EN: %%IML: Instance: 51
16 %-EN: %%IML: Md5sum: ...
17 %-EN: %%IML: Sha1sum: ...
18 %>DE: \stoentry{Marmore}{}
19 %>DE: %%IML: UCC: UDC2012: 552.4 :: Metamorphic_rocks
20 %>DE: {fein- bis grobkörnig}
21 %>DE: {weiß, grau, verschiedene Farbtöne}
22 %>DE: {Calcit, Dolomit}
23 %>DE: {Glimmer, Quarz}
24 %>DE: {Kalksteine, Dolomitgesteine}
25 %>DE: {}
26 %>DE: ...

Figure 14. Object instance representation: Object Creation OC container
object (excerpt).

The OC object illustrates the object creation and devel-
opment process, an update of an existing object on base
of a previously created object instance in the Knowledge
Resources. This excerpt is based on instance number 51,
creating instance number 52 (Figure 11). The excerpt shows
the addition of a language entry to the container. Here, an
entity in German language is added to the object. In this case,

the added material is indicated by line-based blue markers,
%>DE:. Figure 15 shows a small excerpt of a γO collection
object representation.

1 %-EN: marble [Geology, Mineralogy]:
2 %-EN: Metamorphised_limestone or dolomite with grained-metamorphic
3 %-EN: fabric. ...
4 %-EN: %%IML: UCC: UDC2012: 552.4 :: Metamorphic_rocks
5 %>EN: Hymettian_marble : grey, from Pentelikon (Attica), Greece.
6 %>EN: Karystian_marble : ..., fine-grained, from Euboea, Greece.
7 %-EN: Parisian_marble : white, medium-grained, from Paros, Greece.
8 %-EN: Pentelic_marble : ..., from Pentelikon (Attica), Greece.
9 %-EN: Proconnesian_marble : ..., Greek island of Prokonnesos, ...

10 %-EN: Carrara_marble : ..., from Luni, Tuscany, Italy. ...
11 %-EN: %%IML: DateCreated: 1988-12-26:175694 ...
12 %-DE: Marmor [Geologie, Mineralogie]:
13 %-DE: Metamorphisierte_Kalksteine oder Dolomite mit
14 %-DE: körnig-metamorphem Gefüge. ...
15 %-DE: %%IML: UCC: UDC2012: 552.4 :: Metamorphic_rocks
16 %<DE: Pentelische_Marmore : ..., aus Pentelikon (Attika) ...
17 %>DE: Hymettischer_Marmor : ..., aus Pentelikon (Attika) ...
18 %>DE: Karystischer_Marmor : ..., von Euboia, Griechenland.
19 %-DE: Parisischer_Marmor : weiß, mittelkörnig, von Paros, Griechenland.
20 %-DE: Pentelischer_Marmor : ..., aus Pentelikon (Attika), Griechenland.
21 %-DE: Prokonnesischer_Marmor : ..., griech. Insel Prokonnesos, ...
22 %-DE: Carrara_Marmor : ..., feinkörnig, aus Luni, Toscana, Italien. ...
23 %>DE: Syn: Calcit :: Kalkspat
24 %>DE: Syn: Calcit :: Kanonenspat
25 %>DE: Syn: blättriger Calcit :: Schieferspat
26 %>DE: Syn: Nitrocalcit :: Mauersalz ...

Figure 15. Object instance representation: Object Creation OC collection
object (excerpt).

The excerpt shows modification of entries in a collection
object. Entries are added (%>EN: and %>DE:, blue colour)
and removed (%<DE:, red colour). The object creation adds
new types of rock in two languages and a number of synonyms,
which are unique to German language. A larger excerpt of the
instance data of the γO object is shown in Figure 16.

1 %-EN: %%IML: DateCreated: 1988-12-26:175694
2 %<EN: %%IML: DateModified: 2017-05-30:221532
3 %>EN: %%IML: DateModified: 2020-01-01:231704
4 %-EN: %%IML: ID: 1909042178
5 %-EN: %%IML: CertificateID: 74581231
6 %-EN: %%IML: Signature: DF98_007::...
7 %-EN: %%IML: SourceReferences: #KR::O
8 %<EN: %%IML: Instance: 118
9 %>EN: %%IML: Instance: 119

10 %<EN: %%IML: Md5sum: ...
11 %>EN: %%IML: Md5sum: ...
12 %<EN: %%IML: Sha1sum: ...
13 %>EN: %%IML: Sha1sum: ...

Figure 16. Object instance representation: Instance data excerpt of Object
Creation collection object (Figure 15).

The excerpt in state of development contains references of
instances 118 and 119 of the %O object.

VIII. KNOWLEDGE MINING CASE RESULTS

A. Objects and mining
The Knowledge Mining case group (bluish), according to

the KROD Diagram (Figure 10), is represented by following
the developments of object examples presented in the above
resources and creation/development sections. Figure 17 shows
a small excerpt of a µC container object extract representation.

1 %-EN: Object: marbles
2 %-EN: ObjectConceptual: UDC2012: 552.4 :: Metamorphic_rocks
3 %-EN: ObjectTerm: calcite, dolomite, mica, quartz, limestones, dolomite rocks,

dolostones
4 %-EN: ObjectInstance: DateCreated: 1989-01-02:192718
5 %-EN: ObjectInstance: DateModified: 2020-01-01:231704 ...
6 %-DE: Object: Marmore
7 %-DE: ObjectConceptual: UDC2012: 552.4 :: Metamorphic_rocks
8 %-DE: ObjectTerm: Calcit, Dolomit, Glimmer, Quarz, Kalksteine, Dolomitgesteine
9 %-DE: ObjectInstance: DateCreated: 1989-01-02:192718

10 %-DE: ObjectInstance: DateModified: 2020-01-01:231704 ...

Figure 17. Object instance representation: Knowledge Mining KM
container object extract (excerpt).

Figure 18 shows a small excerpt of an extracted µO collec-
tion object representation.
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1 %-EN: Object: marble
2 %-EN: ObjectConceptual: UDC2012: 552.4 :: Metamorphic_rocks
3 %-EN: ObjectKeyword: Geology, Mineralogy
4 %-EN: ObjectTerm: limestone, dolomite, Hymettian_marble, Karystian_marble,

Parisian_marble, Pentelic_marble, Proconnesian_marble, Carrara_marble, ...
5 %-EN: ObjectPlace: Pentelikon, Attica, Euboea, Paros, Greece, Prokonnesos, Luni,

Tuscany, Italy. ...
6 %-EN: ObjectInstance: DateCreated: 1988-12-26:175694 ...
7 %-DE: Object: Marmor
8 %-DE: ObjectConceptual: UDC2012: 552.4 :: Metamorphic_rocks
9 %-DE: ObjectKeyword: Geologie, Mineralogie

10 %-DE: ObjectTerm: Kalksteine, Dolomite, Calcit, Kalkspat, Kanonenspat,
blättriger Calcit, Schieferspat, Nitrocalcit, Mauersalz, Hymettischer_Marmor,
Karystischer_Marmor, Parisischer_Marmor, Pentelischer_Marmor,
Prokonnesischer_Marmor, Carrara_Marmor, ...

11 %-DE: ObjectPlace: Pentelikon, Attika, Euboia, Paros, Pentelikon, Attika,
Griechenland, Prokonnesos, Luni, Toscana, Italien, ...

12 %-DE: ObjectInstance: DateCreated: 1988-12-26:175694 ...

Figure 18. Object instance representation: Knowledge Mining KM
collection object extract (excerpt).

A larger excerpt of the instance data of the extract µO object
is shown in Figure 19.

1 %-EN: %%IML: DateCreated: 1988-12-26:175694
2 %-EN: %%IML: DateModified: 2020-01-01:232927
3 %-EN: %%IML: ID: 1909042178
4 %-EN: %%IML: CertificateID: 74581231
5 %-EN: %%IML: Signature: DF98_007::...
6 %-EN: %%IML: SourceReferences: #KR::O
7 %-EN: %%IML: Instance: 119 [extract]
8 %-EN: %%IML: Md5sum: ...
9 %-EN: %%IML: Sha1sum: ...

Figure 19. Object instance representation: Instance data excerpt of
Knowledge Mining collection object extract (Figure 18).

The purpose of intermediate results in a universal context
is to provide a high flexibility and modularity in workflows.
It must be possible to create and re-use algorithms, which are
taking care for arbitrary scenarios. An integrated intermediate
result of such case, a resource request on ‘marble’, creating
an intermediate result including object instances from µO and
µC, is displayed in Figure 20.

1 %-EN: Object: marble, marbles
2 %-EN: ObjectConceptual: UDC2012: 552.4 :: Metamorphic_rocks
3 %-EN: ObjectKeyword: Geology, Mineralogy
4 %-EN: ObjectTerm: limestone, dolomite, calcite, mica, quartz, limestones,

dolomite rocks, dolostones, Hymettian_marble, Karystian_marble, Parisian_marble
, Pentelic_marble, Proconnesian_marble, Carrara_marble, ...

5 %-EN: ObjectPlace: Pentelikon, Attica, Euboea, Paros, Greece, Prokonnesos, Luni,
Tuscany, Italy, ...

6 %-EN: ObjectInstance: SourceReferences: #KR::C::1910093458::52 #
KR::O::1909042178::119

7 %-DE: Object: Marmor, Marmore
8 %-DE: ObjectConceptual: UDC2012: 552.4 :: Metamorphic_rocks
9 %-DE: ObjectKeyword: Geologie, Mineralogie

10 %-DE: ObjectTerm: Kalksteine, Dolomite, Dolomit, Calcit, Glimmer, Quarz,
Kalksteine, Dolomitgesteine, Kalkspat, Kanonenspat, blättriger Calcit,
Schieferspat, Nitrocalcit, Mauersalz, Hymettischer_Marmor, Karystischer_Marmor,
Parisischer_Marmor, Pentelischer_Marmor, Prokonnesischer_Marmor,
Carrara_Marmor, ...

11 %-DE: ObjectPlace: Pentelikon, Attika, Euboia, Paros, Griechenland, Prokonnesos,
Luni, Toscana, Italien, ...

12 %-DE: ObjectInstance: SourceReferences: #KR::C::1910093458::52 #
KR::O::1909042178::119

Figure 20. Object instance representation: Knowledge Mining
intermediate result from objects’ extracts (excerpt).

This excerpt is only one of many possible, different intermedi-
ate results. The algorithms of creating intermediate results al-
low arbitrary integration and formalisation, abstraction, reduc-
tion. Any available methods can contribute, including mining
algorithms, knowledge mapping, and phonetic selection. This
example of an integrated intermediate result contains struc-
tured information from multi-lingual object entities, material,
and location information, from both collection and container
objects. The intermediate result resulting from the mining
process is integrating knowledge from both multi-lingual col-
lection and container instances (#KR::C::1910093458::52
and #KR::O::1909042178::119), as referring to the previ-
ously shown instances 52 of the %C object and 119 of the

%O object. Here, the excerpt shows references from a stones
container and a geoscientific collection. Further width and
depth of integrated knowledge in this context can include any
multi-disciplinary references, e.g., references can range from
mineralogy containers to geoscientific synonym containers.

IX. DISCUSSION

The continuous object development and knowledge min-
ing cases results were efficiently and effectively supported
deploying the features provided by the object development
architecture and functions.
• Development of resources and objects were successfully

implemented and demonstrated for object groups in
collections and containers.

• Object structures have shown to allow highest flexibility.
All components support multi-disciplinary knowledge
objects. All groups and objects allow flexible object and
context references, support of knowledge complements,
e.g., conceptual knowledge via UDC, and support multi-
lingual content and access.

• All components can ensure consistency of resources,
object re-use, advanced knowledge mining, creation and
deployment of algorithms, and object integration.

• The fundamental, universal framework is already suc-
cessfully developed and used in practice for many years
before publication.

The knowledge-centric architecture proved being a flexible,
reliable, and robust fundament for object creation and develop-
ment as well as for advanced knowledge mining, managing and
using LX Knowledge Resources objects’ collections and con-
tainers for many years. The architecture provides the flexibility
that workflow chain modules and whole workflow chains can
be employed sequential or parallel. The components in general
are not limited by the architecture to be implemented for
synchronous or asynchronous accesses if required for arbitrary
algorithms and workflows.

The implementations for practical case studies built upon
this architecture span different disciplines and deal with differ-
ent foci. The excerpted cases include general, simplified cases
of knowledge mining and practical knowledge development
scenarios from realisations, which were implemented for large
practical solutions. These cases are relevant because of the
professional background and practice required to deal with
development of resources and application components for
long-term tasks.

In complex scenarios, different disciplines contribute ful-
filling different tasks. In case of knowledge creation and
development and its valorisation different specialised expertise
is required. In general, content and applications are created
by different disciplines. Even different aspects of content may
require different specialists groups, different roles, e.g., natural
sciences research data and conceptual valorisation are often
done by scientists from a respective discipline and information
scientists. Many components have to be revisited and improved
over time as the results and facilities should be continued and
preserved and be available for long-term. In the implementa-
tion cases, factual, conceptual, procedural, and metacognitive
knowledge is cared for by different experts. The architecture
allows flexible and efficient separation of roles. For example,
research data can be created by a role and can at any time be
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amended with classification and procedural documentation by
experienced research library specialist and researcher roles.

The LX Knowledge Resources are containing a lot more
content and references than can be used at present time in
most cases. The architecture allowed to support retaining
the associated knowledge required to resemble the intrinsic
complexity of realia situations while implementing selected
solutions for isolated as well as complex situations. The
development of knowledge mining and the provisioning of
services based on these tasks can continuously be done by
application developers, accessing the continuously extendable
LX Knowledge Resources.

X. CONCLUSION

This paper presented a knowledge resources’ view on object
development based on a new knowledge-centric architecture.
The paper presented the architecture and discussed two suc-
cessfully implemented major use-cases, object development
and knowledge mining. The implementation supports all the
features, which were targeted and should be provided regarded
the architecture and object development.

Knowledge resource object development and respective ob-
ject instance representation for resources, object creation and
development, and knowledge mining were presented for differ-
ent types of object groups, namely collections and containers.

The paper presented consistent view on activities and real
object instances from use-case scenarios in context with the
research results of creating a knowledge-centric computa-
tion architecture. The resulting architecture was developed
in continuous cross development of multi-disciplinary, multi-
lingual knowledge resources and practical knowledge-centric
solutions. This paper presented the major qualities of the
computation architecture. The practical employment of the
architecture was illustrated for advanced knowledge mining
and practical development uses-cases. The contributing re-
search collaboration achieved to create a practical approach
for a knowledge-centric computation architecture, which al-
lows the methodological and systematical development and
employment of components, including knowledge resources.
The architecture covers the creation of flexible solutions, which
allow to most widely employ the complements of knowledge.

The long-term knowledge resource scenarios and the
knowledge-centric architecture and use-cases proved in prac-
tice to support the object development, the seamless separation
and integration of roles for different disciplines and tasks while
implementing and realising solutions based on knowledge
resources and computation. In addition to the implemented and
referred case studies, it was shown that object development and
major use-cases can be efficiently managed. Especially, on the
one hand, knowledge creation and development can be profes-
sionally dealt with by groups from responsible disciplines. On
the other hand, knowledge mining can be based on the work of
these disciplines while service based use and implementation
can be given different roles, relying on the resources being
continuously in development.

Future research will concentrate on further extending and
developing knowledge resources in order to foster the creation
of content bases and to provide long-term capacities and
creating new advanced algorithms and mining workflows for
enabling fundaments for new insight, participating different
institutions and roles, based on the knowledge-centric compu-
tation architecture and knowledge resources.
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Abstract—Time-frequency image processing is considered in 

the context of change detection and diagnosis purposes based 

on signal processing paradigm. A method for selection and 

extraction of features from time-frequency is considered and 

evaluated. New images are obtained by applying a criterion 

based on the contours generated by the main components of 

the analyzed time-frequency image. The transformed images 

are less complex and could be white and black only. Features 

based on statistical moments are considered, selected and used 

to define discriminant functions, in order to improve the 

results of the classification. The features include the number of 

the contours, the average area defined by the contours, the 

variance of the areas and the Renyi entropies. As case study, 

signals coming from vibration generated by faults in bearings 

are considered. The main output of the paper is the method of 

the feature selection and extraction from time-frequency 

images. 

Keywords - signal; image; time-frequency transform; signal 

processing; feature selection; classification. 

I. INTRODUCTION 

Incipient fault detection in mechanical processes by 
vibration monitoring is an important activity for various 
goals such as predictive maintenance, safety and product cost 
optimization. The paper presents a method for feature 
selection and extraction from time-frequency images of the 
vibration signals generated by various faults in the bearings 
of the rotating machines for classification purposes mainly 
and represents an extended and enhanced version of [1]. 
More facts and references are presented in the state of the art, 
the structure of the method is introduced, more details from 
the selection process of the features, and more results from 
experiments are presented also. 

An important activity in industry, for safe work and 
quality of the products, is the Change Detection and 
Diagnosis (CDD) in various processes. These two activities 
are parts of a wider domain, called condition-based and 
predictive maintenance, as described in some excellent books 
with theory and applications [2] [3] [4]. In the field of 
vibrational processes, i.e., processes that generate 
mechanical vibrations, with or without faults or damages, 
advanced signal processing algorithms are intensively used 
to elaborate accurate and robust algorithms for process 
diagnosis [5] [6] [7].  

One of the more complex signal processing method is 
based on time-frequency transform, and next on time-

frequency images, as described in [8] [9] [10]. The structure 
of such processing chain is presented in Figure 1. Signals 
from the process under study are pre-processed both in 
continuous and discrete time, mainly by filtering and scaling. 
Next, a time sliding window is considered for the 
computation of the time-frequency transform.  

The parameters of the sliding window depend on the 
statistical properties of the analyzed signals, to meet the 
condition of the statistical stationarity. The coefficients of the 
time-frequency transform are considered as elements of an 
image. From this point all processing steps are based on 
image processing, for various tasks, as fault detection and 
diagnosis. Finally, from methodological point of view a set 
of papers and practical examples are available as [11] [12]. 

 

Figure  1. The block structure of signal processing for CDD  

This work considers the last block before diagnosis, i.e., 
image processing for classification purposes. The main 
activities are related to the selection and extraction of the 
right features, in order to recognize the difference among 
various images. Some pre-processing steps should be 
considered also, as image scaling and registration.  

The main processing blocks are mainly for signal 
processing, i.e., data acquisition and pre-processing, time-
frequency transforms, image processing, classification and 
diagnosis, and are described in the Sections of the paper. 
Direct classification of time-frequency images does not offer 
always the best results in CDD activities, as described in [13] 
[14]. It is the main objective of this paper to define 
algorithms for feature selection and extraction, in order to 
obtain better results in the future classification and diagnosis 
stages.  

The rest of this paper is organized as follows. Section II 
describes the basic transforms applied to the vibrating 
signals, i.e., time-frequency and Renyi entropy. Section III 
describes the basic structure of the proposed method, 
including data description  and time-frequency images. 
Section IV goes into the results of the experiments, where 
the main results and examples are presented and discussed. 
The conclusion and acknowledgement close the article. 
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II. DATA TRANSFORMS 

The signal under transform is generated by a sliding 
window with a length depending on the dynamic properties 
of the analyzed signal, as in the Figure 2. Signal transforms 
are used to compute specific features of the analyzed signal 
or to change the analysis system, e.g., time-frequency 
transforms, or to compute and extract other relevant features, 
e.g., the Renyi entropy. The final goal of these processing 
steps is to detect changes in the data stream, preferably 
associated with individual or mixed faults of the elements 
and components of the process.  

 

Figure  2. The structure of the processing for feature selection  

A. Time-Frequency Transform 

Time-frequency transforms are advanced processing 
techniques for data processing, and especially for data 
coming from non-stationary signals. A general theoretical 
framework is presented in [15] [16]. Examples of signals and 
applications are audio signals [17], mechanical vibrations 
[18] or biomedical signals [19].  

There are three main methods currently used for time-
frequency representation and analysis. These are: (i) Short-
Time Fourier Transform (STFT); (ii) Wavelet Transform 
(WT); (iii) Cohen class.  

The STFT of a signal )()( 2
RLtx  considers a window 

w(t), as  


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where w(t) is the weighting window. The squared modulus is 
called spectrogram, as 

2
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and constitutes a signal energy distribution in the time-
frequency plane. Even the spectrogram constitutes one of the 
widely used methods for the analysis of non-stationary 
signals, in some case it is unsuitable for the compromise 
needed of time and frequency resolutions, i.e., it is not 
possible to simultaneously have good time resolution and 
good frequency resolution. Consequently, the user must 
correctly choose the characteristics of the analysis window 
depending on the signal structure, considering especially the 
proximity and evolution of the signal components in time 
and in frequency.  

 The signal x(t) is a function of time, and its STFT is a 
function of time and frequency. This transform is linear and 
depends on the chosen window, w. Details on how to choose 
the parameters of the observation window, as length and 
shape, and the discrete-time version, are presented in [20]  
[21] [22]. 

 The Wavelet Transform (WT) was promoted to solve the 
time-frequency resolution problems of Fourier-type methods. 
A concept called ”multi-resolution” or “multi-scale” is 
promoted. In the case of continuous time wavelet transform, 
a basis of translated and dilated functions called wavelets are 
used as 
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The Cohen class is the set of all bilinear representations, 
invariant under time and frequency translations, and 
described by the equation 
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where the kernel ),;,( vftk has some special properties, as 

discussed in [23]. By an equivalent parameterization the 
equation (5) becomes 
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with 

),0;0,(),(  tKtft =−                        (8) 
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The function Wx(t,f) is called the Wigner-Ville 
distribution (WVD), [20] [24], being one of the most 
important members of the Cohen’s class. It may be the only 
distribution with real values that satisfies the properties 
necessary for the classical applications of signal processing. 
It is also the only distribution to provide perfect localization 
for impulse signals and signals with a linearly modulated 
frequency, [24]. In particular, the WVD is always real-
valued; it preserves time and frequency shifts and satisfies 
the marginal properties. It has also some drawbacks, as the 
apparition of the cross-terms. This is the reason for using the 
Choi-Williams Distribution (CWD) [24], where the kernel 
function is 

( )




 −= 2/2exp),(  tt                   (10) 

This distribution function adopts exponential kernel to 
suppress the cross-term that results from the components that 
differ in both time and frequency centers.  

The discrete time WVD is defined by [24] 
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It is informal to verify that W(n,m) is a periodic function 
of period 2N in both time and frequency. The last 
relationship shows that in the range

120,120 −− NmNn , representing one period, the 

WVD needs only be calculated over the range

10,10 −− NmNn , having an area of one quarter 

that of the complete period.  
The coefficients of the time-frequency transform define 

an image, which will be called a Time-Frequency Image 
(TFI).  

B. Entropy Transform 

The Renyi entropies are important measures of the 
information, in wide sense. The measures are scale-
dependent when applied to continuous distributions, so their 
absolute values are meaningless. Therefore, they can 
generally only be used in comparative or differentiable 
processes. The information content and the complexity of a 
probability density function can be measured by this entropy 
function. The Renyi entropy is intensively used in the field 
of statistical signal processing, especially in non-stationary 
conditions, being able to estimate the number of the 

components of complex signals and the degree of 
randomness in various signal representation framework, in 
time or frequency domains [25] [26] [27]. 

In the case of continuous signal X(t), the Renyi’s entropy 
of the order α is defined as:  

1,0,)(2log
1

1
)( 

−
−=  


 dxxXfXH        (12) 

where fX(x) is the probability density function (pdf). For 
univariate discrete signals the common expression for the α-
order Renyi entropy is   
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As relations (12) and (13) show, the computation of the 
entropies needs the availability of the exact or estimated pdf. 
(The probabilities’ set, in discrete case). There are estimation 
solutions based on, e.g., Gaussian kernels, which provides 
expression as [28] 
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The entropy estimators require the selection of the kernel 
size,  . This should be small (relative to the standard 

deviation of the data). Values between 0.1 and 2 for unit-
variance signals are good choices, [29]. 

In the case of images, I, a normalized image is 
considered as a probability density function. The α-order 
Renyi entropy from [25] is considered as 
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     By discretization of this measure, i.e., by setting tt=n Δ  

and  Zknff=k  ,,Δ , it results an expression as 
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By comparing the entropy of two images, associated to 
consecutive frames – as evolution in time, is possible to 
detect the differences and thus to make change detection.  
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Figure  3. The general structure of the method for selection and extraction of features 

 

III. DESCRIPTION OF THE METHOD 

Considering some results obtained by other previous 
studies and works, e.g., [13], a method to select and to 
extract the features of the time-frequency image and to 
define a new set of features, is developed.  

The structure of the method is presented in Figure 3. 
Data coming from environment/process is stored in a data 
buffer for analysis and processing. Depending on objective, 
a data transform, e.g., Choi-Williams time-frequency 
transform, is applied to obtain an image. Depending on 
processing resources and time-constants of the analyzed 
signals and process, a set of TFIs is obtained. The set of 
these images is then registered based on the detection and 
computation of the main components in the analyzed image. 
The registered image is the base for feature selection 
process. The selected features could have physical meaning, 
as frequency, energy, bandwidth or spreading, or might be 
generated from other image transforms, as, e.g., Hough 
transform [30] [31] or Discrete Cosine Transform [32] [33]. 
In this work, a transform based on the representations of 
isolines (line of equal elevation) of a matrix is applied 
[34][35]. The features of these contours, as number, area, 
average, etc. could be used as feature for CDD objectives. 
Both data transforms, i.e., for time-frequency image and 
feature generation need parameters. The number and the 
values of these parameters depend on CDD 
performance/results. Thus, an adaptation block is necessary 
in order to establish the necessary parameters for each 
transform, as presented in Figure 3.  

A. Vibration Data 

Data were considered for the case of faults in bearings, 
available from [36], which are also well explained and 
analyzed in [37]. The number inside of the round parenthesis 
indicates the names of the files from the original source of 
data vibrations, i.e., [36].  Data are briefly described in Table 
I. Three types of faults are available, like F1 (Inner race), F2 
(Ball) and F3 (Outer race). The case F0 means no faults. In 
the case of the fault F3, there are three sub-cases, depending 
on the fault position relative to the load zone: ‘centered’ 
(fault in the 6.00 o’clock position), ‘orthogonal’ (3.00 
o’clock) and ‘opposite’ (12.00 o’clock), [37]. 

TABLE I.   DATA TEST SET 

 Faults in bearings 

Fault 

size 

F1 F2 F3 F4 

Free 
Inner 

Race 
Ball 

Outer 

Race 

0.000 “ 
d0 (97) 

(case#0) 
- - - 

0.007" - 
d1(105) 

(case#1) 

d2 (118) 

(case#2) 

d3 (130) 

(case#3) 

0.014" - 
d6 (169) 

 (case#6) 

d7 (185) 

(case#7) 

d8 (197) 

(case#8) 

0.021" - 
d9 (209) 

(case#9) 

d10 (222) 

(case#10) 

d11(234) 

(case#11) 

0.028" - 
d14 (3001) 

(case#14) 

d15 (3005) 

(case#15) 
- 

 
Vibration data from four sizes of the faults are available, 

data having the advantage of consistency, by considering 
faults from incipient/small size (0.007") to larger (0.028").  

The sampling rate is 12,000 Hz, the motor is with no 
load, and all data are from drive end bearing (DE). A set of 
four classes of patterns are considered as: C#0 – no faults, 
defined by d0; C#1 –inner race faults, defined by {d1, d6, 
d9, d14}; C#2 – ball faults, defined by {d2, d7, d10, d15}; 
C#3 - outer race faults, defined by {d3, d8, d11}. The 
vectors d4, d5, d12, and d13 correspond to other sites of the 
transducers. The set of classes are defined as  

Class #1:  d0 // Fault free                           (17) 

 

Class #2:  d1, d6, d9, d14 // Fault 1             (18) 

 

Class #3:  d2, d7, d10, d15 // Fault 2             (19) 

 

Class #4:  d3, d8, d11 // Fault 3                 (20) 
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For tests based on computer simulation, some new names 
for a variable were considered. All names beginning with 
“d” indicates a vector with 5,000 samples from normal 
conditions (no faults) and 5,000 samples from the records 
with faults. The variable d0 contains the first 5,000 elements 
of the raw file named 97 from [36].  

Figure 4 presents a sample of time varying signals from 
each considered class, by considering the first 1,000 samples 
from each file. The signals are scaled to [-1,1] by 
normalization. The waveforms seem to be quite different. 

 

Figure  4. The structure for feature selection  

B. Time-Frequency Images (TFI) 

Figures 5-8 present a set of TFIs, one for each class. 
Frame or window no 5 is considered for all data records. 
There are also presented the time evolution, on the bottom 
side, from 0 to 0.08 [s], and the power spectral density, on 
the left side of each figure. For the case with no faults, i.e., 
Figure 5, the spectrum is centered roughly on 1,000 Hz. For 
the other cases, which cases with faults, the power spectrum 
density (psd) is spreading up to 4,000 Hz. The shape of the 
psds indicates some periodic components, like in the Figures 
5-8, but also shapes close to the spectrum of modulated 
signals. These are signals with high frequency bandwidth, 
with spectral components from 500 Hz up to 4,000 Hz, like 
in Figure 6. These cases could generate real difficulties in 
processing and – later - in the detection and classification 
blocks. 

In order to compute a prototype image for each class, the 
TFIs associated to data frames should be registered, and 
finally averaged to obtain a prototype image for each class. 
This is based on a stationarity hypothesis of the processed 
signals, and thus the main components from TFIs can be 
registered in both directions, horizontal and vertical. In order 
to keep the physical meaning/positions of these components, 
the registration techniques are restricted to horizontal 
translations only. The next subsection presents some aspects 
and results from the registration stage. 

 

Figure  5. Time frequency image, Class #1 (free of faults) 

 

Figure  6. Time frequency image, Class #2  

 

Figure  7. Time frequency image, Class #3  
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Figure  8. Time frequency image, Class #4  

C. Image registration 

The registration process of the images is a pre-processing 
step, before the computation and the classification of the 
prototype images. 

Common algorithms for image registration could use 
translation, on x and y directions; rigid processing, which 
means translation plus rotation; similarity, which means 
translation, rotation and scaling; affine transformation, which 
considers translation, rotation, scaling, and shearing. The 
choice of one of them is based mainly on the content of the 
image, the sources and the number of the images, which are 
considered for registration. Simple registration methods of 
the images, from the content point of view, use intensity-
based registration algorithms. As complexity rises, the 
feature-based method is more indicated. Details and 
examples are available in many references as in, e.g., [38] 
[39]. 

The registration time is rapidly growing from translation 
to affine transformation. Sometimes, for complex transforms 
- like affine, the registration process could diverge. This is 
the reason to consider new methods valid for time-frequency 
images – in general – and in the case of bearings. The 
registration of TFI has only one degree of freedom, in the 
sense that any TFI processing must preserve the information 
of vertical axis, i.e., the frequency axis. 

An adapted procedure considers several maxima from 
time-frequency image, which are considered as references, 
i.e., their positions remain unchanged during and after 
registration. Thus, the registration considers the physical 
meaning of these components, which should have the 
physical parameters (e.g., frequency), whatever the moment 
on the time axis. There should be also a distortion limit, in 
the sense that all images, which are far of the reference, 
should be removed from the registration set.  More details 
are available in [40]. Further works might investigate some 
filtering techniques, in order to eliminate the noise or other 
components. 

The reference and the registered images, in pair for each 
class, are presented in the Figure 9, for a window length of 
2,000 samples. 

 
 

 
 

 
 

 

Figure  9. The referenece and the registered images, for classes #1 to #4 

D. Feature selection 

All images are quite complex, by having many 
components with various shapes. A first exploratory idea in 
order to describe the complexity of these images is to 
compute the Renyi entropies. The numeric results are 
presented below by the Table II with bold numbers and the 
averages values of the classes are represented in Figure 10, 
which does not show important differences among them – 
especially for the case of faults. As example, cases faults F2 
and F4 are difficult to distinguish, the difference between 
entropies being 0.02 only. The range values of the Renyi 
entropies indicate the possibility of change detection but 
difficulties for classification. 

An improvement in describing more accurate the content 
of the TFIs is to consider the shape of the main peaks from 
the analyzed image. A pre-defined number of peaks could 
be considered, e.g., 1 to 3, depending on the complexity of 
the image. Thus, a new image is considered and defined in 
terms of contours, defined by the above peaks, which will 
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be called transformed image or contour-based image (CBI). 
This transformation reduces the computation task, by 
keeping the information about the shape and position of the 
main components. 

TABLE II. THE RENYI ENTROPIES OF THE REGISTERED IMAGES 

 Faults / Classes 

 
F1 F2 F3 F4 

Free 
Inner 

Race 
Ball 

Outer 

Race 

0.000 “ 
4.40 

(case#0) 
- - - 

0.007" - 
6.08 

(case#1) 

5.93 

(case#2) 

5.64 

(case#3) 

0.014" - 
4.25 

 (case#6) 

5.89 

(case#7) 

6.18 

(case#8) 

0.021" - 
4.60 

(case#9) 

5.77 

(case#10) 

4.09 

(case#11) 

0.028" - 
6.24 

(case#14) 

5.30 

(case#15) 
- 

Average 4.40 5.29 5.72 5.31 

 

 

Figure  10. The averaged Renyi entropies of the registered images 

In the set of the next two figures, i.e., Figure 11 and 
Figure 12, the raw/original images and the transformed 
images are presented, for classes C#1 and C#2. On blue 
background, the set of the registered images are presented. 
The registered images are considered the prototypes of the 
classes, from pattern recognition point of view. 

The transformed images are presented on white 
background. Some details are presented in Figure 13, for 
three values of the number of contours (nc =1, 2, and 3). As 
the number of contours is rising, the shape is coming more 
complex. A primary analysis of the transformed images 
reveals some interesting properties: 
a) the common content of the images is of vertical curves, 

as C#1(1,6,9), C#3(3,11,12); 
b) the class C#2 has a very complex pattern, for all cases 

(2,7,10, and 15); 
c) the classes C#1 and C#3 have some strange patterns, 

C#1(14) and C#3(8). Keeping all these images will 
damage the final classification. 

d) the vertical curves/contours of the transformed images 
are in fact a set of contours, which could be described 
each by numbers and areas. These could be used as 
features of the CBIs and later for the associated fault. 

 

Figure  11. Original and transformed image, Class #1 

 

 

 

Figure  12. Original and transformed images, class #2 and #3. 

 

 

Figure  13. Details of contours based images, nc = 1,2. 3. 

125

International Journal on Advances in Intelligent Systems, vol 13 no 1 & 2, year 2020, http://www.iariajournals.org/intelligent_systems/

2020, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



In order to extract the right information, as features from 
the transformed images, some elements or parameters 
should be considered and properly used. In this work, 
parameters based on the number and size of the contours are 
used, mixed with the values of some statistical moments.  

The basic elements of the feature vector are: 
i) the number of contours, Nc, as a measure of the 

complexity; 
ii) the area of the polygons, Ac, as a measure of the 

spreading on horizontal plane; 
iii) the variance of the above areas, var(Ac), as a measure 

of the complexity; 
iv) the average of the area of the polygons, E{Ac}=Ac; 
v) the mean of the squared values of areas, E{A2

c}; 
vi)   the Renyi entropy of transformed images, RH. 

A vector of features is defined for each class by using 
the above features, as 

4,3,2,1

,var 2

=






= 

i

RHAA(Ac)AN ccccif    (21) 

For each data vector, d, from a class, the vector fi is 
evaluated, and matrix of features is obtained for each class, 
as 

  4,1,... 421 == jj fffF                (22) 

The effect of the features is estimated by a general 
discriminant matrix of the classes 
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or, by considering only the distinct classes, by the 
discriminant function 
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jkj

jkDD                      (25) 

This should be high as possible. The number of the features 
considered in the Equation (21) could be modified, in order 
to gain the highest dissimilarity among classes.  

IV. RESULTS OF THE EXPERIMENTS 

The evaluation of the features for all classes is presented 
in Figure 14, with green for C#1, yellow for C#2, for C#3 
and black for C#4. A high variance of the features for 
patterns of the same class is observed, e.g., feature 1 for class 

#2, #3, and #4; feature 2 for classes #3 and #4; feature 6 for 
classes #2 and #3. If the variance is associated with the size 
of the fault, then a criterion to select the right features is to 
maximize the dissimilarity among classes.  

The mean values of the features are presented in Figure 
15, with different colors for classes. There six features for 
each class of four. There is a difficulty to make a good 
classification, especially for the classes 2, 3 and 4, where the 
evolution and the range of the values seem quite close. A 
solution to change this is to increase the number of contours 
(nc) in CBIs from 1 to 2, and 3, with the results presented in 
Figure 16. Based on these evolutions, the next step is to 
evaluate a criterion for the selection of the best features for 
classification purposes, i.e., to maximize the dissimilarity of 
the classes in the feature space. Figure 17 shows the 
evolution of the dissimilarities in terms of the six features 
and based on Equation (23). 

 

Figure  14. Feature space among various cases, from 1 to 12 

 

Figure  15. The mean values of the features; nc =1 

 

Figure  16. The mean values of the features; nc =2, and 3 
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Figure  17. Dissimilarities among classes 

The values of the discriminant functions (24) and (25) for 
various values of the number of contours are presented in 
Table III. The highest value of the discriminant functions is 
obtained for one contour only, nc = 1. 

TABLE III. VALUES OF THE DISCRIMINANT FUNCTIONS 

 
nc 

1 2 3 4 5 

D1 1.094 0.147 0.349 0.375 0.481 

D2 6.596 0.884 2.094 2.251 2.888 

CONCLUSION 

The objective of the paper was to promote a method for 
feature selection and extraction from time-frequency images, 
as an alternative to some classical well-known methods, as 
those based on Hough Transform or Discrete Cosine 
Transforms. 

Experiments used real vibration data coming from 
bearings of the rotating machines, bearings with various 
faults and sizes. The proposed method is general and can be 
applied also to other types of data, mechanically generated or 
not. 

The roots of the method come from the fact that for 
classification purpose, the complexity of time-frequency 
images is not properly described by Renyi entropy. More 
information in terms of more features must be considered at 
the input of the classifier.  

The method uses two data transforms. The first one is 
based on Choi-Williams time-frequency transform and the 
second uses a representation based on isolines of a matrix, 
applied to the main components of the time-frequency 
images. Before extracting the features, the time-frequency 
images are registered. Depending on the number of the 
contours obtained, which could vary, e.g., from 1 to 5, the 
features are varying and change the dissimilarity of the 
classes.   

An important step is adaptation of the parameters for the 
used data transform. Depending on the dynamic properties of 
the process which generates the mechanical vibrations and 
depending on the evolution of the faults, the user must check 
the length of the data frame/window, the number of frames, 
the numbers of the contours which define the transformed 
images (contour – based). 

The selected features are based on the statistical 
moments, as average, variance and squared average values of 
the areas of the contours. The information- based features is 
also used, by considering the Renyi entropy. Larger feature 
vectors could be considered by including also the number of 
the main components and their centers, in time and space. 

The results show a good separability in the feature space, 
in the sense of clustering, and thus the possibility to obtain 
efficient classifiers. 

The method could be extended to more complex signals 
and applications. The feature vector could be extended with 
qualitative or quantitative parameters, which describe the 
shape of contours, i.e., the distance to some standards cures 
as circles, ellipses or squares. Further research could  
consider also fuzzy logic in the description and selection of 
the features from time-frequency images. 
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Abstract— By means of a proof-of-concept prototype, which is 

work in progress, we adopted a multidisciplinary approach to 

develop a smart-textile-based communication system for use by 

people with deafblindness. In this system, sensor technologies 

and computer vision are used to detect environmental cues 

such as presence of obstacles, faces, objects, etc. Focusing on 

the communication module here, a new ontology connects vis-

ual analytics with the user to label detected semantic content 

about objects, persons and situations for navigation and situa-

tional awareness. Such labelled content is then translated to a 

haptogram vocabulary with static vs. dynamic patterns, which 

are mapped to the body.  A haptogram denotes a tactile symbol 

composed over a touchscreen, its dynamic nature referring to 

the act of writing or drawing. A vest made of smart textile, in 

the current variant equipped with a 4 x 4 grid of vibrotactile 

actuators, is used to transmit haptograms on the user’s back. 

Thereby system messages of different complexity -- both alerts 

and short sentences -- can be received by the user, who then 

has the option to respond by pre-coded questions and messag-

es. By means of grids with more actuators, displays with higher 

resolution can be implemented and tested, paving the way for 

an extended haptogram vocabulary, covering more detailed 

ontology content. 

Keywords - deafblind communication; haptograms; word and 

sentence semantics; ontology; smart textiles. 

I.  INTRODUCTION 

Communication with and between people with deaf-
blindness is constrained by the nature of the condition and 
the lack of supportive tools and societal structures. This 
study explores novel communication modes for this group. 

Deafblindness refers to a unique combination of vision 
and hearing loss, where the level of loss in either senses is 
such that it does not allow compensation of one impaired 
sense by the other. This condition in its various forms, rang-
ing from congenital (i.e., present at birth or acquired prior to 
language development) to acquired (i.e., due to illness, acci-
dent or ageing), involves a broad diversity in abilities. Based 
on [1], we report work in progress that aims to address 
communication challenges that accompany deafblindness. 
Our approach combines a simple conceptual language, with 
navigation, situational awareness and communication com-
ponents. The communication is conducted by means of hap-
tic stimuli, projected on appropriate parts of the human body 
via a smart textile screen, and is intended to be useful across 
the complete spectrum of this condition. 

Our research is carried out in the SUITCEYES 
(https://suitceyes.eu/)1EU Research and Innovation Action 
project, with the mission to deploy a prototype which is 
wearable, combines situational awareness, visual analytics 
and communication by a joint ontology, and works in dis-
tance mode by wireless connection as a default. Instead of a 
combination of elements of touch, e.g., consecutive dots, 
dashes and strokes by hand to encode characters and their 
sequences, we propose to use haptograms, where the limited 
size and resolution of a body part as screen is counterbal-
anced by evolving patterns, i.e., the dynamics of signs. Our 
effort is in line with the approach by [2], building on their 
Tactile Brush findings. However, the focus here is on lan-
guage design by means of an ontology-compliant vocabulary 
vs. grammar, where the latter implements relational contex-
tualization and sign sequencing. Thus, our work belongs to 
the category of a priori defined spatial-temporal patterns in 
the semiotic vein. Here we will discuss the integration of 
ontology, haptograms and textile aspects only from a theoret-
ical and methodological perspective. 

The rest of the paper is structured as follows: Section II 
reviews research in haptics relevant to our design considera-
tions, contrasted with its respective linguistic underpinnings. 
Section III introduces the SUITCEYES ontology that plays 
the role of the unified model for semantic integration of in-
formation from the environment, while Section IV presents 
our approach for designing the haptogram vocabulary. Sec-
tion V discusses implementation in smart textile, whereas 
Section VI concludes the paper and refers to future work 
directions. 

II. RELATED RESEARCH 

A. Research in haptics relevant to our design 

For haptogram development we were inspired by [3], and 
[4], where the authors’ work expands over multiple decades. 
Their approach, Social Haptic Communication (SHC), basi-
cally reproduces ideograms on different regions of the body 
by a combination of hand strokes, gestures, pressure, etc. For 
this, they developed a rich set of tactile signs, compiled into 
a simple language with its own syntax built from haptemes, 
i.e., building blocks of touch, and vocabulary of so-called 
haptices, tailored to a range of situations and topics of great 
practical importance for the receiver. At the same time, due 
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to its consensual nature, this approach is idiosyncratic, and in 
its social mode unable to be applied at a distance.  

The above phonemic approach in [4] finds support from 
[5], where the authors found that decomposing language into 
phonemes that are transcribed into unique vibrotactile pat-
terns enables people to receive lexical messages on the arm. 
A potential barrier to adopting this new communication sys-
tem is the time and effort required to learn the association 
between phonemes and vibrotactile patterns. However, their 
study was limited to the learning of 100 patterns by different 
methodologies, displayed on the arm, and the concepts were 
not connected to an ontology.  

On the other hand, in [6], the authors experimented with 
a new tactile speech device based on the presentation of pho-
nemic-based tactile codes. The device consisted of 24 tac-
tors, under independent control for stimulation at the elbow 
to wrist area. Using properties that included frequency and 
waveform of stimulation, amplitude, spatial location, and 
movement characteristics, unique tactile codes were de-
signed for 39 consonant and vowel phonemes of the English 
language. The participants, 10 young adults, were then 
trained to identify sets of consonants and vowels, before be-
ing tested on the full set of 39 tactile codes. 

In [7], the authors investigated several haptic interfaces 
designed to reduce mistakes in Morse code reception of 12 
characters. Results concluded that a bimanual setup, discrim-
inating dots/dashes by left/right location, reduced the amount 
of errors to only 56.6% of the errors compared to a unimanu-
al setup that used temporal discrimination to distinguish dots 
and dashes. 

Very much in line with what we would like to achieve, 
the authors in [2] proposed Tactile Brush, an algorithm that 
produces smooth, two-dimensional tactile moving strokes 
with varying frequency, intensity, velocity and direction of 
motion. The design of the algorithm was derived from the 
results of psychophysical investigations of two tactile illu-
sions, apparent tactile motion and phantom sensations. 
Combined together they allowed for the design of high-
density two-dimensional tactile displays using sparse vi-
brotactile arrays. In a series of experiments and evaluations, 
they demonstrated that Tactile Brush is robust and can relia-
bly generate a wide variety of moving tactile sensations for a 
broad range of applications. 

Another related track of research [8] conducted four ex-
periments to evaluate tactile localization and tactile pattern 
recognition on the torso by means of a one-dimensional 
eight-tactor display vs. a two-dimensional 16-tactor display 
to present tactile cues to the waist and back, respectively. 
They found that a display with eight tactors mounted circum-
ferentially around the waist can provide tactile cues that are 
perceived very accurately in terms of the location of stimula-
tion, whereas the 16-tactor array on the back was found to be 
inadequate to support precise spatial mapping, but an array 
with fewer elements could provide such spatial cues, so that 
simple navigational and instructional commands can be pre-
sented tactually on the torso. These findings were augmented 
in [9], where the authors evaluated the effectiveness of tactile 
displays either on the forearm or the back to communicate 
simple instructions and commands in a military context. 

Their results suggested that with the judicious selection of 
tactile patterns both the arm and back provide a functional 
substrate for tactile communication. 

A next source of inspiration was [10], which described a 
different domain of study. As in a situation of sensory over-
load, touch is a promising candidate for messaging given that 
it is our largest sensory organ with impressive spatial and 
temporal acuity, there is need for a theory that addresses the 
design of touch-based building blocks for expandable, effi-
cient, rich and robust touch languages that are easy to learn 
and use; moreover, beyond design, there is a lack of imple-
mentation and evaluation theories for such languages. To 
overcome these limitations, he proposed a unified, theoreti-
cal framework, inspired by natural, spoken language, called 
Somatic ABC’s for Articulating (designing), Building (de-
veloping) and Confirming (evaluating) touch-based lan-
guages. To evaluate the usefulness of Somatic ABC’s, its 
design, implementation and evaluation theories were applied 
to create communication languages for two very unique ap-
plication areas: audio-described movies, and motor learning. 
It was found that Somatic ABC’s aided the design, develop-
ment and evaluation of rich somatic languages with distinct 
and natural communication units. 

Implementation-wise, the approach to conveying any 

tactile code to the body is often rather simple. Glued-on 

solutions or non-compliant devices are common in many of 

the more research-oriented studies. For more technical de-

scriptions with users in focus, textiles and garment have 

been employed and are described by many [11], [12]. The 

interest in the literature is typically in the hardware and its 

control system, which soon becomes problematic when the 

number of actuators and connections increases. Gaming has 

attracted a lot of interest. By far the most common haptic 

output device used is the vibrator, denoted vibrotactile ele-

ment (VTE), with textile aspects being secondary. In [13], 

the authors provide a solution with pieces made out of neo-

prene, which is stretchy. Hook-and-loop fasteners were used 

to keep five large pieces (for left shoulder, right shoulder, 

left elbow, right elbow, wrist belt) together. Comfort was 

not discussed, neither was wiring.  What was denoted heavy 

weight Lycra was used in a harness design in [14], in order 

to achieve tightness and close fit to the body. Assembly and 

design were not in focus. The authors in [15] used a tight-

fitting T-shirt in a study of haptic elements for promoting 

motion training. Once again, the technical focus was on the 

hardware. In general, there are few studies where the role of 

textile and the construction thereof is central. 

B. Semantic theories underlying haptograms 

Semantic content in language is manifest by means of 
word vs. sentence meaning. To pin down word semantic vs. 
sentence semantic theories which can help one identify kinds 
of meaning implementable for deafblind communication, we 
took inspiration from Chinese logograms representing con-
cepts, instead of characters that stand for speech sounds. 
They come as a blend from different directions and schools 
of semantic research [16]. More importantly, one can apply 
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touch primitives to create haptic drawings for concepts, with 
connections to several semantic theories briefly listed below. 

To conceive a set of actuator patterns, which correspond 
to units in a mental vocabulary, partly overlapping with on-
tology labels, semantic primitives [17] and semantic univer-
sals [18] were relevant points of departure. These include 
elementary, archetypical concepts such as substantives (you, 
I; someone, people; something), mental predicates (think, 
know, want, feel, see, hear), descriptors (big, small), tempo-
rality (when, after, before, a long time, a short time, now), 
etc., while their concatenations can be related to the Lan-
guage of Thought hypothesis [19], a theory which describes 
the nature of thought as possessing "language-like" or com-
positional structure, with simple concepts combined in sys-
tematic ways (akin to the rules of grammar in language) so 
that in its most basic form, thought, like language, has syn-
tax. Another aspect to connect semantic primitives as com-
ponents of concepts with haptemes as components of touch 
[3] originates in structural linguistics [20]; here we chose the 
interpretation that phonemes constitute an abstract underly-
ing representation for segments of words. Distributional se-
mantics as in [21], [22], and [23] -- responsible for meaning-
fulness in dimensional reduction methods and feeding for-
ward to the ontology -- adds another relevant semantic theo-
ry to the aforementioned, with statements derived from on-
tology labels by semantic reasoning going back to logical 
semantics [24]. Another umbrella term for the above in a 
deafblind context is the research field of sign language se-
mantics [25]. A number of relevant PhD theses augmented 
our resources to relate semantics mapped to the body in a 
sensory deprivation context, e.g., [26], [27], and [28].   

III. THE SUITCEYES ONTOLOGY 

The key aim of the SUITCEYES ontology is to semanti-
cally integrate information coming from the environment 
(via sensors), and from the system’s analytic components 
(e.g., visual analysis of camera feed). In this sense, the on-
tology is primarily focused on semantically representing 
aspects relevant to the users’ context, in order to provide 
them with enhanced situational awareness, and augment their 
navigation and communication capabilities. More important-

ly, the proposed ontology also serves as the bridge between 
environmental cues and content communicated to the user 
via the haptograms described in the next section.  

In ontology engineering, it is common practice to reuse 
existing third-party models and vocabularies during the de-
velopment of a custom ontology, in order to rely on previ-
ously used and validated ontologies. We thus adopted the 
semantic representation of objects and activities from the 
Dem@Care ontology [29], [30], which contains a set of de-
scriptions of everyday activities and common objects used in 
an everyday context that are highly relevant to our goals 
(e.g., mug, plate, toothbrush, furniture, window, door, etc.), 
all inspired by real case scenarios. Moreover, we relied on 
SOSA/SSN [31] for representing sensors and the respective 
observations, and on the Friend-Of-A-Friend (FOAF) speci-
fication [32] for representing persons and social associations. 
Finally, we integrated the SEAS (Smart Energy Aware Sys-
tems) Building Ontology [33], which is a schema for de-
scribing the core topological concepts of a building, such as 
buildings, building spaces and rooms. A summary of all im-
ported ontologies is presented in Table 1. The hierarchy of 
concepts related to rooms and space, adopted from both 
Dem@Care and the SEAS Building Ontology, is visualized 
in Fig. 1. The latter set of concepts is grouped under the no-
tion of sot:SemanticSpace, where sot is the namespace prefix 
for the SUITCEYES ontology. Moreover, we extended our 
ontology with additional concepts that emerged during the 
requirements analysis (see deliverables D2.1 and D2.2 post-
ed on the project website) of our Haptic, Intelligent, Person-
alised, Interface (HIPI), which is a key SUITCEYES out-
come. 

The ontology, populated with the incoming information 
(i.e., detected persons, objects etc.), constitutes the system’s 
Knowledge Base (KB). An additional component, the 
Knowledge Base Service (KBS) that sits “on top” of the KB, 
ensures that the incoming data are semantically annotated 
and fused properly into the KB, providing the groundwork 
for producing a higher-level interpretation of the combined 
information. The end goal is to enable the HIPI to deliver 
semantic content to the user with respect to his/her physical 
surroundings.

TABLE 1. A LIST OF THIRD-PARTY ONTOLOGIES UTILIZED AND EXTENDED WITHIN THE SUITCEYES ONTOLOGY 

prefix Ontology URL Concepts Imported in 

SUITCEYES 

version 

foaf Friend-Of-A-Friend http://xmlns.com/foaf/spec/   Person  

and its asserted properties 

v1 

sosa Semantic Sensor 

Network 

https://www.w3.org/TR/vo

cab-ssn/ 

Sensor  

and its asserted properties 

v1 

dem Dem@Care http://www.demcare.eu/res

ults/ontologies 

Activity 

Object 

Room 
and their asserted properties 

v1 

v1 

v2 

seas Smart Energy Aware 

Systems Building 

Ontology 

https://ci.mines-

stetienne.fr/seas/BuildingO

ntology-1.0 

BuildingSpace 

Room 

and their asserted properties 

v2 

v2 
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Finally, a rule-based semantic reasoning mechanism 
serves specific queries for inferring the context-related in-
formation, either in the form of structured content in JSON 
format, or as natural language phrases. 

 
Figure 1. Concept hierarchy related to semantic space, which were adopted 

in the SUITCEYES ontology from Dem@Care and SEAS Building.  

A. Ontology conceptualization 

Fig. 2 displays an overview of the core ontology classes 

based on the Graffoo ontology visualization notation [34]: 

the yellow rectangles represent classes, while the green ones 

represent data properties (i.e., properties that take a raw data 

value, like, e.g., integers and strings). The prefixes in front of 

some of the class names indicate the namespace of the re-

spective third-party ontologies, as mentioned above. Classes 

and properties that have no prefix belong to the core 

SUITCEYES ontology.  
As indicated in Fig. 2, class Detection is fundamental 

within the context of the SUITCEYES ontology and refers to 
environmental cues detected by the sensors that have been 
instantiated in the KB. An instance of type Detection may be 
associated with the relevant sensor(s) that provide data to the 
ontology, via property providedBy. Currently, there are two 
specific categorizations of class Sensor (i.e., Camera and 
iBeacon), which are related to the relevant operational sen-
sors attached to the HIPI and provide data to the KB. On the 
basis of the sensors’ data, an instance of class Detection can 
be associated with one or more instances of type Person 
(known or unknown persons), Object, Activity, and/or Se-
manticSpace (i.e., rooms, building spaces, as previously de-
scribed); the relevant assertion is achieved via property de-
tects. On the basis of the semantic reasoning mechanism 
mentioned previously, higher-level results that combine in-
coming data from all sensors, are produced and represented 
in the ontology via class Output and its specializations: Alert, 
Message, and Warning. 

With regard to spatial relations, we focus on orientation 
(left/right), existence (in a room) and distance 
(far/close/immediate). Thus, an entity that occupies space 
(e.g., persons, objects) is considered a SpatialEntity, and the 
occupied space (e.g., a room or a location) belongs to the 
SemanticSpace. These two aspects formulate the

 

 

Figure 2. Overview of the core classes of the SUITCEYES ontology. 
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Figure 3. Semantic spaces and spatial contexts in the SUITCEYES ontology. 

respective entity’s SpatialContext, which provides infor-
mation regarding the entity’s relationship to the semantic 
space it is located in. Examples include in, on, left, right, far, 
close, etc. The aforementioned concepts are depicted in Fig. 
3. These definitions play a key role in the semantic reasoning 
mechanism, as they form the basis for inferring spatially 
related information to the user, e.g., which objects are close 
to or far from the user, what sort of entities are located in the 
room where the user is, etc.  
 
 
 
 

B. Sample instantiation 

Based on the ontological concepts presented above, Fig. 
4 illustrates a sample instantiation, resembling an activity 
detected by the system’s camera. The activity involves two 
people speaking to each other: one of them is known to the 
user (i.e., John) whereas the other is unknown. Moreover, 
these two people are currently located in the kitchen (i.e., 
in_room_spatial_context), and the respective message is 
communicated to the user via a textual description, which is 
then converted to haptograms as described next. 

 
 

 
 

 

 

Figure 4. Sample instantiation of an activity involving two people discussing in the kitchen. 
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TABLE 2. EXAMPLE QUERIES FOR WHICH THE ONTOLOGY CAN PRODUCE RESULTS IN NATURAL LANGUAGE TEXT 

# Query Answer 

Q1 Where is my <phone> now? Your <phone> is located on your <left>, <close to> you. 

Q2 In which room am I now located? You are located in the <kitchen>. 

Q3 When and where was my <mug> detected for 

the last time? 

Your <mug> was found in the <living room>, <10 sec-

onds> ago. 

Q4 Which <entity> is observed on my <left> 
side? 

A <table> is on your <left> side.  

Q5 Which are the objects I am <close to>? A <laptop> and a <chair> have been found <very close> to 

you. 

Q6 How many persons have been detected <close 
to> me? 

There are <3> persons <close to> you. 

Q7 Are there any <known> persons detected? <John> is detected <far from> you. 

 

This flexible ontology-based representation allows the 
system to convey various types of information to the user. In 
order to deliver semantic content through haptic media, mes-
sages generated by the KB should be structured as a natural 
language phrase rather than a simple alert or indication. This 
information is then communicated to the user by aligning 
each word or sentence with its haptogram representation, 
allowing for a semantically richer messaging mechanism.  

In the final HIPI prototype, the user will also be able to 
submit queries through a special panel. For this reason, we 
have implemented a set of SPIN rules [35] that allow the 
KBS to respond to queries submitted by the person wearing 
the HIPI as natural language phrases. Table 2 includes a rep-
resentative subset of such queries. 

 

IV. INTRODUCING HAPTOGRAMS 

A. From user needs to haptogram design considerations 

Based on an extensive user survey to advance the match 
between human needs and system support in the specific 
case of deafblindness, we opted for the transmission of per-
ceptible messages to a grid of actuators mounted onto a 
smart textile surface on the body. The set of haptic signals 
had to: (i) be easy to distinguish and perceive; (ii) represent a 
simple language whose vocabulary is either similar to estab-
lished vocabularies familiar to the user, or intuitive and sim-
ple enough to be learned; (iii) enable sentence building; and 
(iv) comply with ontology constraints for message genera-
tion. Compared with SHC (e.g., in [3] and [4]), where simple 
and typically environment-related messages are conveyed to 
the back of the user and other appropriate parts of the body 
by a human signer, our idea was to similarly convey simple 
messages, but digitally, by means of actuators. Towards this, 
a number of complex issues needed to be considered.  

A human communicator can simply adapt communica-
tion to the actual situational circumstances. For example, in a 
confined physical space a signer may switch to using the 
upper arm instead of the back. Similarly, any distortion in 
reception (as indicated by the body language of the receiver) 
may be addressed by repetition of the message or further 
clarification. In an automated system these decisions and 
interventions need to be preconceived and replaced by other 
means. Also, in SHC, the signs can easily be adapted and 
renegotiated between sender and receiver to facilitate percep-

tion based on the situational experiences of the receiver. 
Therefore, next to being idiosyncratic, SHC signs can vary 
from person to person, and even established tactile sign lan-
guages are culturally bound, existing in variants from coun-
try to country.  

The level of complexity goes beyond this, as by its nature 
deafblindness involves a very broad spectrum of abilities and 
impairments, e.g., from those who may have just a handful 
of concepts in their vocabulary to those who possess a full 
and rich language ability and can communicate in a sophisti-
cated manner using tactile sign language or even spoken 
language. This means that the set of concepts and haptogram 
patterns has to be customizable in due course. Furthermore, 
SHC involves fine-tuned, compound three-dimensional 
hand-on-body movements, while the actuator-based haptic 
patterns need to be rather simple and conveyable in a two-
dimensional format, at least for the time being. To handle 
these research constraints, we fell back on user-centric co-
design where potential users’ preferences and feedback have 
been captured. This involved an extensive user study (i.e., 80 
detailed interviews conducted in 5 different countries), and 
ideation workshops (involving participants with deafblind-
ness and communication experts), leading to psychophysics 
experiments.  

The current co-design was constrained by different tech-
nological and disciplinary bottlenecks. One of the goals was 
to build a communication module which could manage at 
least 100 concepts by haptograms, in the range of the small-
est SHC vocabulary known to us [38]. The matrix arrange-
ment of vibrotactile actuators to generate 100 different pat-
terns was considered a viable solution to this end. However, 
a 3 x 3 actuator grid was too small to allow for this variety, 
so we opted for a 4 x 4 one as our starting point. On the oth-
er hand, static patterns on one’s back, not a screen with the 
best resolution, are more difficult to distinguish than dy-
namic ones, whereas the latter also extend the number of 
possible haptograms. Because our ontology at the time of 
writing this article already included hundreds of concepts to 
match the capacity of visual detection, 4 x 4 dynamic pat-
terns were a compromise between detection capacity vs. the 
need to keep things simple for psychophysical experimenta-
tion: opting for a larger grid, apart from its wiring problems 
from a hardware and smart textiles perspective, would have 
unnecessarily overcomplicated testing. Also, we had to keep 
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in mind that haptogram evaluation by default is an iterative 
process, to result in designs to be scrapped and replaced 
time and again. 

B. Technical aspects.  

Haptograms as a term were proposed by [36]. In their ap-
proach, “Haptogram” is a system designed to provide a 
point-cloud tactile display via acoustic radiation pressure: a 
tiled 2-D array of ultrasound transducers is used to produce a 
focal point that is animated to produce arbitrary 2-D and 3-D 
tactile shapes. The switching speed is very high, so that hu-
mans feel the distributed points simultaneously. The Hapto-
gram system comprises a software and a hardware compo-
nent; the software component enables users to author and/or 
select a tactile object, create a point-cloud representation, 
and generate a sequence of focal points to drive the hard-
ware.  

Our idea of a haptogram is different and corresponds to 
logograms. That is, concepts are communicated by touch-
based drawings, and not character sequences to invoke them. 
Haptograms are, in short, synthetically generated haptic pat-
terns with a meaning, to be communicated as stimuli to the 
human body. They could be discretized, i.e., represented by a 
number of matrix cells, but could also be continuous, illus-
trated for example as Bezier curves [37]. The meaning of 
such patterns could be both at word and sentence level. Fur-
ther, we distinguish between stable vs. changing patterns and 
call them static vs. dynamic haptograms in a communication 
context, where both can be pulsating for easier recognition. 
The purpose of haptograms in our framework is to imple-
ment an ontology-constrained messaging language for situa-
tion awareness assessments, and as raw material for every-
day conversation. Both visual and audial information can be 
translated to haptic patterns.  

Such haptograms can be mapped to one or more parts of 
the body, in single or multiple modes. Unlike studies that 
focus on using hands (e.g., by developing communicative 
gloves), our system does not use the hands in order to keep 
them free for other purposes, such as holding a cane, giving a 
handshake, examining surfaces or objects, etc. The semantic 
content is transferred to the body to trigger actuators of vi-
bration, pressure, tapping etc., as well as combinations there-
of.  

Actuators to display haptograms are advantageously ar-
ranged in a matrix form of rows and columns. It is not neces-
sary that they are of equal number; rather the general ap-
proach is an m x n arrangement with m rows and n columns.  
A two-dimensional (2D) arrangement of haptic actuators has 
several benefits over, say, a one-dimensional (1D) linear 
array arrangement. A single point vibrator - what could be 
called a zero-dimensional (0D) arrangement - can only con-
vey alarm-like semantic content, such as “Something is 
happening”. (For example, this is the case for cellphones 
which, while vibrating, can indicate that there is an incom-
ing call or time is out). This way is not best suited to con-
veying richer content like what is happening, or if several 
things are happening in parallel, including their direction, 
etc.  Compared to 1D, a 2D arrangement enables richer di-
rectional information: it is possible to identify from where a 

haptic stimulus is coming. In a 2D arrangement one can use 
the columns, say, for a certain general class of ontological 
entities (e.g., related to eating, moving, friends, relation-
ships, etc.) and letting each row to correspond to different 
concepts therein these realms. This could not be done in 0D 
and 1D. 

The world is inherently three-dimensional but humans 
have a developed understanding and capability for extract-
ing information out of two-dimensional projections. This 
holds for exploration both by sight and touch. In the latter 
case, a 2D vibrator arrangement is much closer to a 2D top-
ological tactile description of a surface than a 1D array. In 
fact, most often interpreters using SHC describe a room or 
scene in front of the user by sketching it as a 2D projection, 
indicating borders, exits and windows, significant objects 
and persons. A 2D arrangement of actuators lends itself very 
well to this case. Synonymous is to say that 2D enables lo-
calization better.  2D arrangements also open up for dynam-
ic patterns as actuators corresponding to dots in a haptogram 
could be made to vibrate in a certain order. This is not only 
beneficial for perception, compared to the static case, but 
also yields more possible combinations of patterns over m x 
n vibrators. In the limit of increasing m and n within a given 
area and even letting m and n approaching infinity, the reso-
lution increases and continuous patterns are made possible. 
Of course, human capability to resolve two spatially or tem-
porally separated haptic stimuli is limited, and has to be 
taken into account. Finally, a 2D arrangement is also a step 
towards haptic pictures, i.e., leaving the paradigm of using 
symbols. Haptic pictures are such that they mimic a tactile 
object by levels of contrast of its parts. 

Our vocabulary was designed for in-principle receiver 
testing over a 4 x 4 actuator grid for a proof of concept. We 
were interested in finding out if the ontology and such a hap-
tic conceptual vocabulary can be aligned, and how pattern 
sequences reminiscent of sentences can implement the 
transmission of more complex semantic content. To enable 
hypothesis testing, we departed from the following: 

 
• Screen on the back, vibrational actuators only: 

•  104 dynamic signs, matching the magnitude of 
[38]; 

•  Homonymy disambiguation by different dynam-
ics for the same patterns vs. synonymy represen-
tation by two different approaches. 

• Vocabulary signs for: 
•  Start, stop, alert, sentence type markers, ques-

tion words, agree/disagree; 
•  Known/unknown person, personal pronouns (4); 
•  Place adverbs (15), time adverbs (4); 
•  Nouns (48), verbs (13), adjectives (3). 

Concrete examples below go back to the ontology-
compliant sentence sample in Table 2. 

C. Examples 

As haptograms in principle can be static or dynamic, and 
can represent both word meaning and sentence meaning, Fig. 
5 illustrates the basic idea of the former which was derived 
from the ASCII code table, where in its matrix cells, instead 
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of characters, concepts are encoded by bit strings in the rows 
vs. columns. 

In Fig. 6, we illustrate two sample dynamic haptograms. 
In the upper part, numbers indicate the firing sequence of the 
actuators for concepts (a) and (b), meaning “stand” and 
“door”. In the lower part the completed shapes of the dynam-
ic haptograms are indicated. 

Moving over to sentence meaning, in Fig. 7 we show 
how three simple statements, “You are in the kitchen” (Ex-
ample 1), “The bottle is close to the left on the table” (Exam-
ple 2), and “There is an unknown person in the hallway” 
(Example 3), can be constructed by concatenating dynamic 
haptograms. The statement begins with a single-blink sign, 
indicating the start of a new message, and finishes with a 
double-blink, pulsating one, indicating end of transmission. 
Any statement can be accompanied by a separate alert sign 
to add weight to the communicated content. 

Apart from this example, our test included declarative 
sentences, questions and exclamations to enable a future 
dialogue between two users with deafblindness, or a user 
with deafblindness and her/his assistant, family member, 
educator, etc. Further, the vocabulary is both aligned with the 
ontology, and is including concepts and parts of speech not 
covered by the current version, i.e., hints at expansion oppor-
tunities. Likewise, e.g., logical operators, numbers, signs for 
operations etc. can be added following the same line of 
thought. 

Experiment constraints included that over a 4 x 4 grid, no 
digital numbers could be specified, and screen resolution, 
i.e., actuator grid granularity was too low for simulating gen-
uine SHC signs.  

 

 

Figure 5. The idea of static haptograms over a 4 x 4 actuator grid. 

 

 

Figure 6. Unfolding sequences of two patterns over a 4 x 4 actuator grid, 

yielding different dynamic haptograms: (a) “stand”; (b) “door”. 

V. HAPTOGRAM REALIZATION IN SMART TEXTILES  

Haptograms are to be transmitted to different locations 
on the body and need ample space as they are inherently 
extended. Very naturally this leads to the use of textiles. Tex-
tiles have been there in all human activities throughout the 
ages, regardless of sex, social status, culture, and occupation. 
In the form of garments, they cover large parts of the body, 
such as one’s back or upper arms, those areas where hapto-
grams are to be transferred. Important is also that textiles are 
pliable and adapted to the complicated geometry of the hu-
man body. They could be made to tightly fit one’s shape, 
which is very important for any haptic communication as 
typically, good mechanical contact is central.  

Textile is then a platform. Its enrichment with sensors 
and actuators, including haptic devices, is often referred to as 
smart textiles.  A basic thought behind the application of 
haptograms has been to allow the transmission of perceptible 
messages to the users via actuators mounted into and onto 
textiles. We opted for discrete haptic signs inherent in the 
matrix approach above.   

We define location as the geometrical position on the 
body, i.e., an anatomical measure, whereas placement is the 
positioning of some actuator (or sensor) on the textile. A 
given actuator with a given placement is positioned as close 
as possible to a target location when taking on the garment, 
and while wearing it. Further on, we define cell as a physical 
construction on, or in the textile, such as a pocket having a 
certain placement from which actuation could take place. 
Typically, we will have many more cells than vibrators in a 
garment. Cells that have an actuator that is actuating are ac-
tive or firing. Such an active cell corresponds to a dot in a 
pattern, a set of active dots. Thus, a pattern of actuators 
could either simultaneously become active, which is the stat-
ic version of haptograms, or becoming active in a sequence, 
i.e., the dynamic alternative.  

Last but not least, from a smart textile perspective, a set 
of cells close to each other constitute a panel to host actua-
tors in any particular arrangement.  There could be a panel 
for the back, another for the upper arms, for the waist, and so 
on.  

We constructed a textile testing device for the back (Fig. 

8). The human back has a complicated geometry with both 

convex and concave regions. Added to this is that users are 

of different sizes. In order to fulfil the simultaneous need of 

fixed location of actuators, as well as good mechanical at-

tachment for maximal haptic signal transmittance, we opted 

for a construction with both vertical and horizontal stripes 

that could be tightened individually at the front by buckles, 

giving a good fit to the body for all sizes.  This structure 

takes inspiration from a weave with interlaced parts. On the 

inside, towards the body, detachable pockets are placed, 

each of them able to host an actuator. These pockets have 

openings as well so that cables for powering could be taken 

out and contacted. In total, a very versatile system was cre-

ated for the realization of haptograms. 

In Fig. 9 the placements of 16 vibrotactile elements in a 

4 × 4 matrix arrangement is illustrated. The stripes are ar-
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ranged so that the actuators can be changed from the out-

side, making it simple to study pattern arrangements without 

taking off and on the garment.  

 
 

 
 

 

Figure 7. Examples 1-3 are system responses to predefined user queries 

over a 4 x 4 actuator grid, with patterns plus their unfolding sequences in 

red. 

 

Figure 8. Back side of the textile testing device. Black squares belong to 
stripes in the vertical direction, white in the horizontal direction. Together a 

chessboard like appearance is formed. This results in an inherent matrix for 

specifying sign component positions. 
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VI. CONCLUSION AND FUTURE WORK  

A constraint on this report has been the COVID-19 pan-

demic which, because of the extreme vulnerability of our 

user group, prevented the evaluation phase of communica-

tion by haptograms and smart textiles. This will be remedied 

in a next article in due course. Thereby our design consider-

ations had to remain on a theoretical and methodological 

level. 

By means of a proof-of-concept prototype which is work 

in progress, we adopted a multidisciplinary approach to de-

velop a smart-textile-based communication system for use 

by people with deafblindness. Focusing on the communica-

tion module here, a new ontology connects computer vision 

with the user to label detected semantic content about ob-

jects, persons and situations for navigation and situational 

awareness. Such labelled content is then translated to a hap-

togram vocabulary with static vs. dynamic patterns, which 

are mapped to the body.  A haptogram denotes a tactile 

symbol composed over a touchscreen, its dynamic nature 

referring to the act of writing or drawing. A vest made of 

smart textile, in the current variant equipped with a 4 x 4 

grid of vibrotactile actuators, was used to transmit hapto-

grams on the user’s back. Thereby system messages of dif-

ferent complexity -- both alerts and short sentences -- can be 

received by the user, who then has the option to respond by 

pre-coded questions and messages.  

The core target groups are users with deafblindness with 

a diverse range of communication skills, capabilities and 

needs. The design of our solution is therefore intended to 

cater for this diversity through personalization, both in terms 

of the complexity and number of haptograms, and in terms 

of fit and comfort. The current actuator arrangement made 

the transmission of 104 dynamic signs possible, including 

homonyms. This is in the range of the simplest available 

SHC resource. At the same time, over a 4 x 4 grid, no digital 

numbers or an alphabet could be specified, and screen reso-

lution was too low to emulate genuine SHC signs.  

By means of grids with more actuators, displays with 

higher resolution can be implemented and tested, paving the 

way for an extended haptogram vocabulary which can cover 

more detailed ontology content and, possibly, bridge lan-

guage barriers among this demographic. Further, we plan to 

add a mobile sender unit to the prototype to enable de facto 

two-way communication, and aim to test multi-display mes-

sage transfer by replacing the smart vest by a smart garment. 

Psychophysical experiments to evaluate the prototype are in 

place and in progress. 
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Figure 9. In-principle arrangement of 4 × 4 actuators on the back of the 

smart vest. Actuators are to be placed beneath the red markers, towards the 

skin. The non-flat geometry of the human body that any haptic device has 
to handle is clearly visible. 
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Abstract—General purpose knowledge bases such as DBpedia
and Wikidata are valuable resources for various AI tasks. They
describe real-world facts as entities and relations between them
and they are typically incomplete. Knowledge base completion
refers to the task of adding new missing links between entities
to build new triples. In this work, we propose an approach for
discovering implicit triples using observed ones in the incomplete
graph leveraging analogy structures deducted from a knowledge
graph embedding model. We use a neural language modelling
approach where semantic regularities between words are pre-
served, which we adapt to entities and relations. We consider
domain specific views from large input graphs as the basis for
the training, which we call context graphs, as a reduced and
meaningful context for a set of entities from a given domain.
Results show that analogical inferences in the projected vector
space is relevant to a link prediction task in domain knowledge
bases.

Keywords–Domain knowledge base; Context graph; Entity em-
bedding; Neural language model; Analogy structure; Facts discov-
ery.

I. INTRODUCTION

Mining graph structures with machine learning proved to
be of great aid to extract hidden useful information in various
domains. Recently, learning with graph embedding to encode
unstructured data has attracted a lot of attention in research.
This paper extends the work in [1] with particular focus on
knowledge graphs.

General purpose Knowledge Bases (KB) such as YAGO,
Wikidata, and DBpedia are valuable background resources
for various AI tasks, for example, recommendation [2], web
search [3], and question answering [4]. However, using these
resources brings to light several problems which are mainly
due to their substantial size and high incompleteness [5] as
a result of the extremely large amount of real world facts
to be encoded. Recently, vector-space embedding models
for KB completion have been extensively studied for their
efficiency and scalability and proven to achieve state-of-the-art
link prediction performance [6], [7], [8], [9]. Numerous KB
completion approaches have also been employed that aim at
predicting whether or not a relationship, which is not in the
knowledge graphs (KG), is likely to be correct. An overview
of these models with the results for link prediction and triple
classification is given in [10]. KG embedding models learn
distributed representations for entities and relations, which are
represented as low-dimensional dense vectors, or matrices, in

continuous vector spaces. These representations are intended to
preserve the information in the KG namely interactions between
entities such as similarity, relatedness, and neighborhood for
different domains.

In this work, we are particularly interested in adapting
the language modelling approach proposed by [11], where
relational similarities or linguistic regularities between pairs of
words are captured. They are represented as translations in the
projected vector space where similar words appear close to each
other and allow for arithmetic operations on vectors of relations
between word pairs. For instance, the vector translation

v(Germany)− v(Berlin) ≈ v(France)− v(Paris)
shows relational similarity between countries and capital cities.
It highlights the clear-cut analogical properties between the
embedded words expressed by the analogy "Berlin is to
Germany as Paris is to France". We propose to apply
this property to entities and relations in KGs as represented
by diagrams (a) and (b) in Figure 1. The vector translation
example is likely to capture the capital relationship that we
could represent by a translation vector v(capital) verifying the
following compositionnality [11]:

v(France) + v(capital)− v(Paris) ≈ 0

We use the analogical property for KB completion and
show that it is particularly relevant for this task. Our intuition
is illustrated by diagrams (b) and (c) in Figure 1, where an
unobserved triple can be inferred by mirroring its counterpart in
the parallelogram. To the best of our knowledge, leveraging the
analogy structure of linguistic regularities for KB completion
has never been investigated prior to this work.

We consider applying such properties on excerpts from
large KGs, we call context graphs, guided by representative
entities of a given domain, where interactions between entities
are more significant. Context graphs show to be the bearers
of meaning for the considered domain and easier to handle
because of their reduced size compared to source graphs.

This paper is organized as follows. Section II gives an
overview of related work while Section III presents the global
approach. Section IV recalls basic notions of the neural
linguistic model. Then, Section V describes our approach to
build context graphs and learn features for link prediction.
Section VI details the evaluation protocol with expanded
algorithms and discusses the initial results and finally, in Section
VII we conclude.
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Figure 1. (a) Analogy relation diagram (parallelogram) between countries and capital cities. In KGs (b) and (c), r corresponds to the relation capital and r′ is
decomposed into two type relations (is-a) to concepts Country and City.

II. RELATED WORK

In what follows we give an overview of research work
related to the embedding of knowledge graphs with a particular
focus on approaches based on neural language models for the
embedding of RDF graphs from which our approach is derived.

A. Knowledge Graph Embeddings
Several KBs exist such as YAGO [12], DBpedia [13],

Freebase [14], or WordNet [15]. These knowledge bases contain
billions of real-world facts and are, by nature, highly incomplete
[5]. Many NLP tasks are based on these resources. The results
of word sense disambiguation [16] and question answering
[17], [4], for example, are directly impacted by the quality of
those graphs.

Vector-space embedding models have a particularly advan-
tageous performance among other statistical relational learning
methods [18] proposed for knowledge graph completion or link
prediction task [6]. Their main objective is to generalize the
graph representation by calculating highly reduced dimensional
vectors of entities and their relations. The first proposed
algorithm, TransE [7], was inspired by a linguistic embedding
model [11] where words are represented as vectors in an
embedding space such that linguistic regularities present in the
text reflecting relational similarities are captured and modeled
as translations in the projected vector space.

Several variations have been subsequently proposed, for
example, translation-based models (TransH [19], TransR [20]),
bilinear models (DistMult [21], and ComplEx [22]), tensor
factorization models (Rescal [23]), neural tensor networks (Ntn
[24], [25]) among others [6], [26].

Formally, consider E to be the set of entities and R the
set of their relations. A knowledge base K consists of a set of
triples (s, r, o) ∈ K such that s, o ∈ E , r ∈ R, r is the relation
between the subject s and the object o.

Each relation r is formulated as a linear map that transforms
the subject s, represented as an embedding vector vr, from
its original position near the object o in the vector space. A
score function f(s, r, o) is defined by the embedding models
to measure the uncertainty of each triple. For example, the
TransE f function is as follows:

‖vs + vr − vo‖l1/2 ; vr ∈ Rk

where the entities s and o are represented by vectors vs and
vo ∈ Rk; k is the vector’s dimension. A general margin-based
objective function is optimized with different optimization
algorithms (e.g., the stochastic gradient descent, abbreviated

SGD) to learn the following model parameters: entities vectors
and relations vectors or matrices. This function is as follows:

L =
∑

(s,r,o)∈K
(s′,r,o′)∈K′

(s,r,o)

[γ + f(s, r, o)− f(s′, r, o′)]+

where [y]+ = max(0, y), γ is the margin hyperparameter; the
set of incorrect triples is K′(s,r,o) generated by altering the
correct triple (s, r, o) ∈ K.

The model Analogy presented in [8] has a particular
focus on the study of analogical relations between triples.
The approach proposes a formal solution to the problem of
multi-relational embedding from an analogical inference point
of view by defining analogical properties for entities and
relation embeddings as well as optimizing algorithms (objective
function) with respect to those properties. The authors argue that
analogical inference is particularly advantageous for knowledge
base completion and show that their framework improves state-
of-the-art performances on benchmark datasets (e.g., WN18
and FB15K).

This assertion supports our decision to exploit the linguistic
regularities that reveal analogies between words in order to
apply them to entities and their relations in a graph. Since we
are working on a particular application domain, we do not apply
our method on benchmark datasets. We extract our data from
large graphs to target only useful knowledge for this domain.
Moreover, our method has the advantage of being based on a
simple and efficient model, which directly offers a modeling of
the analogy and optimally scales up without the need to define
a complex framework for the study of regularities.

B. Neural Language Based RDF Graph Embedding
Another family of techniques for RDF graph embedding

uses neural language models and paths in the graph to calculate
vectors of entities and relations.

A general technique called Node2vec is proposed in [27].
It aims at creating embeddings for nodes in an (un)directed
(a)cyclic (un)weighted graph G(V, E ,W) where V is the set of
vertices and E the set of edges with weightsW . The embeddings
are learned using the Skip-gram model [28] trained on a corpus
of sequences of nodes generated using the sampling strategy.
The input graph is turned into a set of directed acyclic sub-
graphs with a maximum out degree of 1 using two hyper-
parameters for sampling: Return R (probability to go back to
the previous node) and Inout Q (probability to explore new
parts of the graph).
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A closely related approach to our work is described in [29].
The RDF2vec approach uses the neural language model to
generate embedding on entities from walks on two general
knowledge bases namely DBpedia and Wikidata. Short random
walks are created for the whole set of entities in an image of
the KB at a given date. Walks using RDF graph kernels are
also used on small test datasets due to scalability limitation.
The trained models are made available for reuse. The approach
we propose here differs in several ways. First, we consider
undirected labelled edges in the RDF graph to adapt the neural
language model that is compared to directed graph. Second, we
use biased walks guided by the application domain to generate
sequences that are compared to random walks. Third, rather
than using object properties to build the sequences, we consider
dataType properties and literals because we assume that they
hold useful information for our application domain (e.g., dates,
textual descriptions). Finally, and most importantly, we propose
to handle scalability issues by contextualizing the input graphs
assuming that more relevant information is centralized within
a perimeter of α hops around our main entities (α is defined
later).

III. KG COMPLETION WITH NEURAL LANGUAGE MODEL

In the following sections we present the approach we
propose for link discovery in KGs. To this aim we use
neural language models, namely CBOW and Skip-gram models,
that we adapt to the embedding of entities from the KG.
Our approach leverages analogical structures extracted from
relational similarities between entities generated by the used
neural language model. We show in the following how the
analogical regularities, applied to entities from KGs, could
be used to infer new unobserved triples from the observed
ones to complete the original graph. We propose to work on
contextualized RDF graphs focused on a specific domain that
we extract from large general purpose KGs. We developed a
set of algorithms for the construction of context graphs and for
the preparation of test data and the evaluation process, which
will be detailed as the approach stages progress.

IV. PRELIMINARIES: NEURAL LANGUAGE MODEL

Classic NLP systems and techniques treat words as atomic
units represented by indices in a vocabulary without considering
similarities between them. Texts are represented as a bag of
words using binary feature vectors where each word corresponds
to a vector index. Although being simple and robust, such
techniques have limited performances in different NLP tasks due
to the high dimensional and sparse data vectors generated. With
recent advances in machine learning techniques, neural language
models have been proposed to overcome these limitations by
generating low dimensional distributed representations of words
using neural networks. The main goal of word embedding
(mapping from words to vectors of real numbers) approaches
is to capture as much of the semantic and morphological
information as possible from large amounts of unstructured
text data. They explicitly model the assumption that words are
statistically more dependent as they appear closer in the corpus.

Many different types of models where proposed; however,
the earliest suffered from inefficient training of the neural
network as they become computationally very expensive on
large data sets [30], [31], [32]. An efficient neural model
has been proposed in [11], [28], the Word2vec model, and

gained wide popularity due to its simplicity. Word2vec is a two-
layer neural net model for learning distributed representations
of words while minimizing computational complexity. Two
different model architectures for parameter learning are used,
the Continuous Bag-of-Words model (CBOW) and the Skip-
gram model.

A. Continuous Bag-of-Words Model

The intuition behind the CBOW model is the fact of
predicting one word while considering a multi-word context
within a given window in order to preserve information about
the relation of the target word to other words from the corpus.
The architecture is shown in Figure 2.

Figure 2. CBOW architecture

The input layer is composed of surrounding words within
a given context window c. Their input vectors are calculated
from the input weight matrix, averaged and then projected in
the hidden layer (or projection layer). The output weight matrix
serve to calculate a score for each word in the vocabulary as
the probability of being a target word. The architecture of the
neural network is formally given by:

• a set of vectors xi representing training words
w1, w2, w3, ..., wC in the input layer;

• weights matrix W of size V ×N from input to a hidden
layer where V is here the entire words vocabulary, and
N is the dimension of the hidden layer;

• weights matrix W ′ of size N × V as from a hidden
to output layer;

• a softmax function as a final activation step.

The goal is to calculate the probability distribution
p(wi|wi−c...wi+c), the vector representation of the word with
index i, using the softmax function:
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p(wi|wi−c...wi+c) =
exp(vT v′wi

)∑V
w=1 exp(v

T v′w)

where V is the entire words vocabulary, v′w is the output vector
of the word w and v is the averaged input vector of context
words:

v =
1

2c

∑
−c≤j≤c,j 6=0

vwi+j

The objective of the CBOW model is then to maximize the
average log probability:

1

C

C∑
i=1

log p(wi|wi−c...wi+c)

B. Skip-gram Model
The Skip-gram Model is the opposite of the CBOW model

where it is matter to predict c context words from one target
word in the input. The architecture is shown in Figure 3.

Figure 3. Skip-gram architecture

Formally, given a sequence of training words
w1, w2, w3, ..., wC , the objective function to maximize
is the following average log probability:

1

C

C∑
i=1

∑
−c≤j≤c,j 6=0

log p(wi+j |wi)

where −c and c are the limits of the context window, word wi

is every word from the working corpus. The first step is then
to obtain the hidden layer as:

h =WTx := vTWI

On the output layer, c multinomial distribution is computed
sharing the same weights between the output panels from the

hidden to output layer weights matrix W ′. The activation of
the output use the softmax function to calculate the probability
p(wi+j |wi) as follows:

p(wi+j |wi) =
exp(v′Twi+c

vwi)∑V
v=1 exp(v

′T
wv
vwi

)

where V is the entire words vocabulary, vw is the input vector
and v′w is the output vector of the word w. More details about
these techniques can be found in [33], [34].

So far, the models presented above, both CBOW and
Skip-gram, are in their original forms without any efficiency
optimization applied. Computed in a straightforward manner,
the computational complexity of those algorithms corresponds
to the size of the vocabulary. In fact there exist two vector
representations for each word in the vocabulary, vw and v′w,
the input and the output vector, respectively. During the update
process it is required to iterate through every word wj in
the vocabulary, compute their probability prediction, and their
prediction error to finally update their output vector v′j . Doing
these computations for all of the words for every training
instance makes the learning of output vectors considerably
expensive and the whole learning process impractical to scale
up for large vocabularies. Two optimization techniques were
proposed to solve this problem by limiting the number of output
vectors that require an update per training instance, hierarchical
softmax and negative sampling [11].

As stated by the authors in [11], negative sampling outper-
forms hierarchical softmax on the analogical reasoning task,
which is our main concern in this paper. They also argue that
the linearity of the Skip-gram model makes its vectors more
suitable for such linear analogical reasoning. This will guide
our parameters calibration for training the word2vec model in
the evaluation step.

V. APPROACH

The approach we propose in this work adapts the neural
language model word2vec for the embedding of knowledge
graphs. It benefits from the properties offered by this model,
which explicitly assume that closer words in text documents
are statistically more dependent. For RDF graphs, words are
replaced by entities and relations between entities. Sequences
of entities and relations should be generated from the RDF
data in order to apply the word2vec model as on sentences
of words. After graph conversion, we can train the neural
language model to represent entities and relations between them
as vectors of numerical values in a latent feature space. These
vectors can directly be used to perform analogical inferences
for link prediction. In our approach, we work on excerpts
from large knowledge graphs, we call context graphs, which
represent condensed information from a given domain. Many
reasons motivate our choice; we discuss them in the following
subsection and show how such context graphs are built and
explored.

A. Building Context Graphs
For the remainder of this article, we will study a knowledge

graph extract; we name it Context Graph (CG). We first start
by explaining why CGs and, more generally, extracts from
knowledge graphs, are interesting to study and how they can
be constructed.
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1) Motivation For Context Graphs: In the semantic web
community, the concern has arisen to work with extracts from
large graphs, rather than with large graphs themselves. Various
motivations are encountered for this. To begin with, a query
on a graph, in particular a CONSTRUCT query, creates a ’view’
on this graph that constitutes an extract on which we generally
wish to do targeted operations: insertion into another graph,
display, processing, etc. We may want to put aside the obtained
extract, for example, because the corresponding request is long
to process and therefore costly in performance for the triple
store of the original graph.

An extract targeted on a class or a category of objects can
be useful, for example, for an analysis and an improvement of
the quality of these types of objects in the large graph: used
properties, missing properties, consistency with a schema, etc.

We can assume that queries on an extract can execute faster
than the same queries on the full graph (and give the same
results for a category of queries targeted by the extract). This
can be a way to bypass timeout problems on graphs such as
DBpedia. We have no precise benchmarks on this subject. To
create such benchmarks; it is necessary to install a copy of
DBpedia on the same computer, then build the extract, and test
a list of queries, which is out of scope in this work.

The same is true for other processings on graphs. For
example, in [29], building a model from DBpedia may take up
to several days with a powerful machine [35] while building
a model for this work takes 11 minutes on a laptop with four
GB of memory and a quad-core 2.8 GHz processor (see more
details at the end of the evaluation section). We argue that with
smaller and more focused graphs as our Context Graphs, it is
easier and more reliable to apply inference methods.

Extracts can also be shared more easily to contribute to
students work. A dated and versioned excerpt can also be a
significant dataset to support research work by having access to
the data that have been used for this work. This is particularly
useful if you are working on constantly evolving data graphs
such as Wikidata.

2) Context Graphs Building Process: We define a Context
Graph as a sub-graph of a general KG (e.g., DBpedia)
representative of a domain D.

1) The first step to build a CG is to identify a list
of seeds defining the domain. A seed is an entity
from KG corresponding to a concept that is con-
sidered relevant for D. For example, if the concept
is ‘Musée du Louvre’, the corresponding entity in
DBpedia is <http://dbpedia.org/resource/Louvre>. In
some domains this list is obvious as for museums,
hotels, or restaurants. In general, the common practice
is to rely on a reference dataset (such as IMDB for
cinema).

2) The second step extracts from KG, the neighborhood
for each seed within a given depth filtering
useless entities or predicates (not informative
for D) and returns the final CG as the union
of elementary contexts. We use the CG in the
following algorithm as the basis for the embedding
model. For example, DBpedia-fr uses the predicate
<http://dbpedia.org/ontology/wikiPageRevisionID>,
which is maintenance information about the source
of the entity. The node revision ID is inadequate for

our work and thus we consider it as out of our target
domain.

Algorithm 1: CONTEXT BUILDER

1 Function ContextBuilder(KG, seedsEntities,
radius, filteredEntities)

Input : A knowledge graph KG
A neighborhood depth to reach radius
A set of entities which are used as seeds
seedsEntities
A set of entities which are excluded from the seeds
filteredEntities
Output : Context Graph context

2 level ← 0
3 context ← ∅
4 while level < radius do
5 newSeeds ← ∅
6 foreach s ∈ seedsEntities do
7 Cs ← FindNeighbors(KG, s)
8 context ← context ∪ Cs

9 newSeeds ← newSeeds ∪
EntityFilter(Cs,filteredEntities)

10 end
11 level ← level +1
12 seedsEntities ← newSeeds
13 end
14 context ← context ∪ AddClasses(KG,

Entities(context))
15 return context

We create the algorithm CONTEXT BUILDER (Algorithm
1) to build a context graph context from a knowledge graph
KG for a given domain D. For a set of seeds (seedsEntities),
findNeighbors(s) extracts a neighboring context Cs from
a knowledge graph KG for each seed s. The final context,
context, is updated adding Cs. A list of new seeds, newSeeds,
is updated with the new collected entities after filtering
the terminal nodes with the EntityFilter method. The
exploration depth level is incremented by 1 at each step
up to the desired radius limit. At the end of process, the
resulting context context is expanded with the classes of
entities extracted from KG by the methods AddClasses and
Entities.

The purpose of the EntityFilter method is to elim-
inate a certain number of entities that seem useless for
a given application. The entities to be filtered are given
in the list filteredEntities. In our application, examples of
elements in this list are entities belonging to the T-Box due
to their very general nature (e.g., in DBpedia: dbo:Building,
dbo:Place or owl:Thing) and structuring nodes (e.g., DBpedia-
fr pages layout, <http://fr.dbpedia.org/resource/Modèle:P.>).
Those nodes introduce a great deal of noise without bring-
ing relevant information for the targeted domain. For ex-
ample, in our experiments on DBpedia, we found 3, 486
entities built on <http://fr.dbpedia.org/resource/Modele:????>
giving rise to 2, 692, 515 links and 101, 235 links to
<http://www.w3.org/2004/02/skos/core#Concept>.

The Entities method finds all the entities in the created
context graph. The AddClasses method adds the classes of
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all the entities after finding them in the source graph. At this
stage, we also add the ontology (the T-Box) that organizes
these classes, if it exists. Thus, we have a knowledge of the
nature of the manipulated entities, which allows us to draw
conclusions on the basis of these classes as we will see below.
It should be noted that the concept of a class can differ from
one knowledge graph to another; this is, for example, the case
for Wikidata that uses its own concepts, while DBpedia uses
the concepts defined by RDFS [36].

B. Context Graph Sub-structures
We transform the entities and relations in the CG as paths

that are considered as sequences of words in natural language.
To extract context graph sub-structures, we use the breadth-first
algorithm to get all the graph walks or random walks for a
limited number N .

Let G = (V, E) be an RDF graph where V is the set of
vertices and E is the set of directed edges. For each vertex
vx ∈ V , we generate all or N graph walks Pvx of depth d
rooted in the vertex vx by exploring indifferently direct outgoing
and incoming edges of vx. We iteratively explore direct edges,
both incoming and outgoing, of neighbors vxi

of vertex vx until
depth d is reached. The paths after the first iteration follow
this pattern vx → ei → vxi where ei ∈ E . The first token of
each path p ∈ Pvx is the vertex vx followed by a sequence
of tokens that might be labels of edges or vertices. The final
set of sequences for G is the union of the sequences of all the
vertices

⋃
vx∈V Pvx .

Hereafter are some examples of entity sequences that have
been extracted from DBpedia using graph walks of depth 2, 4
and 8, respectively:

dbr:Walker,_Texas_Ranger → dc:subject →
dbr:Category:Martial_arts_television_series

dbr:Walker,_Texas_Ranger → dbo:creator →
dbr:Paul_Haggis

dbr:Walker,_Texas_Ranger→ dbp:country→ United States
fdbr:Maison_de_Balzac → dbo:wikiPageWikiLink →

fdbr:Honoré_de_Balzac → fdbp:auteur → Patricia Baudouin
fdbr:Maison_de_Balzac → dbo:wikiPageWikiLink →

fdbr:La_Comédie_humaine → dbo:wikiPageWikiLink
→ fdbr:Venise → dbo:wikiPageWikiLink →
fdbr:Paul_Bourget→ dbo:wikiPageWikiLink→ fdbr:Catégorie:
Grand_officier_de_la_Légion_d’honneur

The following correspondences are used for properties:
fdbr http://fr.dbpedia.org/resource/
dbo http://dbpedia.org/ontology/
dbp http://dbpedia.org/property/
dc http://purl.org/dc/terms/

C. Feature Learning
Next, we train the word2vec neural language model, which

estimates the likelihood of a sequence of entities and relations
appearing in the graph and represents them as vectors of latent
numerical features. To do this, we use the continuous bag of
words (CBOW) and Skip-gram models as described in Section
IV. CBOW predicts target words wi from context words within
a context window c while Skip-gram does the inverse and
attempts to predict the context words from the target word. The
probabilities p(wi|wi−c...wi+c) and p(wi+j |wi) are calculated
using the softmax function.

Once the training is finished, all entities and relations are
projected into a latent feature space where semantically similar
entities are positioned close to each other. Moreover, we can
perform basic mathematical operations on the vectors in order
to extract different relations between entities.

D. Analogical Inference
In this last step, we extract analogical properties from the

feature space to estimate the existence of new relationships
between entities. We use the following arithmetic operation
on the feature vectors (entities of Figure 1): v(Berlin) −
v(Germany) + v(France) = v(x) which we consider is
solved correctly if v(x) is most similar to v(Paris). On the
left-hand side of the equation, entities contribute positively
or negatively to the similarity according to the corresponding
sign. For example, Germany and France having the same
type Country contribute with different signs, Berlin, of a
different City type, contribute with the opposite sign of the
corresponding Country. The right-hand side of the equation
contains the missing corner of the diagram, which remains to
be predicted. We then use cosine similarity measures between
the resulting vector v(x) and vectors of all other entities of
the same type in the embedding space (discarding the original
ones of the equation) in order to rank the results.

In this article, the assessments focus on relationships
between museums and artists. We will therefore be interested
in equations on the model v(artist1) − v(museum1) +
v(museum2) = v(x). In addition, we verify that x has the
good type, here Artist.

E. Semantic filtering
Analogical inference returns as result a set of entities who’s

vectors are similar to the reference vectors.
It is possible to acquire entities which do not have the

required type (City in the example). To handle this, we apply
a semantic filtering to keep only entities of the expected type.
Doing so, we use a combination of embeddings and semantics
to achieve filtered results to explore for evaluation.

VI. EXPERIMENTAL EVALUATION

In what follows we present the experimental evaluation
of the proposed approach with a case study in the tourism
field, particularly the museums of Paris. Data is extracted from
general purpose KBs on which the approach is applied and
evaluated against ground-truth of artists and museums analogies.

A. Case Study
We test our approach on a sub-graph of DBpedia repre-

senting a target domain; here we chose museums of Paris
Musées, a federation of museums in Paris. We propose to
address the scalability issue by contextualizing the input graphs,
assuming that more relevant information is centralized within
a perimeter of α hops around the main entities of this domain.
We used α = 2 as suggested by [37]. We build our KG as the
union of individual contextual graphs of all entities representing
the input data from the cultural institution Paris Musées (12
sites). We identify each site by its URI on DBpedia-fr after
an entity resolution task (in the following, we denote the URI
http://fr.dbpedia.org/resource/entity shortly as dbr:entity).

Obtaining URIs is a classic Entity Linking problem. As we
are only dealing with a small number of elements, we used a
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rudimentary method: starting from the name of each museum,
a search in DBpedia-Fr of entities with the same label - by
testing different variants of a character case - we get a set of
propositions that are validated by a person. It is also a person
who carries out a search in DBpedia-Fr for entities that could
not be found by this process. Of course, for a greater number
of entities describing a domain, it would be necessary to use
an advanced method of Entity Linking and a context for each
entity to avoid any ambiguities [38].

The final graph contains 448, 309 entities, 2, 285 relations,
and 5, 122, 879 triples. To generate sequences of entities and
relations we use random graph walks with N = 1000 for depth
d = {4, 8}. We also consider for each entity all walks of depth
d = 2 (direct neighbours).

The context graph for Paris Musées was constructed with a
depth of 2. The core of the context therefore has a depth of 1.
Studying the impact of choosing this depth is beyond the scope
of this article. A blacklist has been created essentially comprised
of all the elements of the T-Box, considered as terminal nodes.
For example, if a node brought us to owl:Thing and we
followed the links from there, clearly, we would bring back
1, 527, 645 entities that are not necessarily related to our
domain.

Table I gives a description of a context graph extracted from
DBpedia-fr for the depth N = 2. We test different settings for
the constitution of such a graph. The values in this table are
therefore only indicative.

TABLE I. Description of a context graph CG extracted from DBPedia-fr with
N = 2

Context CG DBPedia-fr %
Distinct entities 448309 10515624 4.2
Distinct predicates 2285 20322 11.24
Links 5122879 185404534 2.76
Links by entity
(mean) 11.42 17.63

It is normal that there are fewer links per node in CG than
in DBPedia-fr, since, by construction, we have eliminated some
links that are not very informative in our application framework
as explained above.

We therefore have a number L of links 36 times lower and
a number S of vertices 23 times lower in the CG that in KG. On
an algorithm in O(L+S), such as the Breadth-first search, we
can anticipate a gain factor of around 30, which can strongly
contribute to the applicability of a large number of methods.
The gain can become considerable on algorithms such as those
of the shortest path search between two nodes, when it is also
a matter of giving weights to edges, the complexity of which
is in O(S2).

We then train the Skip-Gram word2vec model on the corpus
of sequences with the following parameters: window size = 5,
number of iterations = 10, negative samples = 25 (for the
purpose of optimisation), and dimension of the entities’ vectors
= 200. We use gensim implementation of word2vec [39]. The
parameters values are inspired by those used for the training
of the RDF2vec model [29] and, for the remaining ones, the
default values, as proposed in [11], are used. Moreover, we

trained our model with the CBOW method and with a larger
vector dimension (500). We notice in general better performance
with the Skip-Gram method, but cannot make any assertion
about the vector dimension.

Our method cannot be evaluated against others using
benchmark datasets such as FB15K, WN18 [7], [8]. It requires
defining a context and extracting a subgraph from it; none of the
other methods use such a context in the available evaluations
and our proposal is strongly linked to the definition of such
a context. So far, we have no knowledge of any experiments
that rely on DBpedia-Fr. Some rely on DBpedia, but French
museums are poorly represented in DBpedia.

B. Evaluation Protocol
Existing benchmarks for testing analogy tasks in the

literature are designed for words from text corpora. To the best
of our knowledge, using a language model driven analogy for
link prediction in knowledge graphs has not been investigated
yet.

To evaluate our approach, we build a ground-truth for an
analogy between entities in the KG. Each entry corresponds to
a parallelogram as described in Figure 1, with one unobserved
triple in the KG. For each entity, corresponding to a museum
site in our application, we collect a list of well-known artists
for this site as follows: find in DBpedia-fr the list of artists
(dbo:Artist) or otherwise, individuals (dbo: Person) who are
associated with the site. For some sites, we manually create
the list, for example, by searching for well-known artists for a
museum on the website [40].

The data used for the evaluation is made up of two tables
indexed by the museum identifier. The first table associates a
museum with an artist considered as key for this museum; for
example, Zadkine for the Zadkine museum. The second table
associates a list of people - essentially artists - important for
this museum. These lists were established by consulting the
list of artists from the Paris Musées Collections site [40] and
consolidating this information with the corresponding Wikipedia
pages. For each artist and museum in the data, we use the URI
in DBpedia-Fr.

In the following paragraphs of this subsection, we first
present the method used to obtain the results. Then, we propose
two ways to evaluate them.

We create the algorithm FIND SIMILARS (Algorithm 2)
which builds a two-dimensional table. The first dimension is
the museum for which we search artists. The second dimension
is the museum for which we know a principal artist. As the
result, each cell of the table contains a list of proposed artists.

The first test is formalized as follows: given a pair
(museuma, artista = main artist for museuma), for each
museumb, a 6= b, we search for a list of artists artistb, which
has a similar role as the role of artista for museuma (here,
we consider the artist who has the most works exhibited or who
is the most present in the museum, that we call the main artist).
Then, we assess the pertinence of each artistb for museumb.

The evaluation test aims at discovering artista for
museuma considering a known triple <museumb, artistb>
while varying b and measuring the mean of the returned results.
We use conventional metrics: Mean Reciprocal Rank (MRR)
and the number of correct responses at a fixed rate (Hits@).
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Algorithm 2: FIND SIMILARS

1 Function FFindSimilarArtists(MainArtists,
Museums,)

Input :
List of main artist uris, one by museum
MainArtists
List of museum uris Museums
Max of returned similar entities Max
Output :
Table of proposed similar artists for Mj given (Mi,
Ai) SimilarArtists [][]

2 foreach Mi ∈ Museums do
3 Ai ← MainArtists [Mi ]
4 foreach Mj ∈ Museums do
5 Similars [Mi ][Mj ] ←

FindSimilars(Ai, Mi, Mj , Max)
6 SimilarArtists [Mi ][Mj ] ←

TypeFilter(Similars [Mi ][Mj ],
tArtist)

7 end
8 end
9 return SimilarArtists

The evaluation protocol is as follows: for each URI Mi,
URI of a museum, let URI Ai be the URI of the first artist
identified for Mi, consider all Mj | j 6= i, and find the top
most similar entities of the predicted vectors with positives =
[Ai,Mj] and negative =[Mi]. In the list of results, we filter by
type Artist, and then examine the intersection with artists Al

associated with Mj .
In other words, we fix the target Mj and look at the obtained

results by varying the reference pair (Mi, Ai). We consider
the relevance of the returned result on Mj as the average
relevance over all pairs (Mi, Ai). Algorithm EVALUATION A
(Algorithm 3) shows the steps of the first evaluation test.

In Algorithm 3, the EvaluateAgainstRef function
uses the list of proposed artists and the reference list for museum
Mi. This function checks whether the artists expected by the
reference list have been found in the 3rd -or 5th or 10th- first
returned results, and compares the rank of found results with
the reference ranking (with MRR metric). The Mean function
averages the obtained results for the different Mi tested.

It is worth noticing that we frequently find loosely qualified
links between museums and artists; such links are very common
in DBpedia and use the property wikiPageWikiLink
representing an untyped link. Subsequent work is required
to qualify them.

C. Results
Table II shows the results of MRR and Hits@{3, 5, 10} (%)

for d = {4, 8} and N = 1000. The final row of Table II with
columns d = 8 shows the impact of considering longer paths
on the performances of the approach. In fact, longer paths
capture richer contexts for entities and results in better vectors
estimation by the neural language model.

We compared our approach with the one presented in [29],
which creates a model, modelDB, for all entities in DBpedia.
For each entity in our ground-truth built on DBpedia-fr, we

Algorithm 3: EV ALUATION A

1 Function
MuseumsFocusedEvaluation(SimilarArtists,
, Museums)

Input :
Table, result of Algorithm 2 SimilarArtists
Reference lists of artists, one list by museum
List of museum Museums
Output :
List, mean of MRR values by museum MMrr
List, mean of Hit@3 values by museum MHit3
List, mean of Hit@5 values by museum MHit5
List, mean of Hit@10 values by museum MHit10

2 foreach Mj ∈ Museums do
3 foreach Mi ∈ Museums do
4 Proposal ← SimilarArtists [Mi ][Mj ]
5 Mrr [Mi ], Hit3 [Mi ], Hit5 [Mi ],

Hit10 [Mi ] ←
EvaluateAgainstRef(Proposal,
ArtistsRefList [Mi ])

6 end
7 MMrr [Mj ], MHit3 [Mj ], MHit5 [Mj ],

MHit10 [Mj ] ← Mean(Mrr, Hit3, Hit5,
Hit10)

8 end
9 return MMrr, MHit3, MHit5, MHit10

look for its equivalent in DBpedia and verify that it is contained
in the vocabulary of modelDB built with d = 4. Only 7 out
of 12 museum entities are in modelDB, as well as their first
associated artist among others. The analogy tests return globally
poor results. ModelDB were unable to retrieve relevant entities
in the top 100 returned answers, as was the case for our model
trained on the CG, without any improvement even if extended
to top 5000. This result is to be expected when we look at the
following table, which shows that our CG has better coverage
of the ground-truth domain entities, mainly artists, compared
to DBpedia.

TABLE III. GROUND-TRUTH ENTITIES IN DBPEDIA AND DDBPEDIA-FR.

dbo:Person dbo:Artist No type dbo:Museum
DBpedia 272 190 44 7

DBpedia-fr 272 327 6 12

The first row of Table III shows that not all dbo:Artist
are linked to dbo:Person (ex: dbr:Sonia_Delaunay). With 12
museums and 334 artists in the reference list, 97.90% can
be identified as an artist in our context graph vs. 56.88% in
DBPedia, which partly explains the poor results with modelDB.
As we filter the returned results by type Artist (or more generally
by Person), several relevant answers are filtered.

We also compared our approach with a random selection
of entities of type dbo:Artist in the vocabulary of the model.
The results, given in columns d = 4R of Table II, show a great
benefit of leveraging the regularities in the vocabulary space
to extract relationships between entities.

While analysing values on Table II, we noticed wide
discrepancies between the results of different museums. For
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TABLE II. MRR AND HITS@{3, 5, 10} (%) OF A SUBSET OF REPRESENTATIVE EXAMPLES OF Paris Musées DATA FOR d = {4, 8} AND N = 1000 WITH
ANALOGY AND RANDOM FOR d = 4 (D=4R).

MRR Hits@3 Hits@5 Hits@10
Entity d=4R d=4 d=8 d=4R d=4 d=8 d=4R d=4 d=8 d=4R d=4 d=8
dbr:Musée_Bourdelle 0.05 0.39 0.43 0.09 0.50 0.42 0.18 0.50 0.42 0.18 0.66 0.50
dbr:Musée_Carnavalet 0.01 0.43 0.59 0.00 0.58 0.67 0.09 0.66 0.75 0.09 0.83 0.75
dbr:Musée_Zadkine 0.00 0.43 0.44 0.00 0.41 0.42 0.00 0.50 0.50 0.00 0.50 0.50
dbr:Musée_Cernuschi 0.01 0.42 0.50 0.00 0.50 0.58 0.00 0.58 0.67 0.09 0.75 0.67
dbr:Petit_Palais 0.04 0.38 0.63 0.09 0.50 0.75 0.09 0.66 0.75 0.09 0.66 0.75
dbr:Maison_de_Balzac 0.03 0.23 0.44 0.09 0.25 0.58 0.09 0.41 0.58 0.09 0.41 0.58
dbr:Musée_Cognacq-Jay 0.09 0.33 0.49 0.09 0.33 0.58 0.09 0.33 0.58 0.09 0.33 0.58
dbr:Musée_d’art_moderne 0.04 0.36 0.71 0.09 0.41 0.75 0.09 0.50 0.83 0.09 0.58 0.83
dbr:Musée_Romantique 0.03 0.34 0.48 0.09 0.41 0.50 0.09 0.41 0.58 0.09 0.50 0.58
dbr:Palais_Galliera 0.00 0.36 0.48 0.00 0.50 0.50 0.00 0.50 0.58 0.00 0.50 0.58
dbr:Maison_de_Victor_Hugo 0.01 0.38 0.55 0.00 0.50 0.58 0.00 0.58 0.58 0.18 0.58 0.67
dbr:Musée_de_Grenoble 0.00 0.34 0.33 0.00 0.41 0.33 0.00 0.50 0.33 0.00 0.50 0.33
All entities in Paris Musées 0.02 0.37 0.52 0.04 0.44 0.58 0.06 0.51 0.62 0.09 0.57 0.64

example, Hits@10 values for dbr:Musée_d’art_moderne and
dbr:Musée_de_Grenoble are respectively: 0.83 and 0.33. This
impacts the global performance of all museums (see last row
of Table II). The result means for the second value that the
system was not able to retrieve the corresponding artist for
dbr:Musée_de_Grenoble in the top returned results. We argue
this is mostly related to the representativeness of this artist’s
entity in the KG and how it is linked to the museum’s entity;
less interlinked entities (directly or indirectly through neighbors)
have a lower chance of being related with the analogy structure
in the embedding space.

To explain this, we run the following evaluation test:

• goal: evaluate how well we find museum which has
artista as main artist,

• input: each known pair (museumb, artistb) where
artistb is the main artist for museumb,

• method: we look for museums that play a similar role
for artista to which played by artistb for museumb

and verify if the returned museums have a relationship
with the artista in the ground-truth

For example, consider the fol-
lowing pair (museumb, artistb) =
(Maison_de_V ictor_Hugo, V ictor_Hugo) and the
relation main_artist_for between them, and consider
artista = Honore_de_Balzac. We want then to
find museums related to Honore_de_Balzac with the
main_artist_for relation (as by analogy of the relation
between the pair (Maison_de_V ictor_Hugo, V ictor_Hugo).
In other words, find museums for which Honore_de_Balzac
is the main artist.

The evaluation protocol is as follows: for each Aurii, URI
of an artist, consider all known triples <Murij , Aurij > |
j 6= i, and find the top most similar entities of the predicted
vectors ranked by similarity. In the list of results, we filter
by type Museum, and we then examine the intersection with
museums Muril associated with Aurii.

In other words, we fix the pair (Mi, Ai) and assess all
possible targets Mj in the returned results. We consider here
that the pertinence for the artist Ai is the average pertinence for
all possible targets. Algorithm EVALUATION B (Algorithm
4) shows the steps of this second evaluation.

In Algorithm 4, the EvaluateAgainstRef function
uses the list of proposed artists and the reference list for the

Algorithm 4: EV ALUATION B

1 Function
ArtistsFocusedEvaluation(SimilarArtists,
ArtistsRefList, Museums)

Input :
Table, result of Algorithm 2 SimilarArtists
Reference lists of artists, one list by museum
List of museum Museums
Output :
List, mean of MRR values by museum MMrr
List, mean of Hit@3 values by museum MHit3
List, mean of Hit@5 values by museum MHit5
List, mean of Hit@10 values by museum MHit10

2 foreach Mi ∈ Museums do
3 ← [Mi ] foreach Mj ∈ Museums do
4 Proposal ← SimilarArtists [Mi ][Mj ]
5 Mrr [Mj ], Hit3 [Mj ], Hit5 [Mj ],

Hit10 [Mj ] ←
EvaluateAgainstRef(Proposal,
ArtistsRefList [Mj ])

6 end
7 MMrr [], MHit3 [], MHit5 [], MHit10 []

← Mean(Mrr, Hit3, Hit5, Hit10)
8 end
9 return MMrr, MHit3, MHit5, MHit10

museum Mj . This function checks whether the artists expected
by the reference list have been found in the 3rd -or 5th or
10th- first returned results and compares the rank of found
results with the reference ranking (with MRR metric). The
Mean function averages the obtained results for the different
Mj tested.

Table IV shows the results of MRR and Hits@{3, 5, 10}
(%) for d = 4 and N = 1000. For example, the line
dbr:Antoine_Bourdelle is built for the given pair (Musée
Bourdelle, Antoine Bourdelle), then, for each other museum,
we search the proposed artists. We evaluate the results with
MRR, Hit@3, Hit@5, Hit@10, and put in the table the mean
of the results for each museum.

The wide differences between artists’ results in the last
column of Table IV (Hits@10) (e.g.,dbr:Victor_Hugo and
dbr:Geer_Van_Velde) reveals the impact of the triple inter-
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linkage in the graph on the analogy prediction test. Thus, good
prediction performance of new triples could be achieved with a
good representativeness of known triples by the context graph.
For evidently strong interlinkages such as for (Musée Victor
Hugo, Victor Hugo), (Musée Bourdelle , Antoine Bourdelle),
we have satisfactory results. For a weaker link, such as (Musée
Carnavalet, Israël Silvestre), the results are unsatisfactory. We
need to investigate what can be foreseen as a good interlinkage.

TABLE IV. MRR AND HITS@{3, 5, 10} (%) OF REPRESENTATIVE
EXAMPLES OF ARTISTS EXHIBITED IN MUSEUMS OF Paris Musées FOR d = 4

AND N = 1000

Entity MRR Hits@3 Hits@5 Hits@10
dbr:Antoine_Bourdelle 0.61 0.72 0.81 0.81
dbr:Israël_Silvestre 0.08 0.09 0.13 0.13
dbr:Gustave_Courbet 0.38 0.45 0.45 0.72
dbr:Ossip_Zadkine 0.67 0.81 0.90 0.91
dbr:Xu_Beihong 0.74 1.0 1.0 1.0
dbr:Honoré_de_Balzac 0.53 0.72 0.81 0.81
dbr:François_Boucher 0.65 0.72 0.81 0.81
dbr:Geer_Van_Velde 0.09 0.09 0.09 0.09
dbr:Ary_Scheffer 0.62 0.72 0.81 0.91
dbr:Jacques_Heim 0.18 0.18 0.45 0.72
dbr:Victor_Hugo 0.53 0.63 0.72 0.91

D. Performances
In this final section, we provide input on the execution

performances. Building a model for this work takes 11 minutes
on a laptop with 4 GB memory and a quad-core 2.8 GHz
processor. We exclude the building of the context graph, which
takes place only once. The following time values are only
indicative and may vary slightly depending on the parameters
chosen to build the model. We use the library rdflib [41] to
program the entire process in Python 3. Loading the context
graph takes 270 seconds; this only happens once for a set of
tests with different parameters to build the model. Generating
the 500 walks for each museum takes 30 seconds. Building
the model with the walks takes 28 seconds. So, it is possible
to generate a model on the fly during interactive sessions.

VII. CONCLUSION

In this paper we presented an approach for link discovery
in knowledge bases based on neural language embedding
models. We worked on contextualized RDF graphs focused on
a specific domain that we extract from large general purpose
knowledge graphs. Our approach leverages analogical structures
extracted from relational similarities between entities generated
by the neural language model. We show how these analogical
regularities, applied to entities from knowledge graphs, could
be used to infer new unobserved triples from the observed ones.
We presented a set of algorithms, on which our approach is
based, for the construction of context graphs and the preparation
of test data and the evaluation process. The results of applying
our approach on a domain-specific ground-truth are promising.
We will continue to expand upon the research and compare it
with state-of-the-art approaches for knowledge base completion
on the standard baselines.
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Abstract— Many recent studies have shown that a large 

percentage of bridges in many parts of the world have a low 

safety rating. The national bridge inventory database contains 

data on more than 600,000 bridges, where each bridge has 116 

parameters. Current safety inspections require bridge 

inspectors to manually inspect each bridge every few years. 

Manpower and budget constraints limit such inspections from 

being performed more frequently. More efficient approaches 

need to be developed to improve the process of bridge 

inspection and increase the overall safety of bridges and civil 

infrastructures.  In this study, we propose a correlation 

network model to analyze and visualize the big data associated 

with more than 600,000 bridges in the national bridge 

inventory database. We use correlation networks based on 

various safety parameters, then apply the Markov clustering 

algorithm to analyze a sub-set of 9,546 steel-stringer/multi-

beam or girder bridges. We use the produced clusters to 

propose a different maintenance schedule based on the bridges 

that show a higher chance of becoming deficient. Results show 

that of the top five clusters of bridges, three need to be serviced 

more frequently. We recommend that their inspection 

frequency be reduced to 12 months instead of 24 months. 

Keywords— Correlation Networks; Markov Clustering 

Algorithm; Structural Health Monitoring; National Bridge 

Inventory database; Inspection Frequency.  

 

I. INTRODUCTION 

Every year, the U.S. Federal Highway Administration 

(FHWA) records the data of more than 600,000 bridges, 

with a total of up to 116 parameters in the National Bridge 

Inventory (NBI) database [1][2]. Detailed descriptions of 

these parameters can be found in the coding guide [3] 

developed by FHWA. This is a big data and the authors 

divided some of the parameters associated with these 

bridges as internal, external, and outcome parameters. For 

example, the overall fitness rating/safety rating is an 

outcome rating/parameter of a bridge and is well reflected 

by the sufficiency rating (SR). The SR ranges between 0 and 

1000. The higher the rating, the better the bridge condition 

is. The Deck Rating (DR), Structural Evaluation Rating (or 

Structural Condition Rating (SCR)), and Average Daily 

Traffic (ADT) are some of the internal parameters that 

affect the outcome rating, such as, the SR. The DR ranges 

from 0 to 9 and is used to rate the condition of the bridge. 

The higher the rating, the better the bridge condition is. SCR 

is calculated based on ADT and other condition ratings and 

represents the overall structural fitness of the bridge as 

given in the FHWA coding guide [3]. Ownership (OW) 

indicates the owner of the bridge responsible for its 

maintenance, and Inspection Frequency (IF) is an interval 

usually given in months to indicate how frequently the 

bridge gets inspected. The latter two are some of the 

external parameters. Structural Deficiency (SD) is a status 

assigned to each bridge to indicate whether the bridge is 

structurally sound or not.  

Structural Health Monitoring (SHM) involves 

implementing a damage detection and characterization 

strategy for engineering structures [4]. Current safety 

inspections using traditional SHM mechanisms require 

bridge inspectors to manually inspect each bridge every few 

years. Most of the bridges in the NBI database are assigned 

a safety inspection frequency of 24 months [27]. However, 

the 24 months’ inspection frequency may not be suitable for 

bridges that require immediate or more frequent attention 

due to their age or design standards. Manpower and budget 

constraints limit inspecting the bridges more frequently. 

Clearly, more efficient approaches need to be developed to 

improve the process of bridge inspection and increase the 

overall safety of bridges and civil infrastructures. As a 

result, we developed a correlation network model (CNM), 

based on SR rating values of the bridges for 25 years (i.e., 

from 1992 to 2016) in our earlier conference paper 

submitted [1]. The main idea behind this work is to use 

population analysis to assess the health level of each bridge 

and predict potential health hazards of bridges before they 

happen. Population analysis means that analyzing different 

things based on some particular context. Our main 

hypothesis is that bridges with similar health fitness ratings 

are included in a common group/cluster in the CNM and 

have similar behavioral patterns as discussed in our 

conference paper [1]. As an extension, we further analyzed 

these individual clusters and assigned updated inspection 

frequencies based on their structural health and verified 

what ratings are being affected by ADT.  

Our method takes a population of 9,546 steel-

stringer/multi-beam or girder design bridges across three 

states of the USA, such as, California, Iowa, and Nebraska, 

which come from three different climatic regions [9] of the 

country as shown in Figure 1. The reason for selecting 

bridges from different climatic regions is to study whether 

temperatures play any significant role on the bridges’ health 

in these states.  
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Initially, we created a correlation network of bridges 

based on their outcome rating, such as, SR, and then applied 

the Markov Clustering (MCL) algorithm [10] to produce 

clusters of bridges. The top 5 clusters were considered for 

further analysis to see what internal or external parameters 

enriched to each cluster. In addition, the last 25 years’ 

ADTs were considered to determine their effect on SR and 

other ratings. The correlations between ADT and other input 

parameters were also calculated to see what input 

parameters significantly impacted by ADT in a given 

cluster. Finally, we visualized the clusters of bridges with 

respect to their structural deficiency. 

As it was already mentioned above, this paper is an 

extension of our conference paper [1] and here we have 

conducted and added some other experimental results such 

as the effect of ADT on various ratings of the bridges, and 

assigning different inspection frequencies to the bridges in 

the top 5 clusters. The remainder of this paper is organized 

as follows. Section II gives the background of this research, 

where different studies on monitoring bridge health and 

inspection frequencies are introduced.  This section also 

describes the importance of correlation networks in this 

study and how correlation networks are used in other 

domains and ends with a brief introduction of how 

correlation networks are used in monitoring the structural 

health of civil infrastructures. Section II also presents some 

of the key concepts used for creating correlation networks 

and clusters. Section III describes the methodology used to 

develop correlation networks and clusters. Section IV 

presents the experimental results of this study. The final 

section presents the conclusions and future 

recommendations.  

 

II.  BACKGROUND 

Several recent research studies have attempted to 

estimate the inspection frequencies of highway bridges, and 

argued that there should be a rationale to set inspection 

frequencies for both aged bridges and new bridges. While 

newer bridges may only require inspection 24 months or 

more, older bridges may need to be inspected more often. 

Similarly, these studies also argued that inspection 

frequencies may be rationale when considering different 

structural condition ratings, design standards and risk 

factors and proposed an assessment procedure to create 

inspection intervals for steel bridges with fracture critical 

members [6]. Some authors have estimated inspection 

frequencies using life-cycle cost analysis for Stay-Cable 

replacement design [8]. The Bayesian network model used 

in [17] demonstrates the predictive and diagnostic 

capabilities of the model to estimate the load ratings of 

prestressed concrete bridges and is useful for bridge 

management. Deterioration models were also developed for 

Nebraska state bridges using input parameters of the bridges 

to estimate the deterioration of various condition ratings [5]. 

Similar studies were done in [24] for developing various 

deterioration curves using historical data of condition 

ratings of New York state bridges. A neural network with a 

novel data organization scheme and voting process used in 

[28] shows that it can identify damages in bridges with 86% 

accuracy. Studies also compared various distribution 

methods to estimating the inspection intervals of bridges 

using statistical analysis and showed that the Weibull 

distribution is likely the best fit for historical data of 

condition ratings [7]. 

 

 
Figure 1. Map of nine USA climate regions ( image courtesy : NOAA) [9]. 
 

However, all the studies done to date to estimate 

inspection intervals focused only on individual elements 

such as deck rating or superstructure rating. Hence, there is 

a need to estimate inspection intervals based on overall 

fitness ratings such as SR. If the given set of bridges are 

clustered based on correlations of historical or time-series 

data of SR, then individual clusters can be analyzed further 

to see what parameters are enriched for a cluster of bridges 

and accordingly the bridge owners may focus on those 

critical ratings/parameters, and update IF. For example, if a 

cluster is enriched mostly with structurally deficient bridges, 

then we can modify the IF of that cluster of bridges to a less 

than 24 months’ interval. Similarly, if a cluster of bridge is 

enriched with structurally good bridges, then we can update 

the IF to more than 24 months. 

 

A. Why to utilize a Correlation Network Model? 

As the NBI database has data on more than 600,000 

bridges, there is a need for powerful and efficient big data 

tools. CNM is such a powerful big data tool that can predict 

the structural health of civil infrastructures [1][19]. The key 

idea behind this work is to use population analysis to assess 

the health level of each bridge and predict potential health 

hazards of bridges before they happen. In the population 

analysis, we compare different clusters or groups of bridges 

with respect to a particular parameter, based on its 

enrichment. Our main hypothesis is that the bridges with 

similar health fitness ratings are included in a common 

cluster in the CNM and have similar behavioral pattern as 

shown in [1]. Analyzing these individual clusters will allow 

us to assign different inspection frequencies based on their 

deterioration patterns, and structural health.  

 
B. Correlation networks in other disciplines 

The ability to show generalization, visualization, and 

analysis capabilities made the correlation-based network 
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analysis become a powerful analysis tool in biological 

studies and in various other disciplines [13]. Correlation 

network analysis was employed in studying biological 

systems to find the plant growth and biomass in Arabidopsis 

thaliana Recombinant Inbred Lines (RIL) and introgression 

lines (IL) [14][15]. 

 

Figure 2. Correlation network representation with bridges. 

 
Figure 3. Structural elements of a bridge [22]. 

 

It was also successfully applied to evaluate the effect of 

hypoxia on tumor cell biochemistry [16]. Correlation 

networks are useful to measure the changes in temporal 

datasets and study the cluster enrichment by a few Gene 

Ontology (GO) terms [18]. 

 

C. Correlation Networks for monitoring structural health  

Researchers in the recent past applied CNM to monitor 

the structural health of civil infrastructures, including 

analyzing safety issues of various bridges using inventory 

ratings and other parameters [19]. The basic advantage of 

using CNM is that the bridges can be clustered together 

based on some similarity and can be visualized as good and 

bad bridges [1][19]. As CNM is a new approach for 

monitoring various civil infrastructures, bridge owners may 

use CNM to display critical bridges and find an efficient 

way to improve the inspection schedules [19]. The 

advantage of this research over [19] is that it considers the 

temporal-data of SRs. Hence, it can accurately predict an 

overall fitness rating behavior of the bridges. So, creating a 

CNM that could deal with temporal-data is one of the 

objectives of this paper. The motivation of this paper is to 

process a CNM that could consider bridges’ overall 

behavior (i.e., SR) over a period of time and analyze highly 

correlated clusters of bridges to predict bridges’ behavior 

and alter the inspection frequencies accordingly. The 

research question of this paper is to determine what ratings 

are affected by ADT for each cluster of bridges in the 

population, if the bridges are clustered using the 

correlations of temporal data of SRs. The research objective 

of this paper is to provide a CNM-based decision support 

System for bridge owners to enable them to find out which 

bridges need to be serviced first and alter the inspection 

frequencies. As a result, we developed a novel CNM that 

considers the temporal data of SRs of the bridges for the last 

25 years (from 1992 to 2016), so as to exactly characterize 

the overall fitness behavior of the bridges over a period of 

time [1] and see what ratings are effected by ADT, and 

update the inspection frequencies. 

 

D. Key concepts used 

The key concepts for this paper are the graph model 

developing the correlation network, and the Markov 

clustering algorithm to obtain the group or clusters of 

bridges. 

 
a) Graph model 

The CNM is basically an undirected and unweighted 

graph-based model. The graph is defined as set of vertices 

and edges, G = (V, E), where V is a set of vertices and E is a 

set of edges. Each vertex (sometimes called nodes) 

represents a bridge/civil infrastructure. Two vertices are 

connected by an edge if and only if their Pearson’s 

correlation coefficient [11] ρ>= 0.90, where ρ is a real 

value, and p-value less than .05. A correlation between any 

two variables is a value between -1 and +1, which expresses 

the strength of linkage or co-occurrence. This strength is 

called Pearson's r or Pearson product-moment correlation 

coefficient if the correlation is between two continuous–

level variables [11][12]. We have used the Pearson’s 

correlation coefficient since the SR data follows normality. 

Figure 2 represents the undirected and unweighted graph 

model with 6 nodes and 6 edges. This paper uses bivariate 

(Pearson’s) correlation analysis to show the relationship 

between any two bridges.  

 

b) Markov Clustering (MCL) 

In any clustering mechanism, the objects are clustered 
together in such a way that the distances among clusters are 
maximized while the distances among the objects are 
minimized [30] as shown in Figure 4. The Markov 
Clustering (MCL) algorithm [10] used in this paper is based 
on the random walks property of the graphs. MCL is a fast 
and efficient algorithm and is designed for undirected and 
unweighted graphs. A random walk in a strongly connected 
cluster usually visits almost all the nodes in the cluster. MCL 
was already applied on various protein-protein interaction 
networks and proved to be extraordinarily robust to graph 
changes and superior in mining complexes from interaction 
networks [29]. The correlation network that we created for 
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bridges or civil infrastructures is also similar to the protein-
protein interaction networks, we employed MCL to mine the 
groups or clusters of bridges that act similarly. 

 

 
Figure 4. Representation of clustering. 

 

 

III. METHODOLOGY 

The following are the four phases of the CNM that we are 

proposing.  

i. Data acquisition and filtering 

ii. Creating a correlation network and applying 

MCL algorithm 

iii. Analyzing various clusters with respect to both 

input parameters, and output parameters, and 

comparing various clusters (population analysis) 

iv. Developing a decision support system 

 

A. Data Acquisition and Filtering 

The highway bridge data is obtained from the NBI 

database. A total of 25 years (1992-2016) of highway bridge 

data from three different states of the USA, i.e., California, 

Iowa, and Nebraska, are considered for this analysis. There 

are 9,546 highway bridges from these three states, and 

which are constructed with “Steel material and having 

Stringer/Multi-beam or Girder design”. These are recorded 

with the numeric 302 in the structure type as given in the 

FHWA coding guide [3].  The bridges are considered in 

such a way that their SR is available throughout these 25 

years. Hence, each bridge has a minimum age of 25 years. 

Inconsistent entries, such as the bridges that are recorded as 

culverts for some years and then non-culverts are removed 

from the consideration as explained in [1]. Our conference 

paper explains the data acquisition and filtering in detail [1].  

 

B. Creating a Correlation Network  

The SR data of the 9,546 bridges is collected as a 

matrix along with their 25 years SRs (i.e., from 1992 to 

2016). This is called an SR matrix, SR matrix, with each 

row (i.e., for each bridge) of the matrix having 25 years’ 

SRs in it as a vector. So, there are 9,546 rows in the matrix, 

A Pearson’s correlation coefficients matrix (say, 

Correlation-matrix) along with the p-values matrix are then 

obtained over the SR matrix. Each of these matrices are of 

size 9,546 by 9,546.  

Each bridge is then assumed as a node (vertex) in the 

graph model, and two nodes are connected by an undirected 

edge if and only if their correlation coefficient ρ >= 0.90 

and significance value p < .05. This creates a correlation 

network with bridges as nodes along with highly correlated 

nodes connected by edges as shown in Figure 5. MCL 

clustering algorithm is then applied in Cytoscape [19] on 

the previously obtained correlation network to produce 

clusters. The inflation parameter in MCL clustering can be 

modified in such a way that the higher inflation value 

produces clusters of small sizes in terms of nodes. However, 

we restricted our experiments to the best inflation 

parameter, such as 1.8, as given in [29]. The clusters 

produced by MCL algorithm are basically sub-networks of 

nodes and edges. MCL has produced 8610 nodes in various 

clusters and 3,865 nodes are present in the top 5 clusters 

and shown in Figure 6. These top 5 clusters are considered 

for further analysis. Various experiments are conducted on 

the top 5 clusters produced by the MCL algorithm, and the 

results are shown in Section IV below. 

 

C. The parameters considered for analysis 

The authors divided the NBI data parameters into three 

categories, such as, input parameters, output parameters and 

external parameters—based on their effect on SR as given in 

the FHWA coding guide [3] to calculate the SR value. SR is 

an output parameter. 

The following are the input and external parameters: 

a) Input parameters: Average Daily Traffic (ADT), Deck 

Rating (DR), Superstructure Rating (SpSR), 

Substructure Rating (SbSR), Structural Condition 

Rating (SCR), and Water Adequacy Rating (WAR). 

b) External parameters: State is mentioned as a Location 

(Loc) (to represent the climatic regions as shown in 

Figure 1), Owner (OW), Age Category (Age-Cat) 

derived from the Age (based on Year Built) of the 

bridge, Inspection Frequency (IF), Rebuilt (RB), and 

Structural Deficiency (SD) derived from the Status of 

the bridge. 

 

Some of the above parameters are described as below in 

the FHWA coding guide [3]. 

1. Item 1- State Code: considered as the Location 

(LOC) of the bridge, as the bridges for our analysis 

were scattered across three states, i.e., California 

(CA), Iowa (IA), and Nebraska (NE). These three 

states are from three different climatic regions [9]. 

California is from the West, Iowa is from the 

Upper Midwest (East North Central), and Nebraska 

is from the Northern Rockies and Plains (West 

North Central) as shown in Figure 1. 

2. Item 22- Owner (OW): Maintenance responsibility 

(Item 21) is used to represent the type of agency 
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that is the primary owner of the bridge. For 

example, code ‘02’ in Item 21 is a county highway 

agency. 

3. Item 27- Year Built-  records the year that the 

structure was built. It is used to calculate the age of 

the bridge. In this study bridges are categorized 

into three categories based on their age. Ages 

ranging from 1 to 50 years are in Category A, 51 to 

100 years in Category B, and more than 100 years 

in Category C.  

4. Item 29- Average Daily Traffic(ADT): It 

represents the most recent average daily traffic 

volume on the bridge. 

5. Item 91- Designated Inspection Frequency (IF): It 

represents the designated inspection frequency of 

the bridge in months. This interval could be varied 

from inspection to inspection based on the 

condition of the bridge. IF=24 indicates that the 

bridge inspection frequency is for every 24 months 

as shown in Figure 7.F. 

6. Item 106- Year Reconstructed/Rebuilt (RB): It 

represents the year of reconstruction to keep the 

bridge operational. RB=0 means that the bridge is 

not rebuilt. RB=1 indicates that the bridge is rebuilt 

as shown in Figure 7.E. 

7. Status of the bridge: There are four possibilities for 

the status of the bridges. Status ‘N’ indicates that it 

is “Not Applicable”. ‘0’ signifies that the bridge is 

“Not Deficient”. ‘1’indicates that the bridge is 

“Structurally Deficient (SD)”, and ‘2’ means that 

the bridge is “Functionally Obsolete.”  A condition 

rating of 4 or less for Item 58, or 59, or 60, or an 

appraisal rating of 2 or less for Item 67 or 71, make 

the bridge structurally deficient [23] as given in 

[3].  

8. Sufficiency rating (SR):  It is an outcome 

measure/rating that is calculated from four factors 

as given in [3]. It represents the overall fitness 

rating of the bridge and ranges between 0 and 

1000. The lower the rating, the lesser the overall 

fitness rating is. 

 

IV. EXPERIMENTAL RESULTS 

 This section demonstrates various experimental results 

with respect to different network properties, various input, 

output, and external parameters of the top 5 clusters.  

 

A. Network Properties of Top 5 Clusters 

The correlation network (correlation ρ>=0.90) is 

presented with 9546 nodes, 767542 edges, and 101 

connected components. This is basically a scale-free 

network. In a scale-free network the degree distribution of 

network follows a power-law. In a power-law node degree 

distribution, there are many nodes with fewer degrees and 

fewer number of nodes with more degrees. The nodes with 

higher degrees could be acting as hub nodes. The study of a 

hub node is very important with respect to network 

properties as this hub node is connected to many other 

similar nodes or bridges. However, studying those hub 

nodes is beyond the scope of this paper. Figure 6 shows the 

top 5 clusters (yellow colored clusters) produced by the 

MCL algorithm. These clusters’ statistics are shown in 

TABLE 1, with the topmost cluster having the highest 

number of nodes, which is 1,496 and 354,939 edges, and 

the smallest cluster having 255 nodes and 13,922 edges. 

The higher the clustering coefficient [23], the higher the 

degree to which nodes in a graph are inclined to cluster 

together. The higher values of the average clustering 

coefficient for each cluster / subnetwork indicate that the 

nodes inside each cluster tend to be part of that cluster only. 

Therefore, the top 5 clusters with higher clustering 

coefficients are considered for further analysis. TABLE 1 

shows that cluster 5 has the highest clustering coefficient, 

which is 0.838. The cluster density describes the potential 

number of edges present in the sub-network compared to 

the possible number of edges in the sub-network. From 

TABLE 1, we see that cluster 3 has the highest density 

(0.533) among all the top 5 clusters.  
 

B. Population analysis with respect to external parameters 

Figures 7.C through 7.F are a comparison of the top 5 

clusters with respect to some external parameters such as 

Age-Category (AGE-CAT), Owner of the bridge (OW), 

whether the bridge is Rebuilt (RB) or not, and Inspection 

Frequency (IF). Figure 7.C is a bar chart for comparing the 

age categories of various clusters. Category A is the set of 

bridges whose age is 1 to 50 years (labeled blue). B-

category bridges are from the age group 51 through 100 

(labeled green), and finally the last category, which is 

Category-C bridges (labeled yellow), with an age of more 

than 100 years. Cluster 2 is highly enriched with Category-

B bridges as shown in Figure 7.C, while the remaining 

clusters are mostly dominated by both Category-A, and 

Category B bridges. So, this could have affected the 

structural deficiency of the bridges as shown in Figure 7.B, 

where most of the cluster 2 bridges are structurally 

deficient.  

 
TABLE 1. NETWORK STATISTICS OF TOP 5 CLUSTERS 

PRODUCED BY THE MCL ALGORITHM. 

Cluster 

Number 

#Nodes #Edges Avg. 

Degree 

Density Avg. 

Clust. 

Coeff. 

SR 

Avg. 

Cluster1 1496 354939 474.51 0.317 0.775 623.7 

Cluster2 1180 99000 167.79 0.142 0.674 489.3 

Cluster3 634 106955 337.39 0.533 0.823 801.9 

Cluster4 300 13377 89.18 0.298 0.812 818.5 

Cluster5 255 13922 109.19 0.43 0.838 577.5 

155

International Journal on Advances in Intelligent Systems, vol 13 no 1 & 2, year 2020, http://www.iariajournals.org/intelligent_systems/

2020, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



Figure 7.D shows that there are six categories of 

owners of the bridges. However, all the clusters are highly 

dominated by Owner-2 (labeled green), which is a county 

highway agency [3]. So, we can infer that all the clusters are 

enriched and maintained by county highway agency. Figure 

7.E is a bar chart that shows whether the bridges were 

rebuilt (labeled green) or not (labeled blue). If we observe 

cluster 4, out of 300 bridges, 83 bridges were rebuilt, and 

most of them were rebuilt in the recent past. The average 

ratings given in Figures 8.B, and 8.C, show that cluster 4 is 

a special cluster having lower average ratings in the 

beginning year 1992 and subsequently increased to high 

average ratings (especially structural condition rating shown 

in Figure 8.B) as the number of rebuilt bridges increased in 

those subsequent years.  
 

 

 
Figure 5. Correlation network (correlation ρ>=.90) with 9,546 nodes, and 
767,542 edges (Average degree=89.14, and 101 connected components). 

 
Figure 6. Top 5 clusters (yellow colored clusters) produced by MCL 

algorithm. (Figure 5 and 6 were generated using Cytoscape [20]). 

 

We also observe from Figures 7.E that most of the 

cluster 2 bridges are rebuilt, but that have not increased any 

ratings in Figures 8.B and 8.C. From Figure 7.F, we see that 

cluster 2 is highly enriched with 24- month inspection 

frequency. So, we recommend that these bridges’ IF’s 

should be lowered, and maintenance must be done more 

frequently to increase the ratings. An inspection interval of 

12 months is more suitable for these bridges.  

 

C.  Population analysis of Top 5 clusters with respect 

to input rating parameters 

The input ratings that are considered for population 

analysis are, DR, SPSR, SBSR, WAR, and SCR of the NBI-

dataset-2016. These five different input ratings are 

compared with respect to their average values in the top 5 

clusters as shown in Figure 7. All the average ratings of 

clusters 3 and 4 are higher compared to all other clusters in 

top 5. This clearly indicates that these bridges do not have 

any maintenance issues in terms of any condition ratings in 

near future. This could be an indication that these bridges’ 

IF’s could be updated and increased to either 36 months or 

48 months instead of 24 months. Another interesting finding 

about this figure is that cluster 2 has lower average ratings 

in all the clusters. For example, cluster 2 has average SBSR 

value of 4.59. Which is less than 5. According to coding 

guide [3], these bridges will very soon become structurally 

deficient. But from Figure 7.F, we see that majority of these 

bridges’ inspection frequencies are 24 months. Hence, we 

recommend that this cluster’s IFs must be lowered to 12 

months. Similarly, from Figure 7, if we see the average SCR 

rating of cluster 2, it is 3.78. which is even below 4. Hence, 

most of these bridges fell in structurally deficient category. 

This can be seen from Figure 7.B, as this cluster is highly 

enriched with SD bridges.  

 Figures 11 through 15 show the enrichment of 

individual average input rating values for different clusters. 

Figure 10 shows that both cluster 1 and 2 are highly 

enriched with DR = 5. As per the coding guide [3], these 

bridges are in “Fair Condition” as per the deck is concerned. 

They are just 1 rating above structural deficiency rating, 

such as rating 4. This calls the frequent maintenance, such 

as making IF=12 months for the decks of the bridges in 

these clusters.  

Figures 12 and 13 show the average condition ratings of 

superstructures and substructures, respectively. From Figure 

11, we see that cluster 2 is enriched with SpSR <= 5. Once 

these bridges’ SpSR’s drop from 5 to 4, then most the 

bridges will fall into the SD bridge category. Hence, the 

improvement in the SpSR rating in terms of dropping the 

live load is required. This can be done by reducing Average 

Daily Traffic and implementing required recovery services 

on these bridges. Cluster 2 from Figure 12 also shows that 

the substructure rating (SBSR) is critical, as most of the 

bridges’ enriched with SBSR ratings <= 5. Figure 13 shows 

that all the clusters are highly enriched with water adequacy 

rating (WAR) >=6. Hence, any improvement in terms of 

WAR rating is not required for the next couple of years. 
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From Figure 14, we find that the bridges in clusters 1, 

2, and 5 are highly enriched with average structural 

condition rating (SCR) <=4, which shows that the maximum 

of the bridges in these clusters are either structurally 

deficient (SD) or very soon will they fall into this SD 

category. Hence, more frequent (such as, IF=12 months) 

maintenance is required for these clusters.  

 
Figure 7. Ratings comparison for top 5 clusters (year 2016). 

 

 

 
Figure 7.A. Location-Inspection Frequency (Loc-IF). 

 

 
Figure 7.B. Structural Deficiency (SD). 

 
Figure 7.C. Age-Category (AGE-CAT). 

 
Figure 7.D. Owner(OW). 

 
Figure 7.E. Rebuilt (RB). 

 
Figure 7.F. Top 5 clusters’ Inspection Frequencies (IF). (All these bar  

charts from Figures 7.A through 7.F were produced in SPSS [25]). 
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D. Effect of the Average Daily Traffic(ADT) on various 

ratings 

 Figures 8.A, through 8.C show the averages of 

Averages Daily Traffic (ADT), Structural Condition Rating 

(SCR), and Sufficiency rating (SR), respectively, for the 

years 1992, 1997, 2002, 2007, 2012, and 2016 (i.e., for 

every 5 years except for the year 2016, which has a gap of 

four years from 2012). The ADT graph shown in Figure 8.A 

indicates that the traffic rate is increasing year by year for 

any cluster of bridges except for the cluster 2 (between the 

years 1997 and 2002) and for the cluster 5 (between the 

years 2007 and 2012). Which clearly indicates that some 

measures regarding lowering the ADT must have been taken 

in those clusters in those years to increase the life of the 

bridges. However, that is not enough to increase the ratings 

of these bridges at the end year 2016. But at the same time, 

we see that the increase in ADT, decreases the ratings in 

case of remaining clusters as we compare Figures 8.A, with 

8.B, and 8.C. As these input ratings are reduced, it 

automatically affects the SR (the overall fitness) and hence, 

it gets reduced. For clusters 1, 2 and 5, the effect of ADT is 

huge on both input ratings (for example, SCR), and on 

output rating SR. As most of the bridges in these three 

clusters are already structurally deficient, the effect of ADT 

would be instant.  From Figure 8.D, we see that mean ADT 

volumes increased only due to category D (ADT>=5000) in 

cluster 1. This indicates that the very high traffic needs to be 

controlled for the bridges in cluster 1.  
 

E. Analysis with respect to Structural Deficiency 
 

The Structural Deficiency (SD) of the top 5 clusters is 

shown in Figure 7.B and their individual visualized 

comparison is shown in Figures 9.A through 9.E, with a 

total of 61.69% of cluster 2, 47.06% of cluster 5, and 

32.15% of cluster 1 bridges are structurally deficient. At the 

same time, further analysis on cluster 2, as shown in Figures 

9.B and 9.F, shows that this cluster is enriched with 62.63% 

Iowa and 17.29% Nebraska bridges, and both have 24-

month inspection frequencies and a mean sufficiency rating 

below 500. The same is the case for cluster 1. Here, more 

than 60% of the bridges are from Nebraska with 24-month 

inspection frequency and having a mean sufficiency rating 

of just above 600. Hence, we suggest that the 24-month 

inspection frequency for these structurally deficient bridges 

needs to be modified to a 12-month inspection frequency to 

provide rehabilitation services more frequently. Similarly, 

only 3.63% and 8.33% of cluster 3 and cluster 4 bridges are 

structurally deficient, as shown in Figures 9.C and 9.D. 

Cluster 3 and Cluster 4 are enriched with more than 94% 

and 63% of Nebraska bridges, respectively, with 24-month 

inspection frequency (as shown in Figure 7.A). Also, the 

average sufficiency rating of these two clusters is above 800 

as shown in Figure 15. Hence, these bridges’ 24-month IF 

can be increased to either 36 months or 48 months as these 

bridges need not be serviced more frequently. 

 

 
 

Figure 8. Comparison of top 5 clusters’ averages (dataset years 
1992,1997,2002,2007,2012 and 2016) with respect to various ratings and 

average daily traffic.  A: Average Daily Traffic (ADT). B: Structural 

Condition Rating (SCR). C: Sufficiency rating (SR). D: Cluster 1 means of 
ADT, category wise (four different colors indicating four different 

categories. Category-A: ADT<100, B: 100<=ADT<1000, C: 

1000<=ADT<5000, and category D: ADT>=5000). 
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Figure 9. Visualized comparison of Structural Deficiency(SD) of top 5 

clusters (Figures A through E respectively for cluster 1 through cluster 5) 
and Location-Inspection Frequency (Loc-IF, shown in Figure F). SD=0: 

Structurally Good, SD=1: Structurally Deficient, SD=2: Functionally 

Obsolete. (The above images were generated using Gephi [21]). 
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Figure 10. Comparison of top 5 clusters with respect to Deck Rating (DR). 

 

 
Figure 11. Comparison of top 5 clusters with respect to Superstructure 

Rating (SpSR). 

 
Figure 12. Comparison of top 5 clusters with respect to Substructure Rating 

(SBSR). 

 
Figure 13. Comparison of top 5 clusters with respect to Water Adequacy 
Rating (WAR). 

 
Figure 14. Comparison of top 5 clusters with respect to Structural 
Condition Rating (SCR). 

 

 
Figure 15. Averages of SRs of top 5 clusters for the year 2016. 
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V. CONCLUSION 

We have presented a model for identifying which 

bridges need to be serviced first and suggested intervals of 

inspection using correlation networks and population 

analysis along with cluster enrichment parameters. Different 

clusters are enriched with different parameters and/or 

ratings. Each cluster is analyzed and has given sufficient 

evidence for our original hypothesis that bridges with 

similar characteristics/parameters must be part of the same 

cluster. We found that there are three clusters of bridges 

(clusters 1,2 and 5), which have low values of sufficiency 

ratings as shown in Figure 15, and to which immediate 

rehabilitation services are required. Hence, they need to be 

serviced first. Therefore, their inspection frequency should 

be adjusted from 24 months to 12 months. Out of these three 

clusters, cluster 2 is eligible for federal funding as the 

average SR for this cluster is below 500 (SR value below 

500 makes a bridge eligible for federal funding as per 

FHWA guidelines [2]) as shown in Figure 15. From Figure 

15, we also found that the bridges in clusters 3 and 4 have 

high overall fitness ratings. Therefore, they do not require 

immediate attention and their inspection frequencies could 

be adjusted to 36 months or 48 months instead of 24 

months.  

We have further analyzed the clusters to see how 

increased ADT leads to decreased overall fitness (in terms 

of SR) of the bridges. We have also presented visualizations 

of all the top 5 clusters with respect to SD to allow different 

bridge owners to clearly distinguish what bridges are 

deficient, or functionally obsolete, or in good condition.  

From various visualizations and statistics with respect 

to different input ratings and external parameters, our 

decision support system could visualize that most of the 

bridges (built with steel material and having stringer/multi-

beam or girder design) from clusters 1, 2 and 5 are in both 

Iowa and Nebraska states, and with IF = 24 months, and 

aged above 50 years. These bridges need to be serviced first 

and their inspection frequencies need to be adjusted to 12 

months instead of 24 months.  

With all these results, our correlation network model 

enables various bridge authorities to clearly distinguish 

between the structurally good and deficient bridges. SHM 

inspectors can now estimate which bridges’ IFs need to be 

adjusted to 12 months instead of 24 months. Rehabilitation 

services should be provided accordingly, and authorities can 

distribute funds on priority basis which could result in 

saving money and many human lives.  

One shortfall of this method is that the big data 

associated with the information of thousands of bridges may 

consume more time to create the correlation matrix and 

correlation network, but with the power of existing 

supercomputers and their huge memories this couldn’t be a 

big problem. 

Presently we have considered only the bridges that are 

constructed with steel material and with stringer / multi-

beam or girder design. As a future work, we may study 

CNM to see the clustering of various bridges constructed 

with a different design and/or with different material, and 

for different states. We would also like to study these 

clusters further and assign risk rankings to these top 5 

clusters, to prioritize the clusters that need immediate 

rehabilitation services. Further studies may also focus on 

studying the remaining clusters instead of top 5 clusters. 

One can also use either DR or SbSR instead of SR, to create 

the correlation network and provide the inspection 

frequencies based on the temporal data of these ratings. We 

can also study the network properties of these clusters in 

detail to get more insights about these groups of bridges. 

This work may further be extended for verifying the 

temperatures role on the bridges as they come from different 

climatic regions.  
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