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Abstract - Unmanned Aerial Vehicles (UAVs) have been
extensively used on construction job sites in the last ten years.
UAVs applications span from progress monitoring and site
monitoring to structural health inspection and construction
safety. While different applications of UAVs on job sites have
been extensively researched, the risks and hazards of flying
UAVSs on construction job sites have never been quantitatively
or qualitatively measured. Around the world, the general
aviation industry developed sophisticated methods to evaluate
risks of UAV flights over general population. However, in
construction domain, discussions over risks of UAV flights is
nonexistent. This is particularly interesting as the construction
industry constantly maintains one of the highest rates of
fatalities and injuries, among all other industries, in the world.
Currently, UAVs are used in various construction activities
regularly without proper risk assessment schemes or safety
plans. Neither construction project managers nor construction
safety officers have action plans in place for UAV safe use. This
paper presents the first known quantitative and qualitative
analyses of UAV flight risks in construction job sites. A
quantitative model is presented and tested for UAV flight risk
assessment, using the Monte Carlo Simulation technique. A
case study tested the proposed model on an actual construction
job site. The model proposed in this paper can be used by
construction safety officers and construction project managers
to take safety into account when planning UAV flights over job
sites. This paper further argues that using models and methods
introduced in this paper can make UAV flights in any
environment safer and more reliable.

Keywords- Risk Assessment; Unmanned Aerial Vehicle;
UAV; Monte Carlo Simulation; UAV flight risk

. INTRODUCTION

Unmanned Aerial Vehicles (UAVs), commonly referred
to as drones, have been used in the construction industry for
over ten years [1]-[4]. The versatility that UAVs provide
enables construction managers, project managers, safety
professionals, superintendents and other project team
members to capture different types of data, mainly visual
data, from locations that might not easily be accessible due
to variety of reasons including, but not limited to, high
hazards or elevations. UAVs are commercially available,
which makes them favorable tools that can be used in even
small size construction projects. Relatively low-cost of
purchase and operation of new generation UAVs along with
the various capabilities that UAVs offer, including high
resolution visual imaging, thermal imaging, Radio
Frequency IDentification (RFID), laser scanning and other
sensing technologies, have played a crucial role in UAVs
proliferation in construction research and practice. UAVs are
being used on most construction job sites in the United States
(U.S.) on daily basis. UAVs have been used for variety of
purposes including construction progress monitoring [5], [6],
overall site monitoring [6], structural health inspection [8]-
[12], surveying job sites and building 3 Dimensional (3D)
models [13], infrastructure asset management [14]-[17],
urban monitoring [18], material tracking [19], sustainable
energy production management [20], and construction safety
[21]. In the last ten years, UAV uses and applications in
construction have grown exponentially but the risks arise
from integrating UAVSs into construction job sites, as a new
construction equipment, are hardly explored.

In overall, risks associated with UAV flights over general
population can be divided into the following two categories:
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1- Direct Hazards: Hazards and risks associated with
direct impact of UAV-involved accidents; such as
falling of a UAV, falling of debris from a collision
accident involving a UAV and other elevated
objects, other UAVs or other flying objects [22],
[23]; and

2- Indirect Hazards: Secondary hazards and risks
associated with UAV-involved incidents including
hazards associated with the invasion of personal
space [24], [24], diverting the attention of workers
due to the UAVs’ sound and motion (thereby
increasing their cognitive load while performing
their tasks [26]-[28], and invasion of a workers’
personal space [29].

Construction is one of the deadliest industries in the U.S.
Unfortunately, the highest rates of fatalities and injuries
usually belong to the construction industry. This asks for
immediate action from the construction industry to prevent
fatality and/or injury on job sites as soon as possible. In the
U.S. alone in 2015 and 2016, more than 900 cases of
fatalities are reported in the construction domain. In 2015
around 4,836 job related fatalities occurred in the U.S.; out
of these 4,836, almost 20% occurred in construction. In
construction, falls, slips and trips are the most common cause
of fatal incidents, with 364 cases. Transportation incidents
were the second highest cause (with 226 cases) and contact
with objects came third (with 159 cases) [30]. Many of these
incidents are equipment-involved. These statistics show the
crucial role that construction equipment plays in safety
incidents that happen on construction job sites. It also
reminds construction professionals that there is an immediate
need for better monitoring job site safety conditions and the
extent that safety rules, regulations and procedures on job
sites are being followed. It is fatefully important to have the
safety of construction equipment in check at all time in order
to avoid any accident. It is not difficult to provide a safe
environment of use for traditional construction equipment
such as excavators, loaders, and cranes as they are
thoroughly regulated due to prolong use on construction job
sites. However, regulating safe use of more innovative types
of construction, equipment such as UAVS, is a critical job; as
there are not many, if any, rules and regulation concerning
the safe use of newly introduced equipment to construction
job sites. In case of UAVS, there is no specific rule regarding
safe use in construction environments. Only rules and
regulations that are concerned with safe use of UAVs are the
Federal Aviation Administration (FAA) general rules that
govern the safe UAV flights in public, and over general
population. The lack of a comprehensive qualitative and
quantitative methodology for risk assessment of UAVs
operations on construction sites coupled with a rapid increase
in their use pose a new safety threat that requires attention.
This paper investigates the risks associated with UAV flights
on construction job sites. It further aims at evaluating
quantitative and qualitative UAV flights risks on
construction job sites by proposing quantitative and
qualitative approaches that can measure risks associated with
UAV flights over construction job sites under certain
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circumstances. This paper proposes the first ever known
model to quantify UAV flight risks on construction job sites.
A case study is presented in later sections, which shows the
applicability of the proposed risk model. In this case study,
risks of UAV flights over construction job site of an under-
construction building at the University of Florida is
quantitatively and qualitatively measured to demonstrate the
proposed model applicability and significance. An earlier
version of this paper [1] presented in Eighth International
Conference on Advanced Communications and Computation
(INFOCOMP 2018) in Barcelona. This paper presents a
more in depth discussion on the topic and is an extended
version of the conference papers.

Il.  RULES AND REGULATIONS GOVERNING UAV FLIGHTS
IN THE UNITED STATES

The FAA oversees the U.S. civil aviation for the
Department of Transportation. Small Unmanned Aerial
Systems (UAS) (a broader category for UAVS) definition
concerns UAS weight. The small UAS means an unmanned
aircraft with a take-off weight of less than 55 Ibs., including
everything that is on board or otherwise attached to the
aircraft. The FAA published the regulations Part 107 for
small UAS operation as the following [31][32]:

(1) Limitations for Flight speed, altitude, and space of
small UAS. The ground speed of small UAS may not exceed
100 miles per hour. The flying height of small UAS cannot
exceed 400 feet above the ground unless the UAS is flown
within a 400-foot radius of a structure and does not exceed
400 feet above the structure's immediate uppermost limit. In
addition, the minimum flight visibility of small UAS must be
no less than 3 miles from the control station. The minimum
vertical distance of the UAS from clouds must be no less
than 500 feet below the clouds and the minimum horizontal
distance from the clouds must be no less than 2,000 feet
(Section 107.51);

(2) Operation of a small UAS is prohibited during the
night. In addition, the small UAS cannot be used during
periods of civil twilight unless the small unmanned aircraft
has lighted anti-collision lighting visible for at least 3 statute
miles (Section 107.29);

(3) With a vision that is unaided by any device other than
corrective lenses (including contact lenses), the remote pilot
in command, the visual observer, and flight control operators
must be able to see all flight operations of the small UAS
(Section 107.31);

(4) A small UAS cannot be flown above a person unless
the person: (a) is directly involved in the operation of the
small UAS; or (b) is inside a covered structure or a stationary
vehicle which can provide reasonable protection against a
falling of the small UAS. (Section 107.39)

(5) A person cannot operate or act as a remote pilot in
command or visual observer in the operation of multi-UAS
at the same time. (Section 107.35)

(6) No person is allowed to operate a small UAS on a
moving aircraft, on a moving land or water-borne vehicle
unless the operation requires the small UAS to fly over a
sparsely populated area and is not transporting another
person's property for compensation or hire. (Section 107.25)
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(7) Operation near aircraft and right-of-way rules: Each
small UAS must yield the right of way to all aircraft,
airborne vehicles, and launch and reentry vehicles. Yielding
the right of way means that the small UAS must give way to
the aircraft or vehicle and may not pass over, under, or ahead
of it unless well clear. [Section 107.37 (a)] In addition, no
one may operate a small UAS approaching another aircraft to
avoid the risk of collision. [Section 107.37 (b)]

(8) Prohibition of Dangerous Work. No person may (a)
operate a small UAS with carelessness or recklessness to
endanger the life or property of another; or (b) allow to drop
objects from small UASs in a manner that may cause undue
harm to persons or property on the ground. Small UASs
cannot carry dangerous substances. (Section 107.25)

(9) Operation near airports: Small UASs must not
interfere with the normal operation (take-off and landing) of
any airport, helicopter airport, or seaplane base. (Section
107.25)

(10) Small UASs may not be flown in prohibited or
restricted zones unless the person manipulating the UAS has
the permission issued by the controlling agency. (Section
107.45)

This research made the following assumptions based on
the most critical aspects of the FAA regulations for small
UAS: (1) the construction site mentioned in the case study is
not located within a five mile radius of any airport; (2) the
operations of the UAV used in the research are following all
FAA regulation; (3) the UAV is flown within the vision line-
of-sight of the remote pilot in command, the operator, and
the visual observer; (4) the specifications of UAV in this
research comply with FAA regulation, and more importantly
(5) UAV were not flown over any person for safety
consideration. These assumptions are specifically highlighted
in the qualitative risk analysis that is provided in the
discussion and conclusion sections.

IIl.  RISKS OF UAV FLIGHTS

A. Quantitative Risks of UAV Flights

Quantifying risks of UAV flights over construction job
sites is the main step in decision making process of UAV
safety on job sites. By quantifying the risks of UAVs,
superintendents, construction project manager, construction
safety managers, insurance companies and other decision
makers can have a clear view of the risks associated with
UAV flights under certain circumstances. A quantifiable
risks analysis of UAV flights will give insurance companies
a better insight into the value, extent and severity of risks
associated with UAV flights on construction job sites. It also
helps the decision makers to make rational, informed and
scientific decisions on the issue of UAV safety on job sites.
In risk management, risk is assumed to be the product of
probability of occurrence and impact (Eqg. (1)).

Risk = Probability of occurrence * Impact 1)

In order to develop a model for UAV flight risks on job
sites, first step is to define Probability of occurrence and
Impact. This paper uses some of the risk models that have
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been extensively used in the general aviation industry (1) as
the bases for developing a risk model that fits UAV flight
risks on construction job sites, and (2) to quantify the
probability of occurrence and impact. In general aviation
industry Clothier and Walker [23], proposed a model that
defines and measures the ground fatality expectations of
flights. The model measures and enumerates the risk of
expected ground fatalities based on the chances that a UAV
flight might fail and/or due to falling debris of a UAV
involved incident. It is worth noting that this model only
quantifies the direct risks of falling UAVs, and/or debris.
This model does not consider the indirect risks associated
with UAV flights.

Some of the indirect risks that are not considered in this
model but could have a crucial impact on safety are: (1)
threatening workers’ personal space, (2) threatening privacy
of workers, (3) potential distraction of workers due to UAV
on-board lights and (4) potential distraction of workers due
to UAVSs noise and motion.

Clothier and Walker [23] proposed the ground fatality
expectation model of UAV flights as below:

SO=MR * ¢ * AL 2

In this model SO is the Safety Objective in terms of the
number of fatalities per flight hours. The ¢ refers to the
population density of the area under flight path of the UAV.
This area is the exact area under UAV flight path in which
UAV can maneuver. The AL (sometimes shown as Ay) is
called the lethal area. The lethal area refers to the circular
area around the UAV which is measured by using a diameter
of maximum length of UAV diameter plus a (safety) buffer.
Lethal area is believed to be the area of direct impact in case
of a falling UAV. As demonstrated in Eqg. (2), the bigger this
lethal area, the larger would be the ground fatality impacts
due to a flight failure or accidents. MR is referred to the
mishap rate. Mishap rate is calculated using the formula in

Eq. (3).

MR = SFR + MCDebris + Other ?3)

In this formula, SFR is referred to System Failure Rate,
which is measured per (million) flight hour(s). The
MCDebris refers to the quantity of debris from a possible
midair collision per flight hour. While MCDebris is a factor
that is hard to measure, it is possible to assume a probability
or an estimate this factor. It is also possible to assume that
there will be no injuries and/or fatalities due to debris. In this
paper MCDebris is assumed to be zero as estimating
MCdebris in construction context is not possible due to lack
of data. The last factor is Other. This factor refers to the
other types of hazards that might result in fatality risks. Like
MCDebris, for this factor, it is possible to assume a
probability, an estimate or no value at all. Sometimes lack of
data could result in avoiding the use of MCDebris and
Others.
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B. Qualitative Risks of UAV Flights

As discussed in Section Il, FAA established a series of
general rules and regulations for UAV flights in the national
air space. Out of all FAA rules, two rules and regulations are
specifically very significant for the construction industry.
These two are as follow: (1) never fly a UAV out of the
pilot’s line of sight and (2) never fly a UAV over a populated
area. The implementation of these two would mean that it is
not legal for construction managers to (1) allow a UAV flight
over general population close to the construction job sites,
(2) allow a UAV flight over construction personnel working
on job sites and (3) allow a UAV flight over and close to
construction machinery and equipment on job sites. It is vital
for construction project managers, superintendents and
construction safety managers to guarantee the safety of
construction personnel working on site. When it comes to
UAV flights, the three qualitative measures outlined above
have to be strictly enforced in order to avoid any violation of
FAA rules and regulations and make job sites safer. As it is
outlined in Section 11, the rest of the rules outlined by FAA
are assumed to be enforced by the project team. Some of
them such as distance from airports are to be checked on a
case by case basis by the project team in order to assure the
safety of UAV flights on job sites.

Based on these specific regulations, authors developed a
qualitative safety map for UAV flights over the job site that
has been used as a case study in this research and is
presented in the analysis and discussion sections.

IV.  MONTE CARLO SIMULATION AS A RISK ASSESSMENT

METHOD

Monte Carlo simulation (MCS) is named for the well-
known gambling capital of Monaco and is essentially a
random number generator technique [33]. As MCS generates
a large quantity of sample paths of outcomes for prevalent
features analysis, it is widely used for risk analysis, risk
quantification, sensitivity analysis, and prediction [34]. With
the rapid advancement of computing technology, computers
become competent of modeling reality and assisting in
decision making by taking account of randomness and
uncertainties via exploring various scenarios. Through
calculating the values of the modeled scenarios, a more
reliable decision can be made through use of MCS [33].

With great ease, MCS has been widely adopted by
scholars and practitioners in a broad spectrum of disciplines
to solve thorny and sophisticated problems [33]. The most
famous application was probably by Enrico Fermi, a Nobel
Laurent in physics in 1930, to study the properties of the
newly discovered neuron. MCS was also a core technique for
the Manhattan Project in 1950s [33][34]. Its application was
then expended to engineering, research and development,
business, and finance [33]. Thompson et al. [35] employed
MCS in a public health risk assessment research to account
for uncertainties. Burmaster and Anderson [36] proposed 14
principles of good practice in conducting and evaluating
MCS-based risk assessments for hazardous waste sites.
Stroeve et al. [37] substantiated the feasibility of using MCS
for air traffic safety assessment. Au et al. [38] proposed an
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upgraded MCS with an ability to accommodate rare failure
events commonly seen in engineering for compartment fire
safety. To copy with the high transaction costs and financial
risks for renewable energy technologies, Arnold and Yildiz
[39] introduced MCS for risk analysis through representing
the lifecycle of a renewable energy technology investment
project. Their research uncovered tremendous advantages
concerning content and methodology over the traditional
NPV estimation or sensitivity analysis. Arunraj et al. [40]
combined fuzzy set theory with MCS for industrial safety
risk assessment, which was used to a benzene extraction unit
(BEU) of a chemical plant.

MCS also comes into the radar of scholars in the
construction community and has gained great popularity.
MCS has typically been used in conjunction with other
techniques in construction management related research.
Rausch et al. [41] applied MCS in off-site construction to
mitigate rework risks through tolerance analysis. To deal
with data scarcity and uncertainty, Kwon et al. [42]
incorporated MCS into Case-based reasoning to estimate
cost compensation in construction noise disputes. Kim and
Lee [43] employed MCS with a genetic algorithm in the last
step of their prediction model development for the
engineering maturity effect on oversea megaprojects.

MCS is a favorable tool for UAV related studies. To
ensure low altitude safety, Chen et al. [44] used MCS to
evaluated the effectiveness and robustness of a proposed
UVA and bird targets tracking and recognition model using
surveillance radar data. Similarly Lu et al. [45] utilized MCS
to validate an approach proposed to improve the
performance of direction arrival estimation of UVAs for low
signal-to-noise ratios. Dabiri et al. [46] verified the reliability
of a channel modeling and parameter optimization system
for UAV-based free space communication using multi-rotor
UAVsS.

As UAVs are increasingly prevalent on construction
projects, this phenomenon poses a series of safety related
risks to the construction workers and properties on job sites
due to obstacles, operational mistakes, and inclement
weather. Plioutsias et al. [47] discovered that small UAVs
were typically neglected for hazard analysis among
researchers and practitioners and identified 20 hazardous
types. Izadi Moud et al. [48] presented a quantitative tool for
UAV flying risk assessment on construction jobsites in
combination with qualitative analysis by considering FAA
rules and regulations on safety specifications of UAVs. lzadi
Moud et al. [48] applied the previously developed risk
guantification model to a real-world case based on
malfunction rate of UAVSs, population density of the area
covered by UAVs flight routes. 1zadi Moud et al. [49] further
studied the indirect risks of UAVs operations on construction
sites, in which MCS was employed in measuring the
proximity between UAVs and construction workers.

On construction job sites, small UAVs require safety
consideration due to uncertain operational conditions, such
as their weak structural shape that may cause instability and
failure in windy weather, their potential for operational
errors, as well as their high maneuverability and potential for
mechanical failures. Plioutsias et al. [47] published a
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research paper that concludes current commercial UAVSs are
very far from being able to meet safety requirements. To
simulate collision and other hazards between one or multiple
UAVs operating on construction sites and their bordering
area, use of MCS method offers flexibility and accuracy in
simulation. This method is playing an important role in
modeling uncertainties, such as the movement of different
kinds of object on a construction site and environmental
factors, such as wind [50]-[53].

V.  ANALYSIS OF THE CASE STUDY

This section presents Analysis of Quantifying Risks of
UAYV Flights and Analysis of Quantifying Risks of UAV
Flights.

A. Analysis of Quantifying Risks of UAV Flights

In this section, MCS is used to assess the risk of flying
UAVs over construction job sites, which is referred to as the
Safety Objective (SO) as described by Eq. (2). Mishap Rate
(MR), the Lethal Area (AL) and the density of population ()
are needed to find the SO in each area. MR is the variable
with the least empirical data as there is not much information
recorded on the MR of UAVSs. In this analysis, it is assumed
that the UAV lifetime, or the duration over which
possibilities of crash exist, is normally distributed, with a
range between 100 hours and 10,000 hours, a mean of 5,050
hours, and standard deviation of 1,650 hours. MR is referred
to as the rate of failed UAV flights in a given lifetime for a
UAV. In this case, the normal productive life of a UAV is
estimated to be in this range. As a result, MR is calculated as
one crash in a UAV’s lifetime: 1 / (lifetime of UAV in flight
hours).

AL is the area that has the potential for lethal impact from
the UAV or debris if a UAV crashes. Typically, it is
calculated by using the longest dimension of a UAV. In this
case, considering the fact that most of the UAVs flying over
construction job sites are commercially available, it is
presumed that AL can assume a value between 0.3 m and 1.8
m. Thus, an even distribution across a diameter with a
minimum of 0.3 m and maximum of 1.8 m is used in the
simulation. The density (¢) represents the number of
personnel on the site divided by the area of the location that a
UAV flies over. In this study, it is assumed that only
construction workers are present at the job site. Due to a lack
of empirical data, it is estimated that the number of
construction personnel on the job site varies between 2 and
14 with a normal distribution (a mean of 8, a standard
deviation of 2). The density is calculated for Area 1 to Area
4 by dividing the sampled number of construction workers
for each zone by its area. The area of each location that a
UAYV can fly over is calculated and shown in Figures 1 and
2. The area surrounding the job site is divided into Area 1
through Area 4 using the logic of FAA regulations regarding
safe UAV flights, which prohibits UAV flights over head of
people, in this case construction personnel sidewalks and
pathways. Thus, considering the pathways that construction
personnel routinely commute between workstations and the
job site, four separate areas are drawn as separate areas that
UAVs can fly over. Due to these regulations, UAVs cannot
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fly from one of these areas to another because they need to
fly over a construction personnel pathway, which is
prohibited by FAA regulations.

Figure 3 depicts the resulting distribution for density (¢)
for area 1. The representative population density distribution
for area one is a normal distribution with mean of
0.001061765 and standard deviation of 0.000262214.
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Figures 15-18 depict the inputs’ impacts on the Figure 17. Inputs effect on SO area 3 mean.

corrosponding SO output means. It is evident that AL had
the most significant impact, followed by the MR and the
least impactfull variable is the number of workers in the
area. However, it should be noted that this conculusion is
based on the assumptions of this study and it should
evaluated on a case by case basis.
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Figure 19 shows the changes in the output mean of the SO
area based on the variation on of the inputs. It can be seen
that the AL and MR have the same imapct on the SO while
the number of workers in the area has the opposite effect.
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Figure 19. Change in output mean of SO in area 2 depending on variations
in the inputs.

B. Analysis of Qualitative Risks of UAV Flights

As extensively discussed in Section Il, the FAA governs
UAVs flights in U.S. National Air Space. Some of the rules
and regulations that FAA posed on UAVs flights prohibit
UAV flights over general population or simply over people’s
heads. Using this logic, in Figure 1, there is a need to restrict
UAV flights to only areas that are considered safe based on
FAA rules and regulations. Consequently, in Figures 2 and
20, the job site is divided into four standalone areas; each
safe for UAV flights considering these areas do not contain
workers’ pathways. These areas are contained between
shared workers’ pathways or walkways. In order to
qualitatively measure the safety of UAV flights in this case
study, a qualitative assessment of UAV flights risks, using
FAA rules and regulations, is developed. Some of the
principles that are used are as follow:

e UAV no-fly zone areas are shown in red. These
are the areas that are absolutely forbidden for
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UAVs to fly over/on due to federal rules. The
no-fly zones are considered to be airspace above
people’s heads.

e The area immediately adjacent to the red areas
are shown in orange as it is risky to fly close to
a no-fly zone.

e Any existing construction equipment is shown
in orange. It is risky to fly over, on or adjacent
to this moving construction equipment.

e In this example, there are two tower cranes
which, by nature, are constantly moving in three
dimensions. It is risky to fly on or close to these
tower cranes.

By taking into account of all the above-mentioned facts,
a color-coded safety map in Figure 20 illustrates the safety
risks of UAV flights based on the qualitative facts. In this
figure, green indicates safe flight zones. Red indicates no-fly
zones and orange indicates risky flight zones. As shown in
Figure 20, all areas of this job sites are considered safe,
shows in green, except the areas that are on the direct
workers’ pathways, which are shown in red as an indicator of
absolute no-fly zones, and areas close to red zones or close to
construction equipment including two giant tower cranes
shown in east and south sides of the under-construction
building in Figure 20. It is recommended that UAV flights in
orange areas be in discretions of the construction project
teams. Construction project teams are advised to make
decisions on the safety of UAV flights over orange areas by
considering all facts and on a case by case basis.

VI. DISCUSSION AND CONCLUSION

This paper presents qualitative and quantitative risk
analyses of UAVs flights over construction job site
environments. It is the first known study discussing risks of
UAVs flights over construction job sites using a Monte Carlo
Simulation as a well-known quantitative analysis and also a
qualitative analysis based on FAA rules and regulations. The
qualitative method proposed in this research uses UAV lethal
area, failure rate, also referred to as Mishap Rate, and
population density as the main factors to quantify the direct
risks associated with UAV flights. The model is tested in a
case study; an under-construction building at the University
of Florida’s campus. Monte Carlo Simulation is used as the
computation technique to run the simulation of the proposed
model using the case study characteristics as inputs.
Different probabilities are given for personnel on job site,
UAYV size, which is used for finding the lethal area, and
mishap rates. The results show that the safety objectives,
expressed in terms of fatalities per million flight hours, vary
in Areas 1 through 4. Areas 1 and 4 have the highest median
of safety objectives by 1.7822E-07 and 3.73742E-07,
respectively. These numbers mean the expected fatalities for
a UAV flight over these areas are 1.78 per ten million flight
hours for Area 1 and 3.73 per ten million flight hours for
Area 4. Based on Clothier and Walker [23], the general
aviation industry fatality rate is restricted to one fatal
incident in one million flight hours. While it is not truly
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Figure 20. A color-coded map showing the qualitative risks of flying UAVs in a construction job site, where green represents the minimum risk, orange
represents the medium risk and red represents high risk or no-fly zones.

accurate to propagate the fatality rate of the general aviation
industry to the UAV industry, authors use the general
aviation industry as a reference to compare the risks due to
the lack of data on qualitative risks of UAV flights.

By comparing the simulation results to the general
aviation industry fatality restriction rate, which is one fatality
in a million flight hours, it appears that in the case study
analyzed in this paper, most areas have lower than normal
fatality risks of flights. It is worth noting that ultimately is up
to construction managers or safety officer to utilize these
findings and decide on the appropriateness of UAV flights
on this construction site.

The FAA rules and regulations prohibit UAVs to fly over
peoples’ heads, over or close to airports and set specific
guidelines regarding UAVs operations. By combining FAA
rules and guidelines and safety needs of UAV flights in
construction environments, such as higher risk of UAV
collision in proximity of tower cranes, a qualitative color-
coded safety map is generated that shows the relatively safer
areas for UAV flights, using green, compare to medium
UAV flight risks areas, with orange color, and no-fly zones,
or the highest risks of UAV flights zones with red.

The presented qualitative and quantitative analyses help
construction project managers, construction safety managers,
site superintendents and insurance companies to make
informed decisions, based on actual data, regarding the
safety of UAV flights using specific temporal and spatial
data. These models will also enable different stakeholders to
detect, explore and address the risks of UAV flights in
construction job site environments, which will help the
construction industry to better manage the safety of UAV
flights.
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Abstract — Cybersecurity is now seen as a central function of the
modern IT Service Desk. This article examines two case studies
of Helpdesk or Service Desk operations in different technology
eras, and highlights the recent emergence of Cybersecurity as a
critical area of Service Desk responsibilities. The article profiles
the Helpdesk operations at Glaxo Pharmaceuticals in the late
1980s and the Service Desk functions at the University of
Gloucestershire in 2019. Comparative analysis shows that whilst
the range of technologies requiring support has increased
markedly, this has been counter-balanced somewhat by the
emergence of standards and dominant products in many
technology categories. Cybersecurity, however, has emerged as
a key concern that permeates all fields of Service Desk support.
It also finds that the role of the end-user has evolved
significantly in a rapidly changing technology landscape.
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l. INTRODUCTION

The advent of the personal computer in the 1980s and the
subsequent widespread use of the Internet and mobile
technologies ushered in a revolution in corporate computing
that has required a step-change in end-user support and
Service Desk capabilities [1]. Amongst these new capabilities
and competences, Cybersecurity has become a key element of
Service Desk support, and its significance to corporate
sustainability is only likely to increase in future years. An
enterprise security review recently concluded, “Cybersecurity
now lies at the very heart of the corporate and public sector
agenda” [2] and the complexity and far reaching nature of
Cybersecurity is well illustrated by the multiple lawsuits being
pursued against Apple Inc. As reported in the Washington
Post, FaceTime (Apple’s video chat application) “suffered a
security glitch that enabled users to ‘eavesdrop’ on
conversations and see individuals through their iPhones
without detection” [3]. The bug was fixed only two weeks
after its discovery, resulting in concerns around both personal
and business security. Another pertinent example surfaced in
July 2019, when it was revealed that British Airways faces a
£183m fine over a security breach that occurred in 2018 - a
record fine for a data breach and the first to be levied under
the General Data Protection Regulation (GDPR) in the UK
[4].
Back in 1988, there was virtually no use of the Internet,
portable computers were in their infancy, there were no

mobile phones or tablets, and the issues surrounding
Cybersecurity were very different. Although the personal
computer (PC) had broken through to become the main
desktop device in the more technology advanced
organisations, local area networks were just being introduced
and MSDOS was the main PC operating system in the pre-
Windows age. Many of the mainstream corporate systems
were bespoke (often in 3G languages like COBOL), and the
main packaged software products like the SAP and Oracle
Enterprise Resource Planning (ERP) systems were just
starting to be taken up by the bigger corporations.

Support for such technologies is a key issue in nearly all
organisations today, and this article examines the origins and
evolution of end-user computing and support functions over
the past three decades, and focuses specifically on the
requirements to ensure effective Cybersecurity. It features
two case studies. First, Glaxo Pharmaceuticals, which was an
advanced technology user and was seen as a leader in its rapid
uptake of PC applications in the 1980s [5]. The second case
study concerns the University of Gloucestershire (UoG) in
2019.

This introductory section is followed in Section Il by a
brief discussion of the background to this research and the
case study methodology, and sets two research questions.
Sections Il and IV discuss the two case studies and section V
then focuses on Cybersecurity and suggests an outline
checklist for Service Desk monitoring of Cybersecurity
issues. Section VI addresses the two research questions.
Finally, Section VII summarises the research findings
featured in this article.

1. BACKGROUND & RESEARCH METHOD

IT services are key in ensuring the efficiency and agility
of business processes, and the importance of a successful
Helpdesk or Service Desk in supporting corporate
performance is generally accepted. As early as 1992, Bridge
and Dearden [6] noted “the quality of Helpdesk operations can
be improved by the provision of knowledge to front line
Helpdesk operators” and that “this could only be done
effectively if Al technology is used”. This early study of
Helpdesk operations proved prophetic, as Helpdesks have
evolved to meet the changing demands of end-users and have
used increasingly sophisticated support systems. EXxisting
literature also highlights the increase in the range of
technologies that Helpdesks are required to support.
Gonzalez, Giachetti and Ramirez [7], for example, note that
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the average number of information technologies supported by
central support functions has increased from 25 to 2000 in the
current millennium. Sood [8] recently noted, “The cross-
functional nature of its operation means the help desk directly
impacts productivity and is an essential part of what enables
an agency to meet its stakeholder needs”.

One of these needs is to ensure protection against hackers
and outside interference or unauthorized access to an
organization’s systems and the data they contain. This is
normally termed “Cybersecurity” which is defined by the
National Institute of Standards and Technology [9] as “the
ability to protect or defend the use of Cyberspace from Cyber-
attacks”. More specifically, the Economic Times [10] see
Cybersecurity as “the techniques of protecting computers,
networks, programs and data from unauthorized access or
attacks that are aimed for exploitation.” The main areas
covered in Cybersecurity are:

e Application Security, which ‘“encompasses
measures or counter-measures that are taken
during the development life-cycle to protect
applications from threats that can come through
flaws in the application design, development,
deployment, upgrade or maintenance.”

e Information Security, which “protects
information from unauthorized access to avoid
identity theft and to protect privacy.”

o Disaster recovery planning, which is seen as a
process that “includes performing risk
assessment, establishing priorities, developing
recovery strategies in case of a disaster. Any
business should have a concrete plan for disaster
recovery to resume normal business operations
as quickly as possible after a disaster.”

e  Network security, which encompasses “activities
to protect the usability, reliability, integrity and
safety of the network. Effective network security
targets a variety of threats and stops them from
entering or spreading on the network” [10].

Effective and robust Cybersecurity requires measures
based around “three pillars: people, processes and
technology” [11]. This approach can help organisations
“defend themselves from both highly organised attacks and
common internal threats, such as accidental breaches and
human error” [11]. As a Chief Information Security Officer
(CISO) recently noted, “by aligning security with the
technology function, it is considered a technology problem to
fix, but what we know now about security is that it transcends
many different frontiers of business, that it’s a people, process
and technology problem to fix” [2].

People: All members of staff and (in the context of a
university) students need to be aware of their role in
preventing and reducing Cyber threats, and specialist
Cybersecurity technicians must remain abreast of new
developments, with new skills and competencies to mitigate
and respond to Cyber-attacks.

Processes: Processes are crucial in defining how the
organisation’s activities, roles and documentation are used to
mitigate the risks to the organisation’s information. Cyber
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threats change quickly, so processes need to be continually
reviewed to be able to adapt with them.

Technology: By identifying the Cyber risks that an
organisation faces, the necessary controls can be put in place.
Appropriate technology can be deployed to prevent or reduce
the impact of Cyber risks, depending on risk assessment and
what is considered an acceptable level of risk [11].

This article looks at two case studies of relevance,
spanning a thirty-year time gap. The case study is a widely
used methodology within business research and Bryman and
Bell [12], for example, argue that the case study is particularly
appropriate to be used in combination with a qualitative
research method. A case study facilitates detailed and
intensive research activity, usually in combination with an
inductive approach as regards the relationship between theory
and research. Saunders, Lewis and Thornhill [13] argue that
case studies are of particular value for explanatory or
exploratory investigation.

Data collection was pursued through participant
observation and action research. One of the authors worked
at the first case study company (Glaxo Pharmaceuticals) as
IT Trainer and then End-User Computing manager in the
1984-88 period. Some of the observations included here were
discussed in research publications at the time [5] [14], and
these have been used as secondary sources of material. The
other author has worked on the IT Service Desk at the second
organization (UoG) and thus has first-hand experience of the
technologies deployed and the Service Desk operations.
There are thus multiple sources of evidence, which as Yin
[15] suggests, is one way of increasing the construct validity
of case studies. At UoG, this includes participant observation
and a number of internal reports and policy documents,
particularly those concerning Cybersecurity.

Within this context, this article addresses two research
questions (RQs):

RQ1. How have the support requirements of Helpdesks and
Service Desks evolved over the past thirty years?

RQ2. How has the Service Desk developed in response to
the need for Cybersecurity?

I1. CASE STUDY 1: GLAXO PHARMACEUTICALS 1988

Overview: In 1985, the European shipment of PC
workstations overtook shipments of simple terminals (i.e.,
video display units and keyboards, with very little processing
power), with computer users taking advantage of new word
processor, spreadsheet, graphics, email and database
applications running on their PCs. Within this change
environment, Glaxo Pharmaceuticals saw a rapid increase in
the use of PCs, which transformed the nature of computing
within the company. In excess of 1300 PCs were installed in
the company's four sites at Greenford (London), Barnard
Castle (County Durham), Ware (Hertfordshire) and Speke
(near Liverpool). This expansion reflected the dramatic
growth and improvement in PC-based office systems during
this period. However, in 1984, office systems were clearly a
function of the HP3000 mini-computers, there being over a
thousand users of these office systems in Glaxo, over 600 of
which were electronic mail users. There were just a few PC-

2019, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

148



based users of spreadsheets in the sales, marketing and market
research areas. By 1988, one in four staff had a PC, and of
these, six out of ten had a spreadsheet, four out of ten had a
graphics package and a word processor, and three out of ten
had a database package. The use of mini-computer graphics
modelling and word-processing had virtually disappeared, but
electronic mail remained a function of the Hewlett Packard
mini-computers, there being over 2,500 users, a fourfold
expansion since 1984.

Word processing and desktop publishing: In the period
1984-88, word-processing experienced several phases of
growth. In the two years after 1984, the company standardized
on one main word processing system (HPWord), based on an
HP mini-computer for all secretarial/office staff. Then, in
1987-88, as the PC became the standard desktop machine
rather than the terminal, users were transferred to a PC-based
version (PCWord) of the software, thus minimizing the need
for retraining. Then in 1988, the company embarked on a
further change that would see the introduction of a more
sophisticated word processor as the standard for secretarial
use. This was in part driven by the well-publicised benefits of
using the so called “desktop publishing” (DTP) packages,
which required a skill level normally beyond that of the
average secretary, and which also required specialist
workstations (an 80386 chip, and a PostScript-compatible
printer) if acceptable performance was to be achieved.

TABLE I. END-USER COMPUTINGE SYSTEMS AT GLAXO
PHARMACEUTICALS 1988

End-user system name | Software
Electronic faces folder DB3+/Tencore
Medical records DataEase
Unpublished journals DataEase

Label reconciliation DataEase
Materials requisition RBase 5000

Medical terms dictionary Custom-built in PASCAL

Accident records DataEase
Project engineer management DataEase
Media scheduling DataEase
Planning & budgeting DataEase
Action reporting DataEase

This resulted in the introduction of only two desktop
publishing workstations (running PageMaker and/or Ventura
software packages). However, it was expected at the time that
the standard document processing software available to
secretaries would come to include some DTP functions such
as graphics and scanned image importation, and this is indeed
what happened. It was thought that a move to the type of mid-
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range product in the word processing to DTP spectrum (such
as the Lotus Manuscript or Advancewrite Plus software
packages) would be beneficial. The coming of Windows as
the standard operating system and the gradual dominance of
the Microsoft Office products was not envisaged at that time.

Databases and spreadsheets Databases are possibly the
most powerful end-user tools of all the functional “off- the-
shelf” packages, while spreadsheets are the most commonly
used. A PC survey carried out at Glaxo in May 1988 found
that for every PC database system written by the company’s
Information Management Division (IMD), end-users had
developed three systems for themselves. The PC systems
developed by IMD at the request of end-users is shown in
Table I. Authorisation for these systems was done on an ad
hoc basis, and approval for resource allocation from higher
management levels was not required. A number of different
spreadsheet packages had been tried by end-users, but Lotus
1-2-3 was the most commonly used.

Graphics packages: Graphics packages were not as
common as word processors, but the two were increasingly
used in unison as standard secretarial software. They were
used mainly for departmental reports and presentations. The
data was still input manually for the most part, but electronic
transfer into graphics packages was on the increase as
integration with mainframe databases and other office systems
improved. This was to be a forerunner of the wider integration
and consolidation of office productivity tools that occurred in
the Microsoft era. By 1988, the main graphics package used
was Freelance or Freelance Plus, which was then from the
provider of the Lotus 1-2-3 spreadsheet, ensuring ease of data
transfer between the two packages.

Electronic presentations systems and presentation design
software: This was a significant end-user computing activity.
There was a range of software packages available for
electronic systems, including Picturelt and Freelance Plus,
running on the so-called “IBM compatible” PCs. Picturelt
enabled the user to design bar, pie, line, organization and word
charts in a range of pre-determined formats. It was extremely
easy to use and yet contained sufficient variety to facilitate the
design of a reasonable presentation. This was particularly
useful for senior management and the sales and marketing
functions.

For more specialised needs, Freelance Plus was used. This
was a freeform drawing package, with a range of icon libraries
that could be combined with Picturelt images. Graphs could
also be imported from other software packages (including
Lotus 1-2-3 and Lotus Symphony). Standard 80 column/25
line text screens could also be converted to VideoShow format
and edited using VIP.

The VideoShow presentation system was made available
to be taken out on loan from the IMD, and each of the four
sites had at least one of these machines. Having prepared the
presentation with software running on the PC, this was then
saved to “floppy disc” and run on the VideoShow presentation
system. These presentations could be given to a large audience
via a projector (e.g., Barco Data 3 or Electrohome ECP 2000)
or a colour monitor for smaller audiences. The wide range of
colours available (1,000) as well as the range of formats
available made this a convenient way to present material
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suitable for a 35mm slide presentation. The obvious
advantages included the portability of the presentation (one
floppy disc could hold as many as 200 images) and the fact
that the presentation was always in the correct order, the right
way round and there were no focusing problems.

Computer based training (CBT) packages: From 1985
onwards, approximately 30 CBT packages were developed by
IMD using the Tencore authoring language [16]. Most of
these were for sales and marketing training, and their support
and on-going enhancement and update constituted an element
of PC systems support at the time.
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Figure 1. The Rupert Helpdesk system: interaction with end-users and
support groups.

The Helpdesk function: The Helpdesk was centralized at
the company’s Greenford site, but had links to support staff in
the company’s three main manufacturing plants at Ware,
Barnard Castle and Speke (Figure 1). By 1988, IMD had
developed its own in-house fault logging diagnostic system,
built using an expert system shell (CASSANDRA). This
system was known as “Rupert” (Resolves Users' Problems
Expertly).

The Helpdesk had hitherto been manned by a senior
network analyst who used his expertise to help solve users'
problems. Rupert encapsulated some of the experts'
knowledge and was able to apply it to users' problems. By
asking a series of questions, Rupert could home in on a
problem. In some situations, it could take action such as
aborting a users' session, disconnecting a terminal or asking
the user to perform some action such as pressing a key etc. In
other cases, where Rupert was unable to provide a full
solution, the call was passed on to the support group, which,
in Rupert’s judgement, would be best placed to deal with the
problem.

The support groups were still in the main geared to helping
users of the company’s wide range of bespoke transaction
processing and reporting systems for their manufacturing and
financial functions. These were mainly written in COBOL or
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PASCAL, and the analyst-programmers of the day doubled up
as support staff to help end-users. Indeed, for the main
manufacturing system (known as “MENTOR?”), there was a
programme of courses run on the four sites on test machines
on which the main manufacturing systems could be simulated.
There were three main support groups for the main corporate
business systems and a fourth for office systems and end-user
computing. The main business systems were run on Hewlett
Packard mini-computers at the four sites linked by a wide area
network, and there were a number of test and development
machines.

It was in these support groups that security issues of the
day were managed and problems resolved. The main concerns
were less about Cyber threats from third parties, but rather
about human error corrupting data. There were particular
requirements in the pharmaceuticals industry in relation to
Good Pharmaceutical Manufacturing Practice (GPMP),
notably stock traceability in the event of damaged or defective
products, and process validation, which required high levels
of access control and back-up procedures, above all in the
MENTOR suite of programs. The concepts of application and
information security, and disaster recovery planning, were in
evidence in what was an advanced blue-chip company; and
network security was of paramount importance in ensuring the
transfer of data and information via the WAN that linked the
company’s four sites.

More generally, the Rupert Helpdesk system produced
fault statistics, which helped IMD to identify problem areas
and thus continue to improve the service given to users. The
major benefits of Rupert to the company were:

. its role as a training aid for new Helpdesk staff;

»  the ease with which new knowledge could be added
to the system;

«  the time taken to resolve user problems was halved,

. the improved image of IMD in the rest of the
company;

. the better statistics it provided about user problems.

The last two benefits could probably have been obtained
from any Helpdesk function and fault reporting software.
However, Rupert's excellent user interface made this a very
successful application of expert system techniques. It was
envisaged that the system would eventually be the focal point
of a comprehensive network management system.

V. CASE STUDY 2: UNIVERSITY OF GLOUCESTERSHIRE
2019

Overview: UoG is located across six sites within
Cheltenham and Gloucester with 20 professional departments.
The Library, Technology and Information Service (LTI)
department provides supports for both staff and students,
particularly for teaching and learning, along with the provision
of appropriate training and skills development. The University
has over 1,500 staff, most of which are computer users, and
approximately 10,000 students, who use a range of
applications on University equipment in labs and classroom
environments. The IT Service Desk is located within LTI and
provides full support for staff in University hardware,
communications and software solutions. Support for students
encompasses Office 365, assignment submission, the Moodle
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learning management system, and a range of IT guides
accessible via MyGlos Help (a web portal guidance page
which helps student to search for guidance and information).

TABLE Il: MAIN BUSINESS SYSTEMS SUPPORTED BY UOG LTI

System Description

IT application to manage
enquiries from students and staff
SITS is a student records
management system used to
store, administer and manage all
aspects of student information
from initial enquiry and
application through to degree
congregation. A configurable
package from software provider
Tribal.

ResourceLink is an integrated HR
and Payroll software package.

Sunrise

SITS Student
Records

ResourceLink

Agresso A global accounting system from
Finance software provider Unit4.
Moodle is a free and open-source
learning management system
Moodle written in PHP and distributed

under the GNU General Public
License.

Office productivity tools and end-user computing:
Microsoft Office 2016, Adobe, SSRS, SPSS, and NVivo are
the main packages that are increasingly used as standard on a
daily basis. SSRS (SQL reporting) is mainly used for
departmental reports, whilst SPSS and NVivo are only used
for teaching and research purposes, and PowerPoint (part of
Office 2016) is the main package used for presentations.
There are many different packages on different machines,
depending on department needs. For example, there are 150
graphics package users in the Departments of Art and Design
and Landscape Architecture. The operating system for the PCs
is currently Windows 7, although a University-wide upgrade
to Windows 10 is currently being rolled out. The University
email system is based on Microsoft Office 365 and hosted
externally. The University supports Office apps such as Skype
for business, Outlook, OneDrive, and uses the international
roaming service called Eduroam to provide Wi-Fi
connectivity. Eduroam allows UoG users to login at any
participating institution using their UoG login name and
password. Eduroam also allows users from any participating
institution to login to UoG using their local login name and
password. LTI use Gmetrix to provide Microsoft Office
training to both staff and students. UoG supports staff and
student research projects with SPSS and NVivo.

As regards telephony, the internal telephone system (an
Avaya IP phone system providing telephony for all the
University campuses and the majority of the student halls of
residence) is complemented by a number of exchange lines
direct from the BT exchange. These are used for alarm lines,
swipe machines for debit and credit cards, and payphones
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around the University and in halls of residence. LTI are
responsible for managing mobile phone services, which are
coordinated through a centralised agreement with Vodafone.
The University will provide support for equipment and
software, which is procured by the University, but does not
support mobile phones, tablets or other equipment purchased
by staff or students themselves. Nevertheless, the frontline
support teams will endeavour to help students with their own
devices if they can (e.g., to reinstall software or attempt data
recovery), but they will not attempt to fix any major hardware
or mechanical problems.

Software
Support

Hardware &
Comms
Support

Incident

Management
UoG IT e

Service
Desk

Procurment
(PCs, Mobiles,
Ipad)

Problem
Management

Figure 2. Main operational functions of the UoG IT Service Desk 2019.

UoG Main Business Systems: There are about 60
business systems running across the University, including
Sunrise, SITS Student Records, ResourceLink, Agresso
Finance and Moodle (Table II). All of these are now
supported by LTI, although some started as departmental
end-user systems prior to the centralisation of IT support
within the University and the imposition of certain policies
and standards. Many of these systems are administered by
end-users who undertake data maintenance and general
support tasks. The SITS student records management
package is one of the University’s core systems, and the
system is upgraded regularly with modifications and new
releases from the software supplier (Tribal). These are tested
and implemented in the test environment by the SITS users.
When the software has been tested thoroughly and
approved, a change control is raised which then goes to a
change control board, who will approve or reject the change.
New developments are driven by the University’s business
and legal requirements.
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sStudent or Staff
report an issue
through
Sunrise, email,
or phone call

Reporting

Incident

*Service Desk Officer receives the call and tries to
resolve it by giving guidance or remote control
access. Otherwise, they need to refer the job to an
appropriate team

IT Service
Desk

Technicians

IT +|T Technicians will attempt to resolve
the call if it is within their knowledge
base and area of responsibility

¢ Where expertise of the system
or infrastructure is required, the
job will be referred to an IT
specialist

IT System
Specialist

Figure 3. Incident Tracking by UoG IT Sevice Desk 2019

The general policy for the procurement of new software
applications is that they should be based on web-enabled
technologies that will assist in the development of a
University-wide Managed Learning Environment (MLE).
This principle guides procurement when the University has
the opportunity to replace business systems through the
annual IT capital programme.

UoG IT Service Desk functions: Sunrise is the main system
used by the LTI staff to manage enquiries from students and
staff. In addition, any enquiries received via the MyGlos Help
Portal are redirected to the appropriate team. Different
versions of Sunrise have been used by the University since the
year 2000, but all with the same backend. With the latest
version of this system, keywords can be used to select the
problem categories and the problem is automatically assigned
to appropriate support personnel.

The IT Service Desk performs a number of functions
(Figure 2). It has the responsibility for all user account
management as well as giving access to all University
business systems such as Agresso and SITS. LTI is
responsible for providing the basic “image” (i.e., software
footprint) for all staff and student devices. A minimum of
between 4-6 weeks is allowed to enable a thorough evaluation
and testing of any new software application.

Figure 3 shows the escalation of a call through different
levels of service expertise depending on the
complexity/specialism of the problem reported. This
systematic approach to tackling problems, combined with the

application of dedicated human resources to solving Service
Desk enquiries, has contributed to a significant improvement
in response times and a more efficient IT service for the
University’s staff and students.

Support teams across the university’s four main sites use
IT Service Desk tools and the Sunrise support system. The IT
Service Desk tools are an integral part of the Sunrise system,
and were developed as a bespoke, standalone system for
UoG. Some of its main functions are:

e Password reset

e Unlock accounts

e  Create guest login for externals
e Provide access to shared drives
e Deploy software

« Change voicemail passwords

LTI uses the Sunrise system to log calls, update the call,
and transfer the call to the appropriate support team. Service
Desk officers have access to all communications across the
University by searching for the Incident number (ID), call
details, surname, forename, category, hub area, open date,
network logon, global summary, priority, escalation level,
assigned group, and first time fix. The call needs to be logged
under the name of the person that reported the enquiry, which
can be logged by network logon (staff number) or forename
and surname. The category is selected based on the enquiry;
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TABLE I11.CYBERSECURITY CHECKLIST FOR SERVICE DESK MONITORING

People Skills & Competencies

Process Requirements

Technology Deployment

Application
security

Respect for user privacy
and confidentiality (access
to sensitive data)

User systems knowledge
System administration
skills and responsibilities
IT staff communication
skills

Systems documentation,
user guide policy and
procedures

Knowledge management
(consistent terminology
and definitions, amending
and updating data)
Systems maintenance and
update controls and
procedures

Authentication and access
control in main business
systems

Information
security

User awareness of
criticality of data and
information

Cybersecurity awareness
programmes and briefings

Data integrity policies and
procedures

Information security
recognized and managed
as a continuous process

Physical security
mechanisms to protect
assets and workplaces
from unauthorized access
Data accuracy validation
controls

Disaster
recovery
planning

Clear management
responsibilities for
different Cyber threats

Prevention and detection
procedures

Threat and risk
management processes to
support vulnerability
assessment

Incident tracking system
and response plan

Database recovery and
back-up systems
On-site/off-site storage
options

Network
security

User and IT professionals’
awareness of Cyber threat
via the networks.

Network administrator role
with Cybersecurity
responsibilities

Network security controls
and procedures, including
password security
Control of network
administration rights and
privileges

Firewall, antivirus and
encryption programs for all
physical and virtual
servers, workstations,
laptops, tablets, phones
and mobile devices.

. Appropriate Virtual Private
Network utilization

. Email server configuration
and intrusion detection
software

. Resilient network
architecture

for example, if someone reports an issue with email, Service
Desk officers can search for emails and pick the correct
category. The use of keywords and categories ensures that an
enquiry is managed by the most appropriate team. Once the
category has been selected, the system will automatically pick
the first line team and referral team appropriate to the job.

All the operations of the Service Desk are now impacted
by Cybersecurity issues, as has been highlighted by Whitman
and Mattord. They note that technology has permeated every
facet of the business environment in the last 20 years and that
“the business is no longer static; it moves whenever
employees travel for office to office”; and therefore “the
security of the organisation also depends on the
implementation of a multi-layered system” [17].

V. TOWARDS A CYBERSECURITY CHECKLIST FOR
SERVICE DESK MONITORING

The Service Desk thus has a key role to play in the
monitoring and reporting of Cybersecurity and this section
draws together the different operational areas supported by the
Service Desk at UoG to set out a rudimentary checklist for
Cybersecurity (Table 111). Cybersecurity is being marketed as
a new software category, including Security Information
Event and Management (SIEM) systems and Security
Orchestration Automation and Response (SOAR) systems.
These are in essence sophisticated reporting tools, sometimes
involving machine learning, advanced statistical analysis and
analytics software. Rapid7 [18], for example claim “security
orchestration and automation helps teams improve their
security posture and create efficiency—without sacrificing
control of important security and IT processes”. However, to
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be of value, they still require the critical underlying data, and
the “nuts and bolts” skills and competencies, processes and
technologies that the Service Desk can monitor and help
ensure are in operation to support the organisation’s
Cybersecurity. Once these building blocks are in place, then
SIEM and SOAR systems can be introduced to provide overall
automation and control.
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an important competence for support staff. Confidentiality of
data access is another important issue that is supported by
UoG policy on data breaches, which allows recourse to
relevant law enforcement agencies when appropriate.
Technology related elements include Anti-Malware policy
and associated software to protect the servers and
workstations. UoG currently uses Sophos Anti-Malware.

TABLE IV. CYBERSECURITY CHECKLIST: DRILLDOWN DETAIL

154

Application Security: People Skills and Competencies

e User systems knowledge

recovery or Cyber-attack context.

e [T staff communication skills

appropriate action in the event of a Cyber-attack.

e System administrators and super-users
Main business applications need systems administration and maintenance and this is increasingly located in end-
user departments, requiring appropriate skills, knowledge and responsibilities. Super-users with expert knowledge
of how an application works is another role often located in the user department, which may be vital in a disaster

e User privacy and confidentiality (access to sensitive data)
The concept of privacy is something all users must recognize and respect. In particular, sensitive data contained in
business systems should not be divulged to other users or organisations unless authorized.

System users need to have appropriate levels of knowledge to be able to control and manage the data in a secure
way. All users should be clear about their responsibilities, and how systems operations should be completed.

Service Desk staff and other members of the IT team need the communication and vocabulary skills to explain
technical issues in non-technical terms. This is important in explaining Cyber issues and may be critical in taking

In terms of Application Security, as defined in Section I,
UoG has set up clear access control policies for its users in
order to establish the rules, which govern the use of the
University’s accounts. These policies apply to all students and
staff and to all of the University’s IT systems, irrespective of
how they are accessed. Staff receive privileged access, based
on their role and the need for systems access. These People
related issues (Table 1) are complemented by policies setting
out related Processes, notably for software documentation,
user guides and associated procedures. Technology measures
include password authentication and systems audits and
logging capabilities.

As regards Information Security, Meyers [19] has
observed that most security breaches occur at user level, and
result from human actions. This has helped shape UoG policy,
providing basic security awareness to all users and educating
staff and students on, for example, Pishing emails, spam
collection etc. A recent survey of Cyber awareness training
[20] found that only 11% of organizations continuously train
employees on how to spot Cyber-attacks, 24% admit to
monthly training, and 52% perform training only quarterly or
once a year. The report concludes, “Humans can be either a
first line of defense, or the first line that Cybercriminals seek
to exploit when they attack an organization. Their behavior
and the culture you influence greatly impact the effectiveness
of your overall Cyber resilience strategy” [20].

The ability to communicate technical issues to non-
technical people in a clear and effective manner has become

If the anti-malware software finds a problem it automatically
sends an email to designated members of the First Line
Support Team as well as specific second line support staff
(e.g. the Information Security and Cyber Developer). With
portable devices, there is a greater risk of loss, or infection
from the malware, and UoG register all such devices to an
accountable owner who is made responsible for security
issues. All relevant UoG security policies are applied to these
devices to provide protection against unauthorised use.

For Disaster Recovery planning, UoG has set out the rules
to govern the ways in which the university makes copies of
the data held within its various IT systems. In the event of data
loss, caused by an ‘incident’” (major or minor), data can be
restored from the back up and normal service can be resumed.
Such ‘incidents’ include systems crash, ransomware attacks,
natural disasters (fire, flood) and catastrophic failure.
Processes are in place to identify and recognise the problem,
make an initial assessment and communicate the issue to all
users. ldentified managers are responsible for identifying the
nature of the incident, point of origin, determine the intent and
identify systems compromised. LTI managers must evaluate
the solution and monitor it to determine the outcome. Backups
for compromised systems may be used and managers need to
review and report on the incident with recommendations for
future reference. The technology used for back-up operations
does not provide archiving or permanent storage. The storage
of data according to specified retention schedules is achieved
through management of storage within the online systems. All
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data held within the Storage Area Network, the virtualised
guests and the network file stores is backed-up daily. Initially
these back-ups are stored on disc and then transferred to tape.
At regular intervals, the tapes are removed to secure storage
areas. Both the discs and the tape library are housed separately
from the ‘live’ data, and back-up tapes are encrypted to
safeguard data.

Network Security overlaps several of the policy and
technology elements discussed above. IT Administrators have
specific access rights to the networks and are responsible for
ensuring appropriate business continuity measures are in place
to protect against events, which might otherwise result in loss
of service. Default passwords must be changed the act of
changing password is recorded. The effective management
and integrity of the networks is supported by firewalls and
anti-malware software.

VI. Discus