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“Smart” Participation: Confronting Theoretical and Operational Perspectives

Clémentine Schelings and Catherine Elsen

LUCID Lab for User Cognition and Innovative Design
University of Li¢ge
Liege, Belgium
e-mail: clementine.schelings@uliege.be; catherine.elsen@uliege.be

Abstract—This paper explores the relatively new phenomenon
of citizen participation in the Smart City context. We present a
case study comparative analysis of three participatory
approaches implemented in three European Smart Cities. Each
of those operational perspectives is studied in view of the
theoretical concepts conveyed by the scientific state of the art,
this way highlighting similarities and gaps between theory and
practice. The results are focused on (i) the various existing
interpretations of the “citizen participation” and the “Smart
City” definitions, on (ii) the different selection processes
applied in all three cases to recruit the participating citizens
and on (iii) the benefits and drawbacks associated with the
implementation of participative processes in a Smart City. The
article closes with a discussion about key elements to keep in
mind when implementing a bottom-up participative approach
in the context of a Smart City. Eventually, the confrontation
between theoretical and practical perspectives results in a
revisited version of Arstein’s ladder of citizen participation,
adapted to the Smart City context.

Keywords-Smart City; citizen participation; Smart City
definitions; operational perspective; selection of participants.

I. INTRODUCTION

This paper is an extended version of a previous, shorter
publication presented at the conference Smart 2018, the
Seventh International Conference on Smart Cities, Systems,
Devices and Technologies [1].

The first Smart Cities were essentially focused on
technological deployment aiming at optimizing urban
performances, for instance thanks to freely accessible
internet access, sensors and other pervasive devices. After
this first wave of completely top-down and techno-centric
cities (such as Songdo in South Korea or Masdar in the
United Arab Emirates), we are slowly entering the era of a
more bottom-up and participative model of Smart Cities. The
citizens are now given an increasingly important role in the
making of their smart built environments, because their
acceptability is essential to insure the sustainability of the
global smart model [2]. If many researchers acknowledge the
fact that smart citizens are indeed key to Smart Cities, few
information is yet available about how to implement a
renewed participative approach, built on 1970 participatory
models, in the making of such smart urban environments.

This research is one of the first steps of a larger research
project, which is mainly focused on the citizens’ perspective

regarding the Smart City and the participative approach. This
paper aims at studying and comparing different participatory
initiatives conducted in 3 European Smart Cities particularly
known for their citizen engagement and their bottom-up
dynamics. The goal here is to document actual participative
approaches in order to extract some key elements regarding
citizen participation in the Smart City.

Comparing scientific perspectives with day-to-day,
operational implementations of Smart City initiatives, this
paper is structured in four additional sections. In Section II,
we present a short literature review about participation in the
Smart City. Section III then describes the interview-based
methodology wused for the comparative analysis of
participative processes implemented in three carefully
selected Smart Cities (one in the United Kingdom, one in the
Netherlands and one in Spain). Section IV describes the
obtained results: Subsection A gives the participatory
context, while Subsection B is focused on the practical vision
of two key definitions (Smart City and citizen participation)
compared to more theoretical ones coming from the
literature review, Subsection C presents the participants’
selection processes in the three chosen cases and Subsection
D focuses on the benefits and drawbacks related to the
introduction of citizen participation in the Smart City.
Section V discusses the results and raises some questions in
regard of what the three chosen Smart Cities consider as
“best practices”, given their specific contexts.

II.  STATE OF THE ART

This state of the art is kept voluntary short and will only
present major theoretical models underlying the concepts of
Smart City and citizen participation. Our subsequent
intention is indeed to further study literature review in regard
of empirical results in order to establish a comparison
between theoretical and operational perspectives.

Two main concepts are at the root of this research
project, namely “Smart City” and “citizen participation”.
Both concepts carry a multitude of (sometimes confused)
definitions as they designate multifaceted realities [3][4]. As
far as the “Smart City” concept is concemed, there are
indeed a multitude of definitions and no real consensus about
the meaning of this “buzzword” [5]. First of all, one should
consider the common misconception according to which
every Smart City is built from scratch, exactly like Songdo
or Masdar [6]. Contrary to those emblematic and idealized
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cities, which “are the exception rather than the rule”, the
“actually existing smart city” is far more nuanced, context-
related and under-construction [6]. Keeping that in mind, we
start this literature review with Giffinger’s definition, one of
the most frequently referred to. This definition puts some
emphasis on the urban performance, which is nurtured by
both information and communication technologies (ICT) and
the smart inhabitants [7]. Giffinger’s model dissects the
concept of Smart City into six axes: economy, environment,
governance, living, mobility and people [7]. Especially
because of this “people” component, the citizen participation
has lately become more and more popular in the Smart City
context [8][9], building on the realization that citizens’
potential rejection of the Smart City concepts could entirely
jeopardize the sustainability of the global smart model itself
[5][10]. Examples include the deployment of smart meters in
each private home, which was among the first techno-
centric, top-down smart initiatives. Although the guiding
idea was to positively impact both personal consumptions
and energy sector sustainable goals, acceptability was way
below expectations as smart meters received a very cold
reception from the inhabitants, sometimes even complete
rejection [11][12][13]. Among the reasons for failure, those
solutions missed the end-users’ actual priorities, needs and
concerns [14][15] and neglected the potentialities offered by
users’ active involvement into the design and decision
processes. Citizens are thus increasingly considered as key
actors of the making of the Smart City, and their
sensitization and participation are the first steps towards
awareness and acceptability [3]. The original vision of
passive [15] or even invisible citizens [16] grows weaker,
considering the significant influence of users’ behaviors and
practices on the adoption of (technological) solutions [14].
Gradually, the techno-centric smart environments give way
to more eco-systemic Smart Cities and a shift is observed
from the triple helix to the quadruple-helix model [17][18].
Side by side with universities, governments and industries,
citizens are henceforth recognized as the fourth main
stakeholder of any smart innovation [19]. Their role is no
longer limited to on-the-move urban sensors and data
generators [20], but shall extend to ideas generators, co-
creators and co-decision makers given their local knowledge
and use expertise [15]. Even though many authors nowadays
share this viewpoint and promote citizens’ engagement and
empowerment, few information is available about how,
concretely speaking, one should apply citizen participation in
the specific context of Smart Cities [16]. In that regard,
Fehér’s study of a corpus of governmental, business and
academic documents revealed that “the expected active
participation of citizens in the smart cities” is one of the least
documented [21]. Moreover, we suggest that older models of
citizen participation, such as Arstein’s ladder or Glass’
objectives of participation [22][23], should be re-interpreted
and might differently take place in practice given the
renewed context of Smart Cities and given the opportunities
offered by new technologies.

It is therefore crucial to confront theoretical and practical
realities and to explore what local actors have in mind when
referring to citizen participation in the Smart City.
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III. METHODOLOGY

The methodology used to conduct this research is a
comparative analysis of three cases, nurtured by semi-
structured interviews with several stakeholders linked to
smart projects and participative initiatives in each of those
cases. This paper focuses on three European Smart Cities,
the first one in the United Kingdom, the second one in the
Netherlands and the last one in Spain. In all three cities, one
research lab was chosen because it meets the following
criteria: it is localized in an internationally recognized Smart
City; it works in collaboration with the city officials and its
main research activities are linked to citizen participation in
future urban environments. The selection of those Smart
Cities was moreover based on the Smart City Index, an
international ranking proposed by Cohen, which is one
among the few to consider some participatory dimension, at
least beyond the voter turnout. The three finally chosen
Smart Cities rank well in regard of inclusion (especially
number of civic engagement activities offered by the
municipality and voter participation in municipal elections)
and creativity (in particular, number of registered living labs)
[24].

Beyond those similarities, the three research centers
remain quite different in their approaches. The Dutch lab
generally considers self-organized citizens’ communities and
bottom-up movements as essential triggers for any launched
project, while the British lab rather tries to integrate a
participative dimension to existing projects that would not
make sense otherwise. The Spanish lab holds an intermediate
position, conducting participative experiments essentially in
the public space and starting as well from a living
community or a given context. Thus, the Dutch and the
Spanish labs are always involved in participatory initiatives,
but the British lab also conducts some research projects
without any citizen participation. Another difference
between the labs lies in the end-use of the material produced
through the participative process. The British lab seeks to
develop a marketable product, while the Dutch lab rather
promotes open-access material that can be freely reused after
the end of each project. The Spanish lab, on the other hand,
gets involved in upstream phases of the decision-making
process and  rather  delivers information  and
recommendations for the benefit of the municipality. A last
difference is linked to the various profiles and backgrounds
of the members of the three labs that therefore develop
different identities. The British lab is mainly composed of
computer scientists using data for socio-technological
purposes. The Dutch lab brings together researchers with
data, design and digital humanities backgrounds. The
Spanish lab, specialized in Arts and Science, includes experts
in Physical, Chemical, Computer and Social Sciences.

In practice, each interview was expected to last about one
hour, but the effective length varies between forty and eighty
minutes. Several types of stakeholders were interviewed:
directors of the research centers, labs’ team members, Smart
City managers, city officials and other experts from the fields
of participation, technology and urban planning. Given this
variety of interviewees’ profiles, different sets of questions
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were prepared, in line with the specific expertise of each
actor. In addition, some essential issues were discussed with
the complete sample of respondents, such as their own
definitions of “Smart City” and “citizen participation”.

As a first step of our comparative analysis, this paper will
focus on eight essential interviews and more specifically on
the results of meetings conducted with three lab directors and
five team members. We decided to start our study with those
stakeholders because they are very close to fields’ realities:
the team members are the day-to-day operational actors,
while the directors are the spokespersons of each lab and
therefore structure those labs’ vision and attitude. The idea is
to understand the global visions of those three labs and to
compare their different interpretation of the participative
approach, given their actual perception of the Smart City.

Globally, eight main themes are addressed through the
interviews (see Table I). Additional questions regarding the
presentation of the city (specificities, history, population)
and the policy (objectives, priorities, citizens’ input) are
discussed with city officials and Smart City managers, but
will not be presented in this paper.

IV. RESULTS

The results of the eight interviews are structured in four
subsections. First, we will present the contexts in which
citizens become active participants for each city. Then, we
will present interviewees’ definitions of the Smart City and
the citizen participation, in comparison with the scientific
state of the art. We will next compare the participants’
selection processes as conducted in all three labs and we will
study the impact such processes have on the recruited
citizens’ profiles. Eventually, we will detail the perceived
benefits and drawbacks resulting from the implementation of
citizen participation in concrete smart urban environments.

A. Participatory context

The citizen participation is a complex process that may
tire the citizens if their input is repeatedly requested for each
and every project related to the Smart City. Therefore, it is of
crucial importance to wisely choose topics for which
participants’ contribution is considered essential. Each lab
has a different strategy regarding this issue. The British lab
focuses on “the stress points in the city (...), priorities, which
have been identified with the council” and uses citizen

TABLE L. MAIN THEMES STRUCTURING THE INTERVIEWS WITH THE

DIRECTORS AND THE TEAM MEMBERS OF THE LAB

Common themes Directors

- Presentation of each actor
(background and role)

- Own definitions of the two
main concepts (Smart City and
citizen participation)

- Presentation of concrete
projects (context, success
stories, possible improvements)

- Participatory approach
(benefits, drawbacks,

- Contacts with other stakeholders
of the ecosystem (city officials,
citizens, industrial partners)

Team members

- Participatory methodology
(phases, methods, objectives)

challenges) - Participants (roles, selection
- Technology (role, ethics, criteria, profiles)
privacy)
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participation mainly to get feedbacks about the solutions
developed by the researchers in cooperation with the local
authorities. The logic of the Dutch lab is quite different.
Once again, they start from context-specific urban problems,
but the chosen topics result from shared interests between the
citizens’ preoccupations and the local authorities’ priorities.
Thus citizens are always involved in projects that they feel
concerned about, and that they wanted to integrate even prior
to any involvement from the city itself. The Spanish lab, for
its part, always initiates a participatory process when
requested by a different stakeholder, be it municipality or
community members or even sometimes a more complex
group bringing together several profiles. Therefore, the
proposed topic always results from a demand of some locally
involved people. However, even though the lab does not
choose the specific topic, its expertise in environmental
health and air quality definitely fuels the participative
processes. Another difference between the three approaches
is the timing chosen for citizens’ participation. British
citizens often participate at the end of the process, while the
Dutch citizens always participate from the beginning and
generally during the whole project. Spanish citizens can be
part of the project from the beginning or join later, especially
in the case of broad public participation occurring in public
spaces. A more continuous participation is also possible
when considering co-design sessions for instance.

B. Definitions

The two following subsections aim to define the Smart
City and the citizen participation on basis of the
interpretations proposed by the eight interviewees. The
results are examined with respect to the state of the art,
highlighting the convergences and the divergences between
theory and practice.

1) Smart City: We focus here on the definition of the
Smart City, as perceived by the stakeholders interviewed on
the field. On the basis of the most widespread definitions,
we will compare the different visions hold by those experts
(see Table II and Table III).

The first interesting observation is that there is a
distinction between their current vision (see Table II) and
their prospective vision (see Table III) of what the Smart
City is. In other words, the interviewees are fully conscious
that the Smart City is an ongoing process that can be
described on the one hand on the basis of current initiatives,
with their promising achievements and their manifest
limitations, or, on the other hand, on the basis of the likely
evolutions and hopes for the future. All eight interviewees
are moreover fully conscious that their own definitions
match their personal “way of understanding a Smart City”
(Director of the Spanish lab) and rely both on their scientific
background and their perception while experiencing their
city becoming smarter. In the interviewees’ discourses, we
obviously find key elements that meet some definitions
from the state of the art. The interviewees’ propositions are
identified by codes (see Table II and Table III), which
are referenced in brackets hereafter.
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TABLE II. INTERVIEWEES’ CURRENT VISION OF THE SMART CITY TABLE III. INTERVIEWEES’ PROSPECTIVE VISION OF THE SMART CITY
A Smart City Interviewees A Smart City Interviewees
is... Directors of the labs (D) Team members (M) should be ... Directors of the labs (D) Team members (M)
MU1 a smartphone- MU4 a set of
adapted city facilitating
United- bul :(:E;};?:C{O‘fz; 4 MU2a fuzzy concept technologies
Ki, . MUS ti
ingdom DU2 a city for one MU3 th.e use of data_ . United- DU3 a technology- Usa support in
) i science and artificial . . ? daily life
citizen category . . Kingdom improved city .
intelligence to better ) DU4 an inclusive cit MUG6 an assistance
understand its needs y for everybody
MNT1 a set of technological MUT7 a system
infrastructures facilitating
z DN a set of fully MN?2 a product of big > decision-making
O autonomous . = -
O technology companies O DNS5 a less obvious MN7 /
b systems . bt .
5 MN3 a concept disconnected = city management
E | Netherland DN2 a top-down from citizen: g DN6 a city of creativ:
2 etheriands controlled city om ezens & ity Of ereative MNB8 a more citizen-
(N) DN3 an easil MN4 an optimized and Netherlands citizens centric city
casty efficient city N) DN7 a city of “smart MNO an i d
managed city - an improve
. « MNS5 a maybe more citizens that are able livi
DN4 a city of “dumb . . . iving
.. ' efficient city to fulfill their own .
citizens . R X ' environment
MNG6 a city developed for information needs
the companies DS2a rethlnk ora MS?2 a dynamic and
MS1 aresponsive and redesign of the city . .
. . . . . . . flexible city
Spain (S) DS1 a multi-meaning reactive city regarding Spain (S) DS3 a set of solutions MS3 an inclusive
P word its citizens’ needs defined thanks to cit
citizen participation ¥

DU = Director of the lab in the United-Kingdom (UK); DN = Director of the lab in the Netherlands;
DS = Director of the lab in Spain; MU = team Members of the lab in the UK; MN = team Members
of the lab in the Netherlands; MS = team Member of the lab in Spain.

First of all, each expert mentions the technological
aspect of the Smart City, be it considered as a positive or a
negative element (DU1, DU3, MU1, MU3-4, DN1, MN1-2,
MNG6). Following some authors, new technologies are
obviously part of the Smart City, in the sense that they
support any other key aspect of the city such as wellbeing
and quality of life [8][25]. This vision is shared by the
interviewees, but perhaps in a more nuanced way as they
feel that actual Smart Cities may misinterpret this use of
technology, making it an end per se especially due to the
market pressure. The Dutch team members even suggest
that the Smart City, as currently configured, will only
benefit big companies (MN2, MN6), such as those who
originally introduced the concept [6]. However, the two
British team members still believe that technological
developments will evolve into daily-life facilitators, as
much for the citizens as for the decision makers (MU4-5,
MUY7). The Dutch lab is more cautious and considers that
the current practical message conveyed by the Smart City is
not yet the perfect solution for our future urban ideal (MNS,
MN7). Even though they recognize that technology should
help to generate more efficient urban systems (MN4), they
doubt those technical improvements will suffice to produce
more livable urban spaces (MN5, MN9). The Spanish lab
also remains prudent, since the introduction of smartness
into the city is not only based on technology, but also on the
people that will “redesign or rethink a little bit the city”
(DS2). Actually, this nuance and moderate (mis)trust
regarding the Smart City concept is also the consequence of
an almost exclusively top-down governance of many smart
projects (DN2). This approach, although neglecting

DU = Director of the lab in the United-Kingdom (UK); DN = Director of the lab in the Netherlands;
DS = Director of the lab in Spain; MU = team Members of the lab in the UK; MN = team Members
of the lab in the Netherlands; MS = team Member of the lab in Spain.

citizens’ input (MN3, MNS), provides the advantage of
easily managing the city (DN3, DN5) and rather efficiently
optimizing its day-to-day operation [7][26]. Ben Letaifa yet
emphasizes the importance of a complementary bottom-up
approach through citizen participation [5]. Furthermore,
Giffinger insists on the fact that a city cannot be smart and
efficient unless citizen’s intelligence is valued and exploited
[7]. According to the interviewees, citizens should indeed
play a specific role in their smart urban environments, and
should be empowered in order to actively participate (DN4,
DN6-7, DS3). Citizens are indeed best placed to express the
specific needs of the city, which should orient the solutions
that ought to be developed (MS1). The Dutch director even
specifies that citizens should themselves be able to respond
to their information needs, i.e., to become “self-decisive,
independent and aware citizens” [7]. This citizen autonomy
is only possible in an inclusive Smart City (DU2, DU4,
MU6, MS3) and one of the next big challenges is to limit
obstacles to such inclusion, such as the digital divide [15].
Following one of the Spanish team members, this
inclusivity is especially hard to reach while the “Smart City
discourse narrative” focuses exclusively on technological
aspects, and is therefore far too often “restricted to a
specific target group”. Finally, compared to the literature,
one important aspect is missing from the interviewees’
discourses: sustainability. Surprisingly, no participant refers
to environmental and demographic issues while those are
among the main reasons to promote smart initiatives,
offering a long-term solution for our urban environments
[20][27]. This demonstrates the extent to which the Smart
City is a complex concept with many meanings and no

2019, © Copyright by authors, Published under agreement with IARIA - www.iaria.org




unanimous definition, especially in regard of specific,
locally constrained situations (MU2, DS1). According to the
participants, the Smart City should, as far as possible,
remain dynamic and flexible, i.e., adaptive to every city
particular context (MS2).

Giving a definition of such a complex notion is
sometimes very difficult for the interviewees. Therefore,
two of them formulate their answer on the basis of
definitions coming from the state of the art. The researcher
shows them five references (Table IV) and they can pick
those that match or contradict their mind, while commenting
and arguing their choice. The most appropriate definition is
Giffinger’s [7], while Dameri’s [25], Toppeta’s [28] and
Hall’s [26] are considered less convincing, probably
because those three envision the citizen as a recipient, rather
than a real actor of the Smart City. This idea of a passive
citizen is obviously not in line with the participatory vision
of the selected labs, but is clearly ever present in the
literature. The fifth definition comes from the Smart City
Institute [29] and is well received by the interviewees, since
it reflects both technological and eco-systemic aspects of the
Smart City, including citizens’ equal involvement as the
other smart actors.

TABLE IV. SMART CITY DEFINITIONS

Definition
A city well performing in a forward-looking way in
economy, people, governance, mobility,
environment, and living, built on the smart
combination of endowments and activities of self-
decisive, independent and aware citizens.
A city that monitors and integrates conditions of all
of its critical infrastructures, including roads,
bridges, tunnels, rails, subways, airports, seaports,
communications, water, power, even major
buildings, can better organize its resources, plan its
preventive maintenance activities, and monitor
security aspects while maximizing services to its
citizens.
A smart city is a well defined geographical area, in
which high technologies such as ICT, logistic,
energy production, and so on, cooperate to create
benefits for citizens in terms of well being,
inclusion and participation, environmental quality,
intelligent development; it is governed by a well
defined pool of subjects, able to state the rules and
policy for the city government and development.
A city combining ICT and Web 2.0 technology
with other organizational, design and planning
efforts to de- materialize and speed up bureaucratic
processes and help to identify new, innovative
solutions to city management complexity, in order
to improve sustainability and livability.
A “smart city” is a multi-stakeholders’ ecosystem
(composed with local governments, citizens’
associations, multinational and local businesses,
universities, international institutions...) engaged in
a sustainability strategy using technologies (ICT,
engineering, hybrid technologies) as enabler in
order become more sustainable (economic
prosperity, social well-being and conservation of
our natural resources).

Reference
GIFFINGER
(2007)

HALL
(2000)

DAMERI
(2013)

TOPPETA
(2010)

SMART CITY
INSTITUTE
(2015)
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2) Citizen participation: Another notion difficult to
grasp is the citizen participation, although this time it goes
back to a nearly fifty-year-old concept [30]. Throughout the
years, the participatory approach has evolved into new
practices and its “smart” interpretation is certainly still
another perspective to take into account. Based on the
experts’ interviews and the keywords they use, we identify
four main axes around which we summarize their
propositions in order to characterize participation in the age
of Smart Cities: communication, citizen control, conditions
and data manipulation (Figure 1).

The three labs generally tend to agree on some key
aspects of citizen participation, but each of them insists on
different axes. First of all, the British and the Spanish labs
notice that participation is above all communication, and
most preferably two-way communication. Information has
to be exchanged between citizens and power holders, be
they researchers or local authorities, because every actor’s
perspective is valuable and should at least be listened to.
This continuous dialog between the different stakeholders is

CITIZEN
CONTROL
anybody anybody
decision making influence
voice E impact DATA
decision making empowerment MANIPULATION
involvement involvement
bottom-up bottom-up == access
deep engagement —~& comprehension —
interrogation =
collection elaboration
relation communication
analysis — dialogue
usage —= conclusion
PARTICIPATION
= information needs
= stimulation
benefits motivation
trust ==
negociation debate = concrete actions
dialog
discussion discussion
— information
| id iti
proposals —EI ea? proposi |o.n. CONDITIONS
project proposition
contribution contribution
sharing of j
expertise
COMMUNICATION
British lab Dutch lab Spanish lab

Figure 1. Axes of citizen participation on basis of interviewees’ visions
g p p
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an opportunity to explore everybody’s perspective, to share
personal experiences, to benefit from each individual
expertise and to enrich them. There are several levels of
communication depending on the contribution of the
participants, who either just receive information, propose
their own ideas or even negotiate with the power holders.
British and Spanish actors put a certain emphasis on verbal
exchanges, which do not yet suffice to qualify as
participation according to some authors [31]. One step
further, all three labs agree with Arnstein and consider that
“citizen participation is citizen power”, meaning that
citizens should have a real impact on the decision-making of
any participative process [22]. Citizens are not just
informed, educated or consulted to ease tensions, but should
have an actual voice translated into action [22][32]. The
Dutch and the Spanish labs both consider that this citizen
control goes hand in hand with involved and empowered
citizens, which means that they are given the opportunity to
actively and wisely participate. Furthermore, anybody
should enjoy such opportunity, according to the British and
the Dutch labs, irrespective of gender, social status or even
technology acquaintance. Along with this empowerment,
the citizens also have a responsibility since they need to
engage themselves in the participatory process. Therefore,
beyond being offered with the possibility to participate, all
three labs are conscious that citizens’ willingness to
participate is crucial and that they are some conditions that
can ease the participative process and impact its
implementation. The Dutch lab, in accordance with
Klandermans and Oegema, specifies that the participants
have to be motivated in order to actually take part to the
project [33]. More importantly, participation often arises
from an information need, directly expressed by the
participants or identified after a stimulation phase.
Consequently, citizens should be present from the early
phases of the project [34], in order to make sure their needs
will nurture the project definition. Moreover, the British lab
is convinced that participation cannot efficiently operate
without trust and benefits. Citizens are indeed more prone to
participate if they ‘foresee the benefits in the long run”,
such as time and money savings. Following the Spanish lab,
processes that end up providing concrete actions and results
also motivate participants. They indeed generally want to be
agents for change, transforming and impacting their
environment, their neighborhood, their community or even
their own person. The Dutch lab adds that it is very
important to tell people about the ins and outs of the project
from its beginning, even if sometimes their participation can
remain quite modest, rather than deluding and letting them
believe that their individual thoughts will automatically be
part of the final output. As documented in the literature,
such tokenism will inevitably result in disappointment,
mistrust and failure of the participative process [32].
Eventually, the fourth axis concerns data manipulation,
which is intrinsically linked to the era of the Smart Cities.
This axis has yet not been extensively documented in the
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literature review about citizen participation, maybe because
there is a temporal gap between participatory theories
introduced in the 70s and the first references to smart
technologies appearing in the early 2000s. The “data
manipulation” designates the way citizens interact with the
data produced through the participative process. According
to the Dutch and Spanish labs, citizen participation is not
limited to data collection, but should extend to their
understanding, appropriation (interrogation and relation),
analysis and usage by the citizens in order to create new
knowledge. Indeed, new technologies might impact
participative processes and are seen as an empowering
factor, since “digital technology allows cities to engage with
citizens in decision-making processes” [9]. This new form
of participation will enable participants to elaborate their
own data, to communicate about them, to draw evidence-
based conclusions and to propose relevant actions for their
local environment. Learning to manipulate data will
therefore empower the citizens and give more weight to
their concerns and ideas, while their local expertise is
sometimes questioned because considered as less legitimate
by some professionals.

C. Selection of participants

Given their different approaches, the three labs also show
some discrepancies regarding the participants’ selection.
This section will present which participant profiles are
targeted when a participative process is implemented,
according to each Smart City. One recurrent goal in
participatory processes is to make everyone participate, but
in practice it is considered as nearly impossible. To select the
participants, all three labs therefore start from a local
neighborhood, but their different interpretation of “local” has
implications on the profiles of the sampled participants.
Figure 2 summarizes the descriptions proposed by the three
labs regarding recurrent citizen profiles taking part to their
smart initiatives. The shaded zones in Figure 2 highlight the
keywords discribing similar citizens’ profiles in the three
labs.

The Dutch lab “select(s) (...) citizens basically by tapping
into existing platforms or organizations that feed into the
community” while the British lab focuses on one specific
geographical area. As a matter of fact, the Dutch
interpretation is linked to existing communities that have
already initiated some projects in order to solve local issues.
In line with its research interests, the Dutch lab chooses to
support and develop the ideas of the community, because it
seems more relevant to tackle actual people’s concerns and
to meet a real need. The British perspective is quite different
and rather aims at testing on pilot sites some technologies,
which would in fine be deployed at scale, requiring to get
more “general users”. Therefore, the British researchers just
select a neighborhood and consequently the whole group of
people living there. Halfway of those two approaches, the
Spanish lab proceeds on a case-by-case analysis, alternating
the recruitment of “given communities and neighbors in
general”. This switch of strategy is explained by two main
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Figure 2. Participants’ profiles on basis of interviewees’ selection process

factors: (1) the initiator of the participative project and (2)
the chosen participatory method. Actually, the person or the
group of people who initiates the participative process can
be either a municipality or a local community itself, which
will then automatically feed the selected group of citizens.
In the case of a more top-down initiative, decision-makers
might face difficulties recruiting those local communities,
which could claim for autonomy. Moreover, their position
rather pushes public administrators to select as many people
as  possible, trying to reach some citizens’
representativeness. In addition, the participants’ profile will
also vary depending on the participatory method. For
instance, co-design workshops about very specific topics
require a long-term commitment that is more easily
achieved with organized communities of concerned citizens.
Conversely, pop-up interventions deployed in public spaces
in order to sensitize the citizens, explore their perceptions
and/or test some solutions call “every person passing by” to
participate.

Given their divergent selection strategies, Dutch and
British labs’ participants present different profiles, which are
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all quite well represented in the Spanish samples. As far as
the Dutch community members are concerned, they are of
course very active and are described as “involved” and
“invested” in the topic or even in concrete actions. This also
means more environmental-conscious citizens that are
generally interested in any initiative related to the smart city
agenda. Although the Dutch sample mainly comprises pro-
active citizens, all participants might not be convinced by the
process, in particular when a change of habits is involved.
For instance, some people could have strong interest in the
environmental topic but at the same time believe that they
already manage their own situation quite successfully, and
that other people should improve their individual behaviors
and practices first. Therefore, even if they seem less
enthusiastic, those participants are still the engaged ones that
always show up at this kind of participatory process, or that
have already started their own initiative. Since the British
recruitment is made on a voluntary basis, the same super-
enthusiastic profiles are also present but this time they are
not self-organized around common values. The only
condition to participate to the British project is to be
equipped, i.e., for instance in a project of garden watering the
condition is to have a garden. Besides the always-involved
people, other profiles show up such as careless people,
technology- and green-reluctant citizens that may decide to
participate in order to save time or money for instance.
Contrary to the Dutch communities, the British participants
therefore constitute a less homogeneous sample presenting a
limited amount of shared values and interests, but rather a
group of people motivated to participate for various reasons.
The Spanish participants, for their part, are closer to the
British profiles, in the sense that they are sometimes
showing enthusiasm and sometimes indifference. However,
those less motivated citizens are only present in the case of
kiosks for instance or any other one-time opportunity to
participate. In contrast, in the case of a more demanding and
continuous participation approach, such as co-design
sessions, the Spanish sample is mainly composed of
community members, characterized by higher engagement
and motivation.

D. Benefits and drawbacks of smart participation

This section focuses on the benefits and drawbacks of
smart participation as they are reported by the interviewees.
More particularly, our hypothesis is that the implementation
of a participative process in a Smart City might lead to
several consequences, as well positive or negative effects
and externalities. Those (dis)advantages are often already
documented in the state of the art about citizen participation
in general, irrespective of its applicability in a Smart City.
However, this specific digital context may reveal new
repercussions, which deserve to be taken into account when
introducing a participatory dynamic in a Smart City.

1) Benefits: Figure 3 highlights the main benefits
following our eight respondents. Benefits are organized
according to three levels of stakeholders: the individual
level corresponds to the personal gains of one participant,
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the participants’ level refers to the collective advantages
collected by the people who are involved in the participatory
process, and the beneficiaries’ level takes into account the
more global benefits, i.e., for the participants, the
neighborhood, the local community, the municipality or
even the city professionals (engineers, architects, urban
planners, designers). Furthermore, all those contributions
from the citizen participation to the Smart City agenda are
perceived at different time phases. Indeed, the pre-
participation benefits are often associated with promises or
expectations that might be realized in a post-participation
phase and broaden the extent of benefits achieved. During
the participative activities, other elements intervene and
they often constitute essential premises of the final success
of the whole participatory approach.

Considering the pre-participation benefits, each lab has a
different but complementary vision. While the British lab is
focused on the incentive to reward the citizens for their
participation, the Dutch lab rather mentions the importance
of participation to ensure the relevance and the
sustainability of the project, and the Spanish lab envisions
participation as a huge opportunity to take action for every
potential participant. Once again, those three postures
correspond to their philosophies, respectively starting from
a community, a project or an alternation between both.

The three labs are more in line when they consider the
direct benefits of participation, which occur during the
process itself. They above all stress the awareness as the
biggest contribution, advantageous for all three
stakeholders’ levels. Indeed, through their participation, the
citizens become more conscious of the operational
constraints, i.e., the economic, technical, normative, etc.
aspects of the project that they may ignore if they are out of
their personal or professional expertise. Participants also
gain a clearer view and a better understanding of
environmental issues and technological innovations, two
major elements of the Smart City era. The Dutch lab even
points out that citizens are more aware of their own living
environment, which they now see with brand new eyes.

Similarly, the city officials and professionals become
aware of the citizens’ field perspective, i.e., their actual and
local problems, needs and usages. Such a practical
experience of the area is clearly an expertise that the so-
called experts in particular may lack. The Spanish and the
Dutch labs therefore insist on the necessity to share
contextual information, whether be between participants or,
at a larger level, with the professionals, the power holders
and the communities. Thereby, participants will also
develop new knowledge and capacities, especially regarding
data and technologies. Those learning processes and
awareness favor the citizens’ empowerment, since their new
capabilities allow them to make “not better choices or
different choices, but they at least are informed in which
choices they can make, based on that data” (Director of the
Dutch lab), as far as their behaviors, lifestyles and habits are
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Figure 3. Benefits of the implementation of a participative process in a
Smart City

concerned.

At the end of the participatory process, the additional
benefits naturally include the feedbacks, which lead to final
solutions that are functional and adapted to the citizens’
needs and concerns. Besides this likely optimized reception,
the co-definition of the results makes them richer and more
valuable. Moreover, participation enables to gather much
more data, which was very useful when the Spanish lab
collected air quality measurements through the installation
of hundreds of chemical sensors for instance. Finally, the
participation provides a sense of ownership to the
participants, who feel that they have personally and
collectively contributed to the project and are recognized for
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the time and the efforts they invested. The community
comes back with more cohesion and support, and
participation might even build trust towards the
municipality.

2) Drawbacks: Figure 4 emphasizes the main
drawbacks of participation, even though the interviewees
rather call them “challenges” or “difficulties”. As a matter
of fact, all the identified downsides can be organized into
two categories: the threats and barriers that may accentuate
one critical aspect of the participative process (e.g.,
representativeness), and the resulting consequences, i.e., the
potential risks and disadvantages, which may slow down,
compremise or completely derail the participative process.

In comparison to the state of the art, several drawbacks
mentioned by the interviewees correspond to the well-
known limits of the traditional 70’s participatory theories.
The tokenism, or pseudo-participation, is a recurrent
problem, which results from a symbolic consideration of the
citizen input, in order to complete the participatory
obligation and/or to ease one’s conscience [32]. The
participants’ contribution, limited and often punctual, is
therefore not taken into account by the power holders [22].
Of course, citizens are conscious that their participation
make few or no difference, so they feel disappointed and
insignificant because “they thought they were more
important” and “do not want to be in the margins of
whatever” (Team member of the Dutch lab). Another
inescapable issue is the lack of representativeness of the
sample, which generally includes the most engaged and
motivated citizens [34]. Following the Dutch and the
Spanish labs, the main difficulty is to find a way to reach the
whole citizenry, which is impossible given their various
profiles, especially regarding language and culture.
Moreover, some populations are even harder to contact,
such as the poor and elderly for instance. Both
representativeness and tokenism are not referred as
inconvenient by the British lab, given its specific
participatory strategy. First, the recruitment of citizens
occurs in a determined geographical area, which eases the
representativeness. Second, the participants’ input occurs
during the evaluation phase, which is the moment when
citizen participation is popularly considered as the most
valuable and legitimate.

There is a consensus among the three labs that “time
constraint is dramatic” (Director of the Spanish lab), as
much for the researchers or organizers of the participatory
process than for the participants themselves. The first effect
of timing is the difficulty to end up with concrete solutions,
results or actions that will impact policy [34], while being
committed to the budget and ensuring the continuation of
the project by the beneficiaries on their own. In the
literature, this time-consuming aspect of participation is also
often raised by practitioners who are encouraged to integrate
participation into their day-to-day work [35]. Timing is also
critical for the citizens who have other concerns and
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Figure 4. Drawbacks of the implementation of a participative process in a
Smart City

priorities, which may dissuade them to invest energy for
participating. Even when they are informed of the benefits,
they might sometimes prefer to keep their current situation
and even pay more money, rather than making additional
efforts or changing their actual habits and behaviors [14].
Convincing them to get involved is therefore even more
complicated when the foreseen advantages will be only
perceived at the end of a long process, which makes them
intangible and pushes participants to progressively lose
interest. Another element that may sometimes lead to
abandon the project is the technological issue, which reveals
particularly present in the case of smart projects. The
problem is not only related to the unfamiliarity of the

2019, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



citizens with the technologies, but also to their lack of
equipment to manipulate them, which are the two chore
characteristics of the digital divide [15]. For instance, the
Dutch lab found alternatives when they realized that some
neighborhoods had no Wi-Fi, and the British lab had to deal
with “users (that) keep breaking the sensors” (Team
member of the British lab). Furthermore, balancing citizen
participation and technological development is all the more
difficult given that it requires a temporal synchronization
and that the fragile prototypes are available in reduced
number. Finally, the last limit reported by the interviewees
is the lack of knowledge, if not naivety, of the citizens in
certain complex domains [36]. For example, the Spanish lab
would like to collectively analyze the data with the
participants, but it remains a task reserved for specialists
who will “eventually look for certain results and not others”
(Team member of the Spanish lab) and orient the following
discussions and decisions. In addition, the citizens
sometimes face difficulties expressing their needs and
sometimes propose ideas that are less innovative than
already-existing solutions.

V. DISCUSSION

The participative approach is gaining more and more
popularity in Smart City projects, but there is very little
practical advice about how to conduct a participatory
methodology in such specific context. Given the ground
experience of the interviewed experts, we identify several
questions emerging from their ongoing and completed
projects in terms of concept definitions, selection of
participants, benefits and drawbacks. Those key elements
provide useful information both for scientific researchers and
operational stakeholders.

First, the various existing interpretations of the Smart
City concept definitely have an impact on its operational
implementation. For instance, the concept of pervasive
technology seems to play a major part in the current vision of
the Smart City, but the citizen is expected to play a larger
role in our future smart cities. The interviewees’ prospective
vision of the Smart City is generally closer to the definitions
found in the scientific state of the art, while their current
vision is less optimistic and is probably nurtured by the first
failures encountered by Smart City projects around the
world. Moreover, the interviewees’ visions of the Smart City
are affected by the Smart City discourses, such as the
marketing literature conveyed by IBM, Cisco or Siemens.
Undoubtedly, this approach is inappropriate to an “actually
existing smart city” [6] such as our three European cases and
unsatisfactory for our interviewees who therefore develop a
prospective vision exceeding the techno-centric popular
belief. Furthermore, this variety of interpretations is also
linked to the fact that “the smart city concept encompasses
intangible aspects such as quality of life and well-being
components, whose measurement is subjective and difficult
to perform” [37]. One team member of the Dutch lab even
considers that the technology is just as difficult to grasp,
since it “is just very much an invisible world and a
government program’. Given the plethora of interpretations
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and definitions, each ecosystem of actors working on smart
initiatives should at least, and as a priority, agree on a shared
vision, generating clear objectives and means to achieve
them. The question to keep in mind is: how do we define the
Smart City, and especially regarding the roles played by the
technologies and by the citizens? Although the absence of a
consensual definition may seem problematic, it represents at
the same time an opportunity for the local key stakeholders
to adjust and to contextualize their own definition, thus
falling outside the preconceived notion of a technocratic city
and finding a balance between technological and collective
intelligences.

The second attention point concerns the definition of the
citizen participation. Among the four axes previously
identified (Figure 1), the communication, the citizen control
and the conditions are explicitly discussed in the literature
review, but the data manipulation is not yet part of the
traditional scientific discourse. Citizen appropriation of the
produced data is nonetheless a new form of participation and
this technological dimension is even more crucial in the
current smart context. This late integration of this data
component as an additional facet of the citizen participation
is clue that older concepts introduced in the 70s should
evolve and that new participatory tools and methods are
needed to complement the existing ones. Indeed, Arnstein’s
ladder is nowadays still a valid theory, but it may lack some
new steps, indicative of the numeric participation.
Therefore, one question to ask is: how can the new
technologies support the participative process and the
citizens’ active, inclusive involvement? Based on the
operational perspectives of the labs, Figure 5 below is an
attempt to add this technological component to Arnstein’s
theory, considering new participatory modes such as data
manipulation, online platforms, mobile applications and
sensors. This supplemented version of the original ladder
attests to the new alternatives and specificities of the numeric
participation, which oscillates between rather low and rather
high influence and decision power of the citizens.
Nonetheless, contrary to Amstein’s willingness to reach the
upper levels of citizen power [22], our perspective is that
every step of the ladder is Ilegitimate (or even
complementary), except the therapy and the manipulation, if
the citizens are conscious of their role and of the objective of
their participation. As one member of the Dutch lab said,
participation has to be taken seriously, but we believe that
sometimes more modest participatory processes can fill a
need, even if the participants remain passive informants for
instance. Moreover, time constraints render impossible the
ideal scenario, i.e., some kind of persistently, continuous and
super-active participation of each participant at each step of
the process and in each case. In order to avoid weariness and
overload of participants, facilitators and city officials, we
suggest to make compromises and choose carefully when a
full citizen power is necessary and feasible, this choice
becoming thus one of the biggest challenges when
implementing a participative process in a Smart City.
Following Glass, the chosen methodology (and therefore the
associated citizen decision-power) depends on the objective
of the Participation (e.g., information exchange,

2019, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

10



» CITIZEN CONTROL Citizens get full power
[
3
9 S Citizens have the majority
S c DELEGATED POWER in decision-making
=] N
< = .
£ £ PARTNERSHIP Citizens and quer
v L Holders negociate
>
2 Citizens and Power Holders
L
2 SHARING share data (e.g., open data)
[ _
S Power Holders listen to Citizens
5 PLACATION -
e e o b feermrmmne CONsCIOUS Citizens produce data
GENERATION (e.g., online platform)
Y £] [ CONSULTATION -
S 2 Power Holders hear the Citizens
=] Q
< = Citizens produce data
'cE: ] UNCONSCIOUS GENERATION (e.g., sensors, mobile app)
c
% INFORMING Citizens listen to Power Holders
4 c—
2 sr-
g - © THERAPY Power Holders cure the Citizens
= Q.
S 2%
‘g L MANIPULATION Power Holders educate Citizens
New steps Original steps of Arnstein’s

ladder of citizen participation
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representational input, education or decision-making
supplement) [23]. From our point of view, this decision
should also particularly rely on the object of the
participation, which can sometimes require more usage or
professional expertise, more local or global perspective,
more deep or “automatic” contribution, etc. The projects
conducted by the three labs are the proof that several levels
of participation deserve to exist and result in different
benefits (and drawbacks). One last impact of the digital era
on the participatory theories relates to the inclusive
dimension of the participative process. While the literature
review often envisions the Smart City as an exclusive
concept, generating digital divide, the interviewees also
mention that technology can increase the participation rate,
because there are much more diffusion channels (e.g., social
networks) and a better access to information.

The interviewees’ interpretations about citizen
participation introduce the notion of citizens’ motivation,
nurturing our third focus point. The results regarding the
selection of the citizens show that participants can be
characterized by different motivation spectrums: Dutch
citizens share the same values while the British participants
have more diverse interests. Following Deci, the
participants’ motivation may have intrinsic or extrinsic
sources [38]. In other words, the citizens can respectively
decide to participate “because it is inherently interesting or
enjoyable” or “because it leads to a separable outcome” like
for instance a reward [38]. In our case, the benefits promoted
by the British lab, such as technology exclusivity, time or
money savings, might be identified as extrinsic motivations.
The Dutch and Spanish participants rather seem to be
motivated by intrinsic factors, such as the personal
willingness to take part to the life of their community or to
collaborate around shared values and interests. According to
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Amabile’s extensive research on the subject, this dichotomy
between extrinsic and intrinsic motivations has consequences
on the participants’ creativity: extrinsic motivations could
undermine the intrinsic motivation and the creative outputs,
because the subject is not performing for its own sake
anymore but rather for an external purpose [39]. Therefore,
in our opinion, extrinsically motivated people will maybe
more easily grow weary than intrinsically motivated citizens,
who will probably commit themselves to participate in the
long run. However, in the domain of technologies,
participants’ remuneration reveals quite decisive, not so
much as the primary motivation to participate, but rather as a
reinforcement of long-term commitment [40]. Consequently,
our third question is: what are the citizens’ motivations and
what is the potential impact on the participants’ long-term
involvement within the project? Our point of view is that
several sources of motivation are complementary and should
be mobilized at different stages of the process. On the one
hand, offering stipend from the beginning presents a high
risk to participant’s creativity [39]. On the other hand,
stipends offer the advantage to reach more profiles of
citizens and to value their engagement as a real job, which
maintains commitment and reduces dropout [40]. Therefore,
the recruitment of the citizens should, as far as possible, be
based on intrinsic motivations, but some compensation must
be considered during the process for long-term participation
or when a more general, mixed public is needed.

Another important consequence regarding the selection
of the participants is related to the representativeness of the
sample. One recurrent wish of the interviewees is to reach
everybody, but they agree that this dream scenario is too
optimistic. Therefore, the three labs developed their own
practical approach. On the one hand, the Dutch lab relies on
existing communities, already active and probably prone to
participate. On the other hand, the British lab recruits the
most motivated citizens from a limited geographical area,
based on some kind of “first come, first served” rule. Finally,
the Spanish lab uses both strategies, depending on the
initiator of the participative process and the chosen
participatory method. The British lab hopes to get more
“general users” in the sense that the researchers do not know
anything about the selected citizens, nor about their diverse
motivations, leaving the possibility to include participants
who have reservations about some aspects of the project.
Even if the British and the Spanish samples are generally
more heterogeneous, none of the three labs insures a
representative sample. We should then be aware that each
approach provides different target audiences and ask
ourselves: how will the participants be selected and what are
the consequences on the variety of the citizen profiles and, as
a result, on the project outcomes? If none of the extreme
situations is optimal, maybe the Spanish adaptive strategy is
a good alternative. Indeed, the potential bias of the British
and the Dutch approaches, i.e., low citizen motivation versus
only-motivated citizens, are reassessed for each project in
order to choose the selection criterion that will best support
this specific case.

Regarding the benefits of citizen participation, all three
labs are truly convinced by the participation contribution to
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the making of a Smart City. Their individual interpretations
sometimes differ, but they all take root in the same vision of
more aware, empowered and knowledgeable citizens.
Moreover, they all agree on the importance to mobilize
citizen’s field perspective, which the professional and
official stakeholders are definitely lacking. Contrary to the
state of the art, the interviewees never mentioned the
professional protectionism [41] or the political alibi [42] as
major limits, while those are among the most frequent
reasons a participative process might fail to achieve concrete
results. Actually, our hypothesis is that our three cases faced
their own sets of problems, but also represent three success
stories, which would not have been the case if the
municipality and the lab were not aware of the benefits of
citizen participation. Consequently, before launching a
participative process, every stakeholder should wonder: what
knowledge or skill can I bring to the others and what can I
learn from them? Indeed, the realization that collective
intelligence and professional expertise are complementary
[43] is the key to build trust and to implement an effective
participative process. Following Glass, this efficiency also
relies on the chosen participatory technique that has to fit the
pursued objective [23]. In order to enhance the impact of the
participation, we also believe that the technique has to match
the temporal frame of the participation process. For instance,
some exploratory methods should not be used too late in the
design process, at the risk of generating frustration because
the participants’ proposals cannot be implemented in an
advanced solution or a nearly-finished project. The Dutch
and the Spanish labs therefore promote co-design sessions
with a citizen engagement as soon as the early phases of the
process, while the British lab invites the participants to test
some technologies in the late evaluation stages of the
process.

VI. CONCLUSION AND FUTURE WORK

This paper considers the citizen participation in the Smart
City from the operational perspective. Based on interviews
with field actors, three Smart Cities’ perceptions and
participative approaches are compared and confronted with
the literature review. The results show that the theoretical
definitions of the “Smart City” rather correspond to the
interviewees’ prospective visions, while their current vision
is not that optimistic, especially regarding the role citizens
might play. The interviewees’ interpretation of the “citizen
participation” is close to the existing theoretical models, but
enriched by a new dimension related to the technological era,
which we call “data manipulation”. Regarding the
participants’ selection, striving to reach every citizen is seen
as an un-achievable ideal and all three labs develop their own
alternative approach, tapping into existing communities,
focusing on a specific geographical area or mixing the two
strategies on a case-by-case basis. This choice has a direct
impact on the participants’ profiles, in terms of interests and
motivations, or even creativity and commitment to the
project. The perceived benefits of the implementation of
citizen participation in a Smart City are not really different
from the ones in the literature review, even though a
particular emphasis on awareness, empowerment and
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learning suggests that citizens might gain new skills and
knowledge, especially regarding smart technologies.
Conversely, the drawbacks reveals that some technological
constraints could jeopardize the smart participation in
particular, compared to more traditional contexts. The
nuanced interviewees’ visions highlight key elements that
should be kept in mind while implementing a participative
approach in the Smart City. Moreover, confronting practical
and theoretical perspectives helps us to revise the traditional
Arnstein’s ladder of citizen participation into an adapted
version reflecting the Smart City context. Given the variety
of interpretations, further research will explore other case
studies nurturing our comparative analysis. Future work will
also deepen the citizens’ perspective regarding their
participation in the Smart City (preferences, barriers and
motivations).
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Abstract—Cloud computing offers several service models
that change the way applications are developed and deployed.
In particular, Infrastructures as a Service (IaaS) has changed
application deployment as apart from cost savings, it removes
the confines of limited resources’ physical locations and enables
a faster time-to-market. Actually, a huge number of IaaS
providers and services is becoming available with different
configuration options including pricing policy, storage capacity,
and computing performance. This fact makes the selection of
the suitable IaaS provider and the appropriate service configu-
ration time consuming and requiring a high level of expertise.
For these reasons, we aim to assist beginner cloud users in
making educated decisions and optimized selection with regard
to their applications’ requirements, their preferences, and their
previous experiences. To do so, we propose a hybrid approach
merging both Multi-Criteria Decision Making Methods and
Recommender Systems for IaaS provider selection and services
configuration. Moreover, we propose a service consolidation
method to optimize the selection results by improving the
resources’ consumption and decreasing the total deployment
cost. Our solution is implemented in a framework called IaaS
Selection Assistant (ISA); its effectiveness is demonstrated
through evaluation experiments.

Keywords- laaS services selection; Services Consolidation;
Cost Optimization; Recommender Systems; Multi-Criteria Deci-
sion Making.

I. INTRODUCTION

In this research paper, we propose a hybrid approach for
personalized and optimized IaaS services selection based on
our previous work [1].

The total market value for public cloud infrastructure
services, according to a report from the Analytical Research
Cognizance [2], is forecast to reach 775 million dollars
by 2019, up from 366 million dollars in 2015. One of
the greatest benefits of IaaS platforms is the elasticity
of a shared pool of configurable computing resources in
response to the user’s requirements. With the mature of
the TaaS landscape, providers vary notably in terms of the
services, features, and pricing models they offer. Due to this
diversity, selecting the appropriate IaaS provider becomes a
challenging task. In fact, each IaaS provider offers a wide
range of services, which must be appropriately selected and
correctly configured. This fact leaves users in the agony of
choice and leads to a steep documentation curve to compare

IaaS providers and their services. Thus, it is crucial to assist
cloud users during the selection process.

In this context, several works such as [3]-[4] have shown
an interest to address IaaS selection issue. However, these
works focused mainly on assisting laaS services selection
based on functional application requirements and Quality
of Services (QoS), which we call application profile. Few
studies have highlighted the importance of involving the
user in the selection process by considering his preferences
and his previous experiences, which we call user profile.
Consequently, there is a need for a selection process centered
on both user and application profiles. Moreover, the lack
of a standardized framework for the representation of user
requirements and selection criteria makes it difficult to
compare and evaluate the relevance of laaS service config-
urations offered by different providers. Thus, it is important
to define clearly relevant selection criteria that should be
taken into consideration to evaluate IaaS services and select
the most suitable services.

In our work, the selection process is defined as a two-
step strategy. The first step consists in detecting auto-
matically suitable TaaS provider meeting user requirements
and preferences. The second step consists in retrieving the
suitable IaaS service configuration (Virtual Machine (VM)
instance) given a specific application requirement. To do
so, we propose a hybrid approach based on Recommender
Systems (RS) and Multi-Criteria Decision Making Methods
(MCDM).

RS are programs, which provide relevant items (e.g.,
movies, music, books and products in general) to a given
user by predicting his/her interest in items based on his/her
profile and the ratings given by other similar profiles [5]-[6].
The first step of our approach is based on recommendation
techniques.

Once the suitable IaaS provider is chosen regarding the
user’s profile, the user needs to be assisted to handle
the services selection and configuration. For us, the cloud
services selection is a MCDM problem [7]-[8]. MCDM can
be defined as a process for identifying items that match the
goals and constraints of decision makers with a finite number
of decision criteria and alternatives [8]. In our work, we
consider TaaS Service selection as a MCDM problem since
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users have to select a service amongst several candidates’
services with respect to different criteria. We study and
choose the adequate MCDM technique to assist IaaS services
selection.

After identifying suitable IaaS services, we aim to op-
timize the application deployment cost and improve the
IaaS services consumption. To do so, we propose a service
consolidation method using the knapsack algorithm [9].

Therefore, this work aims to assist and optimize IaaS
services selection by involving the user in the selection
process and by combining RS and MCDM techniques.

The contributions of this paper can be summarized as
follows:

« Defining a classification for relevant criteria that should
be used during the selection process. These criteria
consider both applications profiles including functional
and non-functional requirements and user’s profile in-
cluding personal preferences, previous experiences and
even lessons learned from experiences of other users.

o Presenting a new hybrid approach based on MCDM and
RS techniques for IaaS provider and services selection.

o Proposing a consolidation method to increase the se-
lected services consumption and optimize the applica-
tion deployment cost.

o Implementing this approach in a framework, which we
term ISA for IaaS providers and services selection.

The present work is a comprehensive extension to our
previous work [1]. We present three extensions to our initial
approach and demonstrate the improved framework ISA that
encompasses the enhancements of our IaaS service selection
process.

First, we generalize our approach to cover medium and
large application profiles, which cannot be satisfied by a
single IaaS service. We consider, in this context, a cloud
application as a set of deployment entities, each deploy-
ment entity presents a particular functional requirement
characterized by a specific configuration in terms of CPU,
storage, memory and networking capacity and defines sev-
eral non-functional requirements. In that respect, the user’s
application can be deployed on several VMs with different
configurations. Each VM will be assigned to a particular
deployment entity.

Second, handling medium and large applications requires
improvements of our proposed selection process in order to
reduce the search space and improve the overall response
time of our approach while maintaining high precision.
For this purpose, we propose a mapping strategy based on
the workload type of each deployment entity composing
the user’s application and the VM configuration families
proposed by IaaS providers.

Third, we optimize our selection approach to take into
account the scenario where the proposed services (VMs)
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may be not entirely used. We need to increase the IaaS
service consumption while maintaining or decreasing the
total application deployment cost. Therefore, we propose
a method for service consolidation using the knapsack
algorithm to reach this purpose.

The remainder of this paper is organized as follows:
Section II presents a motivating scenario. Section III sum-
marizes existing laaS service selection techniques. Section
IV illustrates the proposed cloud services selection criteria.
Section V details our hybrid selection approach. Section VI
presents and evaluates the framework ISA. Section VII pro-
vides concluding remarks and outlines our ongoing works.

II. MOTIVATING SCENARIO

Let us suppose the following scenario where a recently
launched company named ”A” is planning to develop flex-
ible and innovative customer-centric services to attract new
customers and improve its efficiency. In order to provide
these services with high efficiency and low maintenance
cost, A” plans to use laaS services, considering the fol-
lowing reasons:

o Cost reduction: The maintenance cost of dedicated
hardware, software, and related manpower in ”A” will
be highly reduced by using cloud services.

« Improvement in flexibility and scalability: IaaS services
enable ”A” to respond faster to changing market condi-
tions by dynamically scaling up and down on demand.

o Faster time to market: laaS services enable "A” to
expeditiously dispose its developed services to the
market.

To deploy its services, ”’A” looks for IaaS services. However,
most of A’s engineers lack expertise in cloud services
field to be able to select easily and efficiently appropriate
TaaS provider and services. In today’s market, there are
many laaS providers. Each provider offers several services
varying in QoS attributes with possibly different functional
configuration such as numbers of virtual cores and memory
size. In order to select appropriate IaaS services among a
growing number of available services, "A” tries to compare
its applications profiles (functional & non functional require-
ments) to IaaS providers offers. To do so, the company needs
to peruse the content of each provider website and compare
service offerings to decide the most suitable IaaS service
with regard to its needs. This type of selection process can
be more complicated as the company’s requirements evolve
and diversify.

Therefore, automatic IaaS services selection becomes a
highly required necessity in order to entirely take advantages
of cloud computing services and improve the efficiency of
many companies.
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III. RELATED WORK

Several studies have addressed the selection of IaaS
services. We present a classification of the recent research
approaches.

A. Recommender systems

RS can be defined as programs, which attempt to rec-
ommend suitable items to particular users by predicting a
user’s interest in items based on related information about
the users, the items and the interactions between them [5].
Generally, RS use data mining techniques to generate mean-
ingful suggestions taking into account user’s preferences.
Many different approaches using RS have been developed
to deal with the problem of cloud services selection.

Zhang et al. [10] have offered a cloud recommender
system for selecting IaaS services. Based on the user’s tech-
nical requirements, the system recommends suitable cloud
services. The matching between technical requirements and
cloud services features is based on a cloud ontology. The
proposed system uses a visual programming language (wid-
gets) to enable cloud service selection.

Zain et al. [6] propose an unsupervised machine learning
technique in order to discover cloud services. The authors
classify cloud services into different clusters based on their
QoS. The main focus of this study is to offer users the option
of choosing a cloud service based on their QoS requirements.

B. MCDM-based approaches for cloud service selection

The MCDM approach is defined as a process for spec-
ifying items that best fit the goals and constraints of de-
cision makers with a finite number of decision criteria
and alternatives [11]. Several MCDM methods are used
for cloud service selection such as the analytic hierarchy
process/analytic network process (AHP/ANP) [12], Multi-
Attribute Utility Theory (MAUT) [13], and Simple Additive
Weighting (SAW) [11].

Chung et al. [14] used the ANP for service selection. They
suggest a set of high level criteria for cloud service selection
and use a survey of CIO, CEO, and ICT experts to determine
the importance of each criterion.

Lee et al. [15] proposed a hybrid MCDM model focused
on laaS service selection for firms’ users that are based
on balanced scorecard (BSC), fuzzy Delphi method (FDM)
and fuzzy AHP. BSC is used to prepare a list of decision
making factors. FDM is used to select the list of an impor-
tant decision-making factors based on the decision makers’
opinion (using a questionnaire) and FAHP is used to rank
and select the best cloud service. This work’s focus is on
the migration of the whole company ICT to cloud based on
a set of general cloud service features.

Zia et al. [8] propose a methodology for multi-criteria
cloud service selection based on cost and performance
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criteria. The authors present this selection problem in a
generalized and abstract mathematical form. Table I illus-
trates the mathematical form. The service selection process
is fundamentally a comparison between the vector service
descriptor D against all rows of the decision matrix followed
by the selection of the services whose description vector best
matches with the user’s requirement vector.

TABLE I. PROBLEM FORMALIZATION [8]

Mathematical form
Services set

Description

S1, S2, ..., Sn A set of services
contains all the service offerings
from, which the user (decision
maker) will select the suitable
service with regard to his require-
ments. a service is to be selected
by the user (decision maker).
Cq, Ca,..., Cp, A set of values
where C; represents a criterion
that may be a useful parameter
for service selection.

To each criteria C; there cor-
responds a unique function f;,
which when applied to a partic-
ular service, returns a value p;
that is an assessment of its per-
formance on a predefined scale.
A row vector D; that describes
a service S;, where each ele-
ment d; of D; represents the per-
formance or assessment of ser-
vice S; under criteria C;. Perfor-
mance criteria must be normal-
ized to eliminate computational
problems resulting from dissim-
ilarity in measurement units. The
normalization procedure is used
to obtain dimensionless units that
are comparable.

The service descriptor vectors D;
can be combined to form the de-
cision matrix where each value is
the evaluation of the service s;
against the criteria c;.

A vector R where each value r;
is the user’s minimal requirement
against a criteria c;. These values
must be normalized as the vector
service descriptor.

A vector W where each value w;
is the weight assigned by a user
to criteria. c¢;

Performance criteria set

Performance measurement func-
tions set

Service descriptor (vector)

Decision matrix

User requirement criteria vector

User priority weights vector

Table II summarizes the most used approaches by iden-
tifying the approach’s input, the approach’s output and the
application areas.

The above-mentioned research studies did not fail to take
into consideration the application’s functional requirements.
However, they present two main shortcomings; (i) they
do not accommodate the user’ preferences in the decision
making and (ii) they handle every application deployment as
a new case without taking into account the results of similar
previous experiences.
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TABLE II. SELECTION APPROACHES

Domain Method Input Output Application Literature
Multi-criteria SAW Subjective assessment of rel- | Evaluation value of | Applied when requiring low | [11][8][16]
decision-making ative importance of criteria. alternatives. decision accuracy.
(MCDM)
Multi-criteria op- Matrix factorization Different types of data of | QoS estimation and a | Applied to a problem that in- | [17][18]
timization interest to users and repre- | set of recommended | volves different types of data

sented by matrix . services. and has missing entries.
Logic based First-order logic Service description and user | Matched services Applied to filter out un- | [11][19]
matching requirements. matched services to reduce
approach computation complexity.
Recommender Collaborative filtering | User’s profile Recommended items Applied to find personalized | [4][10][20]
System recommendations according to

user’s profile.

To the best of our knowledge, no specific research study
has taken into account both the user’s profile and the
application’s requirements. Consequently, there is a need for
a structured selection process where clearly both selection
criteria are defined and used.

IV. CLOUD SERVICES SELECTION CRITERIA

Specifying clear selection criteria presents crucial impor-
tance in order to recommend the relevant IaaS services. Our
purpose is to clearly identify these criteria and take them into
account to personalize the selection process according to the
user’s profile and respond to his application requirements.
Thus, we classify selection criteria into three categories.
The first category is the application’s profile, which includes
functional and non- functional requirements. The second cat-
egory is the user’s profile, which represents user’s personal
preferences and previous experiences. The third category is
the previous experiences of other users with their ratings.
Figure 1 illustrates our proposed selection criteria.

Favorite provider
Expertise Level
User's profile

Previous expemences
Compute
Functional requirements | storage
Network

Pricing model
Application's profile

Non-functional requirements

Selection
Criteria

Resources location

Availability

Quality of Services | Response time

Reliability
Scalability

Other users experiences

Figure 1. Selection Criteria

As shown in Figure 1, the selection criteria are classified
as the following:

« Application’s profile: the application’s profile defines
the functional and non-functional application require-
ments.

In our context, we consider that a cloud application

is a set of deployment entities each deployment en-
tity has specific functional and non-functional require-
ments. We define the application profile as a set of
all deployment entities’ requirements. The functional
requirements contain the following specifications:

— Storage: represents storage needs in terms of mem-
ory space.

— Network: represents connection needs and network
usage.

— Compute: gathers calculation needs and the virtual
machine’s capacity.

Non-functional requirements include pricing models,
the quality of services (QoS) and the resources location.

— The pricing model: depends on the user’s estimated
budget. The pricing model can be evaluated per
hour or per month. Also, it can be on demand,
reserved or bidding.

QoS: we focus on the response time and avail-
ability. The availability is the time ratio when the
service is functional to the total time it is required
or expected to function in.

Resources location: The user can precise his near-
est resources location because it is important to
take into account the proximity when selecting
the cloud infrastructure services. According to
[19], during the interaction between the users
and servers, there is a strong inverse correlation
between network distance and bandwidth. Thus,
factoring the proximity into the selection of IaaS
services can significantly reduce the client’s re-
sponse time and increase the network bandwidth.

« User’s profile: it includes user’s favorite providers,
expertise level in cloud and previous experiences. A
favorite provider can be chosen based on previous
successful experiences using this provider. We take
this choice into consideration while identifying the
appropriate cloud provider meeting user’s requirements.
In our case, the user can specify one or multiple favorite
providers. The user’s expertise level can be: beginner,
intermediate or expert. The weight of a user’s previous
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experience in our knowledge base increase with his
level of expertise and experience in order to enhance
our recommendations relevance. A previous experience
contains the selected IaaS provider, the deployed appli-
cation profile and a rating out of 5 presenting feedback
and an evaluation of this experience. We suppose that
evaluating ratings are trustworthy and objective.

o Previous users experiences: The more the knowledge
base of our recommender system is rich, the more
recommendations will be relevant. Therefore, previous
users experiences, which include the deployed appli-
cation’s profile, the selected IaaS provider and the
evaluating rating will improve the accuracy of our
recommendations.

Based on the selection criteria, more precisely the applica-
tion profile, we propose to optimize the search space. Indeed,
we suppose that each deployment entity is characterized by
a specific workload type. According to Singh et al. [21],
cloud workloads can be defined based on four main low-
level measurable metrics that when adjusted can affect the
workloads’ performance. These metrics are the CPU cores,
the memory size (RAM), the networking capacity and the
storage size, which present respectively the compute, the
network and the storage requirements.

We propose a mapping between the workload type of
the application deployment entities and the VM configura-
tion families proposed by the IaaS providers. The above-
mentioned metrics will be used as a high-level interface
that maps the workload type onto a set of candidate IaaS
services. Indeed, the workload type can be automatically
extracted based on the weight assigned to each metric, for
instance, computation-intensive workload is characterized
by a higher weight for the CPU metric. In the case that
the weights given by the users are equal or insignificantly
different, the workload type is defined as general. Thus,
workload types are easily identifiable. If we can manage
to map these workloads type onto specific categories of
TaaS services, then the service selection will become more
efficient by decreasing the search space and improving the
overall response time. For this purpose, our mapping strategy
is based on identifying IaaS service categories disposed by
cloud provider, then, establishing the relation between the
service categories and the workload type.

Cloud providers dispose IaaS services in different cate-
gories with various configurations in terms of CPU, storage,
memory and networking capacity. We conduct that most
cloud providers classify their services into the following
categories based on VM configurations: compute optimized,
memory optimized, storage optimized and general purpose.

These categories are identified to offer better perfor-
mance with respect to a specific workload types (such
as computation-intensive or memory-intensive). Thus, It is
obvious that the relation between the workload type and the
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IaaS services configurations are based on the service cat-
egory. More precisely, the computation-intensive workload
type is mapped to IaaS services of the compute optimized
category, the memory-intensive workload type is mapped
to the memory optimized category, the storage-intensive
workload type is mapped to the storage optimized category,
and general workload type is mapped to general purpose
category.

V. HYBRID APPROACH FOR IAAS SERVICES SELECTION
BASED ON RS & MCDM

The selection of IaaS provider and services configuration
is a complex issue. To tackle this issue, we propose a two
steps selection process. The first step focuses on selecting
the TaaS provider based on RS approach, which is the
collaborative filtering. The purpose of this step is to reduce
the number of inappropriate IaaS provider, which may not
interest the user. The second step concerns the configuration
of services within the selected provider from the first step.
It’s based on the SAW algorithm, which is a MCDM method.
Our proposed approach shows how MCDM techniques and
RS are complementary in order to involve both technical and
personal aspects in the selection process.

Figure 2 illustrates our proposed approach.

P Recommender Mult-criteria
System Decision System

=) Output
SAW Algorithm

Collaborative filtering
approach

Figure 2. Hybrid approach for IaaS services selection

A. Recommender System

The first step aims to take into consideration the user’s
preferences, previous experiences and expertise level during
the selection process. In our approach, we use the collabora-
tive filtering algorithm also known as k-NN collaborative fil-
tering. This recommendation algorithm bases its predictions
on previous users experiences and their profiles. The main
assumption behind this method is that other users ratings can
be selected and aggregated so that a reasonable prediction
of the active user’s preferences is deduced.

To recommend the IaaS provider meeting the user’s
profile, first, we select the users profiles, which have the
same or higher expertise level than the active user ”A”. For
instance, if ”A” has the expertise level intermediate, then,
from our knowledge base, we select a first list named “list
1” of users profiles, which are intermediate or expert and
their rated experiences.
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Second, among the high rated previous experiences of list
17, we select those, which are based on the favorite providers
of ”A” in order to create a second list named list 2”.

Third, among these experiences, "A” can refine ’list
2” by identifying experiences that have similar workload
types to his application’s profile workload. We obtain list
3”. Indeed, we aim by these three steps verifying if ”A”
favorite providers can be suitable for ”A” application profile.
Otherwise, we skip the second step to apply the third step
on list 17

Then, a rating R( A fi) is calculated for each one of
candidate providers f; of list3. R4 7, is calculated as
below:

D i1 Wi (Vg — )
2?21 |w(A,j)|

where n is the number of identified users’ profiles of "list 37,
w(a,; is the similarity between the profile of "A” and the
identified users profiles j of “list 37, v; ¢, is the rate given by
the user j to the provider f;, D; is the rating’s average given
by the user j to the favorites providers of ”A”. We calculate
similarity between ”A” and the identified users using cosine
similarity.

Ra,py =

n
o D k=1 VAk * Vjik
(Ag) — R g
\/Zk:1 VA k > k=1 VS k
where the sum on k is the set of providers for which ”A”

and the selected users in” list 3” both assigned a rating, v, j
is the rate given by the user j to the provider k.

w

Finally, we propose to "A”, the set of providers sorted
according to the rate calculated, thus the active user can
select one provider.

B. Multi-Criteria Decision Making Selecting the Cloud In-
stances

Once the laaS provider is selected, the second step
consists in determining the suitable IaaS service for each
deployment entity.

Several and conflicting criteria have to be taken into
account when making a service selection decision. No single
service exceeds all other services in all criteria but each
service may be better in terms of some of the criteria.
Since users have to decide which service to select amongst
several candidates services with respect to different criteria,
we consider IaaS Service selection as a MCDM problem.

Among MCDM methods, we use the SAW method also
known as weighted linear combination or scoring methods.
It is based on the weighted average of different criteria.

In our case, the number of service configuration compo-
nents such as CPU cores and memory size scale linearly
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in most services configurations. Hence, a linear model is
suitable for this kind of problem. The basic assumption
being that there is a correlation of identity between real-
world cloud instance performance and the underlying low-
level specification of the hardware, which is specified on
the cloud providers websites. Hence, we want to map the
performance of the IaaS service to the right deployment
entity using a simple linear model. The purpose of using
SAW method in our approach is to respond exactly to the
application’s profile.

To do so, first, the user introduces functional requirements
for each deployment entity; compute requirements (e.g.,
virtual Central Processing Unit (vCPU)), memory require-
ments (e.g., RAM size) storage requirements (e.g., hard
drive’s size), network requirements (e.g., throughput and
bandwidth).

Second, for each specified requirement the user assignes
a particular weight presenting its importance.

Third, based on the weight assigned to each requirement
the workload type of the deployment entity is deducted and
a set of candidate services is identified. The user inserts the
QoS required (e.g., response time and availability) and the
pricing model.

To be able to apply the SAW algorithm, we need to for-
malize our decision problem. For that, we define a decision
matrix related to the user. In parallel an analogous decision
matrix is defined for the IaaS provider selected in the first
step. The decision matrix is a combination of service de-
scriptor vectors. Each service descriptor vector represents the
performance of a service under a particular criterion. These
criteria represent functional and non-functional requirements
for the user. Table III demonstrates an extract form of the
decision matrix related to Azure Microsoft [22].

TABLE III. EXTRACT OF DECISION MATRIX FOR MICROSOFT AZURE
(VIRTUAL MACHINE)

Service VCPU RAM Hard Drive’s size Cost
A0 1 0.75 GB 19 GB $0.02/h
Al 1 1.75 GB 224 GB $0.08/h
A2 2 3.5 GB 489 GB $0.16/h
A3 4 7 GB 999 GB $0.32/h
A4 8 14 GB 2039 GB $0.64/h
A5 2 14 GB 489 GB $0.35/h
A6 4 28 GB 999 GB $0.71/h

The SAW algorithm is based on the calculation of one
score to each alternative (an alternative in our case is an IaaS
service offered by the selected IaaS provider). According
to the following SAW formula, the alternative score is
calculated as (A;)=)_ wjv;;, where w; is the alternative’s
weight ¢ according to criterion j and v;; its performance.
The alternative with the highest score will be suggested.
By applying this formula, the recommended IaaS service
will automatically be the most performing service, because
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it has the highest performing values in the decision matrix
(highest number of vCPU, largest hard drive’s size, highest
cost, etc.). However, this does not entirely meet the user’s
requirements, because, he/she must not necessarily select
the most performing IaaS service, which will evidently have
the highest cost. Whereas, he/she should select the service,
which meets exactly his/her requirements in order to pay
the minimum possible cost. To solve this, we proceed as
follows:

o First, we create a decision matrix representing each
deployment entity’s functional and non-functional re-
quirements. Then, we determine for each service de-
scriptor vector, the absolute value of the difference
between its criteria performance and those of the ser-
vice descriptor vector related to the IaaS provider. In
this way, we will have significant values. In fact, low
criteria values mean that they accurately match the
user’s requirements.

e Second, we calculate the score for each alternative
using SAW algorithm. Yet, to be able to do so, we
need to modify each criterion’s weight to get significant
results. Indeed, we have previously mentioned that a
low criterion’s value means that it may interest the user,
if this criterion has a high weight, the multiplication of
its weight by its value gives a low score. Therefore, this
alternative will be considered as unimportant, yet this is
not the case. To solve this problem we take the dual of
each weight, meaning that, the subtraction of 1 by the
weight’s value given by the user. Then we normalize
each weigh by dividing on the sum of the weights.
Thus, we ensure that the weight values are between 0
and 1 and the sum is always equal to 1. Consequently,
one low weight value indicates major importance of a
given criterion. Therefore, we can calculate the score
for each alternative using the SAW algorithm. The most
relevant alternative (IaaS service) will incontrovertibly
have the lowest score.

To illustrate this, we propose our personalized SAW
algorithm 1. We suppose that the user has introduced his/her
decision matrix UserMat[i][j] as well as the weights of
each criterion Weight[j]. In addition, we suppose that we
have the decision matrix ProvMat[i][j] containing IaaS
services offered by the IaaS provider. In the decision matrix
UserMat, UserMatli][j] represents the TaaS service i
under the criterion j.

Uon
UserMat =

Uno Unm

The personalized SAW algorithm gives as output, the index
i representing the adequate cloud service 7 in the decision
matrix.

International Journal on Advances in Intelligent Systems, vol 12 no 1 & 2, year 2019, http.//www.iariajournals.org/intelligent_systems/

Algorithm 1 Personalized SAW Algorithm

Require: Weight[i] # 0
Min =0
for int i from 0 ton do
for int j from 0 ton do
Subli][j] = abs(ProvMat[i][j] — UserMat[i][j])
end for
end for
for int j from 0 to m do
DualWeight[j] = 1 — Weight[j]
Normalize(DualW eight[j])
end for
for int ¢ from 0 ton do
Scoreli] =0
for int j from 0 to m do
Scoreli]| = Scoreli] + Subli][j] * DualW eight][j]
end for
end for
for int i from 0 to n do
if Score[i] < Min then
Min «+ Scoreli]
Index <1
end if
end for
return 7

C. Service consolidation

Identifying suitable IaaS services (i.e., VMs in our case)
for each deployment entity does not ensure that the VM will
be entirely used. In a typical scenario, the selected VM is
underutilized [23]. To increase the resource utilization, we
aim to integrate as many deployment entities as possible
to be assigned to each selected service, thus decreasing the
number of required services for application deployment. The
final configuration must support all the requirements of the
application and the preferences of the user with respect to
the service performance and price.

To do so, we proceed as follows; first, we start with
the largest service Sy, which has the highest performance
in the list of proposed services. We use the price as an
indicator of service capacity. Second, we accommodate as
many deployment entities as possible in this service with
respect to its performance (i.e., the service performance
can respond to the added deployment entities). Third, we
upgrade the service by choosing the next higher performance
of the VM instance of the same family as the service Sy,
then we consolidate more deployment entities in the service.
If the new service’s configuration (i.e., the upgraded service)
has an equal or lower price than the earlier configuration
of all consolidated services, the upgrade is positive and
acceptable. We continue the same process for the remaining
deployment entities of the application.
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To consolidate deployment entities in a service, we cast
consolidation into the optimization knapsack problem [9].
Indeed, the knapsack problem is a combinatorial optimiza-
tion problem. Given a set of items, each item has a weight
and a value, the knapsack problem consists in identifying
the number of each item to include in a collection so that
the total weight is less than or equal to a given limit and the
total value is as large as possible.

First, let us formalize the knapsack’s problem in our
context:

o The knapsack is the largest service, which is not
entirely used

o The items are the deployment entities

o The weight is the cost of each single service assigned
to a deployment entity

Second, to solve the knapsack problem and handle the
challenge of consolidating multiple deployment entities into
services, a greedy approximation algorithm [9] is used. The
greedy algorithm is an algorithmic paradigm that follows
the problem solving heuristic of making the locally optimal
choice at each stage with the intent of finding a global
optimum. It iteratively makes one greedy choice after an-
other, which reduce each given problem into a smaller one
and approximate a globally optimal solution in a reasonable
amount of time. In our case, the greedy choice consiste
in selecting in each iteration the largest deployment entity
among the non-integrated entities.

We detailed our consolidation approach in Algorithm 2.
Service consolidation has advantages and disadvantages.
Consolidating deployment entities can reduce the network
overhead and increases the application’s performance. How-
ever, service consolidation can cause several challenges
related to fault tolerance.

VI. ISA: A FRAMEWORK FOR IAAS SELECTION
ASSISTANT

We conduct a set of experiments to evaluate the effi-
ciency of our proposed approach. To do so, we develop
the framework ISA by extending our previous framework.
In our previous work [1], we suppose that the application
profile can be satisfied by just one VM. In this evaluation,
we assume that an application profile may require more than
one VM. The main purpose through this evaluation is, firstly,
to demonstrate that the idea of merging RS and MCDM
techniques in a structured approach based on two well
defined steps as explained in Section V, provides satisfactory
results for several application types (i.e., medium and large
applications). Secondly, we aim to validate that our approach
proves to be efficient rather than using RS and MCDM
techniques each independently.

The framework ISA has been designed to support dif-
ferent IaaS providers such as Amazon, Google and Azure
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Algorithm 2 Services Consolidation Algorithm

Input: DT Set of application deployment entities
SD Set of single services assigned to each deployment
entity
Initial_Application_Price
Output: Updated_deployment_entities
tion)
Updated_services (After consolidation)
Begin
Consolidation_cost < Initial_Deployment _cost
1,7 <0
S < Sk, where Sy, is the largest in SD)
Update (SD) : SD «+ SD - {S.}
Update (DT) : DT + DT - {Entity;} , where Entity;
is the deployment entity performed by the service Sy,
while (—=Empty(SD)) V(i < nb_services) do
while (—=Empty(DT)) V(j < nb_entities) do
Select the largest entity Entityr,
if Sy, performance respond to Entity; then
Consolidate (Entityr, Sr,)
Update (SD)
Update (DT)
else
S7 <« Upgrade (Sp)
Calculate_New_cost
if New_cost < Consolidation_cost then
Consolidation_cost < New_cost
Consolidate (Entityy,, ST)
Update (SD)
Update (DT)
end if
end if
Entity;, «+ FEntityr+1 {Next_ Largest_entity €
DT}
j—j+1
end while
Sr, « Spy1 {Next_ Largest_service € SD}
Update (SD)
Update (DT)
14—1+1
end while
return SD, DT
End

(After consolida-
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Microsoft. It aims to guide users step by step in the selection
process and propose relevant services.

For this evaluation, we have used Eclipse Modeling
Framework, Java Platform Enterprise Edition (JEE) and
Mahout eclipse framework [24]. We conduct experiments
on 20 real users (PhD students).

We define the experiments’ conditions as follows:

o Supported TaaS provider: Amazon, Google, Microsoft
Azure

o Number of users: 20

e Number of items (IaaS services): 45

o Active user’s profile:

— Favorite provider: Amazon
— Expertise level: Beginner
— Previous experiences: 0

o Active user’s application profile: It is defined in Ta-
ble IV
o The non-functional requirements are defined as follows:

— QoS: QoS is defined in Table IV

— Pricing model: Per hour

— Resource Location: US regions (e.g., US-West,
US-East, etc.)

According to the weights given by the user, we assign
for each deployment entity the appropriate workload type.
Table V illustrates the assigned workload types.

TABLE V. WORKLOAD MAPPING

Deployment Entities | Workload Type

El General Purpose

E2 Storage Optimized
E3 General Purpose

E4 Compute Optimized

We define in Table VI the decision matrix ”ProvMat||[]”
used by the personalized SAW algorithm of our approach.
For the sake of brevity, we present in Table VI six con-
figuration models of Virtual Machines instances provided
by Amazon [25]. Each value in Table VI is verified and
identified from cloud provider’s official web site. We carry
out simulations and evaluations from two steps.

The first step consists on evaluating the effectiveness
of ISA using the recall (R), the precision (P), the Top-
k precision (Pj) and the R- precision (P.) metrics. In
this context, the precision evaluates the capability of the
our framework to retrieve top-ranked IaaS services that
are most relevant to the user need, and it is defined to
be the percentage of the retrieved IaaS services that are
truly relevant to the users requirements. The recall evaluates
capability of the system to get all the relevant services. It is
defined as the percentage of the services that are relevant to
the user requirements.
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Formally, we have;

_ |SRel|
|SRet|

_ ‘SRel|
| Rel|

|SRet, Rel|

_ |SRet k|
| Rel|

Py T

P, :-P|R6H =

where Rel denotes the set of relevant IaaS services, Sges
is the set of retuned services, Sge; is the set of of returned
relevant services and Sge; ; is the set of relevant services
in the top k returned services. Among the above metrics,
P, is considered to most precisely capture the precision
and ranking quality of the framework. We also plotted
the recall/precision curve (R-P curve). An ideal selection
framework has a horizontal curve with a high precision
value; an inappropriate framework has a horizontal curve
with a low precision value. The R-P curve is considered
by the (Information Retrieval) IR community as the most
informative graph showing the effectiveness of a selection
framework [26].

We evaluated the precision of the retrieved services for
each deployment entity, and report the average Top-2 and
Top-5 precision. To ensure the top-5 precision is meaningful,
we ensure that ISA returns a total of 20 services per appli-
cation profile. The Figure 3 illustrates the results. The top-2
and top-5 of ISA for the deployment entities E1, E2, E3
and E4 are respectively 98% for the Top-2 retrieved services
and 80%, 60%, 80%, 80% for the Top-5 retrieved services.
In order to interpret our results and illustrate the overall
performance of ISA, we plot the average R-P curves for
different applications profiles. As mentioned previously, a
good selection framework has a horizontal curve with a high
precision value. Typically, precision and recall are inversely
related, ie. as precision increases, recall falls and vice-versa.
A balance between these two needs to be achieved by a
selection framework. As illustrated by the Figure 4, for a
recall average equals to 0.68 we have 0.87 as precision
average value. In fact, as an example, for the active user’s
application profile defined in Table IV, ISA returns a total
of 20 services i.e., |Sget| = 20, for each deployment entity,
we have the following precision values; %7 é—g, %—(7)7 ;—g. We
obtain a precision average P = 0.87. As a recall value, we
have, for each deployment entity, 32, 1T, 17 18 we obtain
a recall average R = 0.68.

It is worth pointing out that in some cases, depending
on particular requirements, a high precision at the cost of
recall or high recall with lower precision can be chosen.
Thus evaluating a selection framework must be related to the
purpose of the selection and the search process. In our case
a compromise between the recall and the precision values
is necessary. Therefore, we can announce that ISA provides
accurate results for TaaS services selection.
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TABLE IV. APPLICATIONS PROFILES

Application profile
Functional requirements QoS
Deployment Compute Storage Network Response SRS
Entities CPU Hard time Availability
vCPU RAM | drive’s | Bandwidth | Throughput
events/s size
E 1 Weights 0.25 0.3 0.25 0.2 0.5 0.5
E 1 Values 2 [ 6<v<12 8 60 4 [ - v < 900 90%
E 2 Weights 0.2 0.2 0.5 0.1 0.7 0.3
E 2 Values 2 ] 10 400 2 [ 42 < 900 95%
E 3 Weights 0.25 0.25 0.25 0.25 0.5 0.5
E 3 Values 2 J10<v<20 8 30 6 [ - <900 95%
E 4 Weights 0.5 0.3 0.1 0.1 0.8 0.2
E 4 Values 16 [50<v<80 32 300 10 [ 60 700 95%
TABLE VI. AMAZON DECISION MATRIX [25]
Model Family vCPU | CPU RAM Hard Bandwidth [ Throughput| Price h—T | Response time ms | Availability
Cred- GB drive Gbits™! | Mbits—1!
its/hr GB
t2.nano General 1 3 0.5 30 - 4 $0.0058 63 99%
purpose
c5d.4xlarge Compute 16 81 32 400 5.5 435.7 $0.768 22 99%
optimized
mbSa.large General 2 36 8 30 3.12 256 $0.086 53 99%
purpose
t2.large General 2 36 8 30 - 42 $0.0928 50 99%
purpose
i3.large Storage op- | 2 54 19.25 475 - 53.13 $0.156 42 99%
timized
c5d.xlarge Compute 4 54 8 100 3.5 437.5 $0.192 31 99%
optimized
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—Top-2 —Top-5

Figure 3. Top-k precision for retrieved services

The second step of our evaluation consist on comparing
our framework to classic RS based on CF technique. Al-
though the number of users and items is relatively small
compared to commercial RS, it proves to be sufficient for the
purpose of these experiments. For each deployment entity,
we present the predicted ratings for each deployment entity
described in Table IV.

As illustrated in Figures 5,6, 7, and 8 the highest predicted
ratings given by our approach to the deployment entities E',
FE>, F5 and E, are, respectively, 0.8379, 0.8979, 0.9039,
0.9798. The recommended IaaS services are, respectively,
mb5d.large i3.large, m5a.large and c5d.2xlarge. For clarity

08

Precision
o

04

0.2

0 01 02 03 04 05 0,68 073 08 09 1
Recall

Figure 4. R-P Curves of ISA

and visibility purposes, we did not display all instances’
predicted ratings of Tables III and VI.

The metrics used to evaluate our approach are the Root-
Mean Square Error (RMSE) and The Normalized Dis-
counted Cumulative Gain (NDCG).

The RMSE is a metric widely used to evaluate predicted
ratings [27]. It represents the sample standard deviation
of the differences between predicted values and expected
values. RMSE is the square root of the average of squared
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Figure 5. Predicted ratings for the deployment entity E
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Figure 6. Predicted ratings for the deployment entity Eo
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Figure 7. Predicted ratings for the deployment entity E3
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where p(A, i) is a predicted value by user "A” for item i,
Da,; is the expected value of user ”A” for item i, and N is the
number of predicted values. In order to be able to calculate
RMSE values, we assume that users introduce their expected
rating values.

The Normalized Discounted Cumulative Gain (NDCG) is
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Figure 8. Predicted ratings for the deployment entity E4

a measure of ranking quality. NDCG is defined as

DCGp
IDCGyN
where DCGpy and IDCG y are the Discounted Cumulative

Gain (DCG) of top-N items of a predicted ranking and the
ideal ranking, respectively. DCG\ is calculated by

NDCGy =

where rel; is the value of the item at position i of a ranking
and IDCGy is calculated by

REL

Q(Tel )
IDCGy = Z

loga(i + 1)
where REL represents the list of relevant items (ratings
> 0.5). The value of NDCG is between 0 and 1. where a

larger value means a better ranking, and 1 implies the ideal
ranking.

We illustrate the result of comparing the CF technique to
our work in Table VII.

TABLE VII. RMSE & NDCG AVERAGE

Deployment Entities RS RS & MCDM
RMSE NDCG | RMSE | NDCG
El 0.041 0.571 0.032 0.71
E2 0.052 0.43 0.034 0.81
E3 0.033 0.62 0.038 0.76
E4 0.045 0.65 0.031 0.79
Average 0.04275 | 0.567 0.033 0.767

When conducting the CF approach, we obtained respec-
tively 0.04275 and 0.567 as RMSE and NDCG average.
However, the RS & MCDM approach gave us 0.033 and
0.767 as RMSE and NDCG average as illustrated in Fig-
ure 9. So, in terms of RMSE (i.e., 0.04275 vs. 0.033), the
merging of MCDM & RS performs better than RS only.
In terms of NDCG (i.e., 0.567 vs. 0.767), RS & MCDM
present better result than the CF approach.
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Figure 9. RMSE & NDCG Average

It is worth pointing that the use of CF algorithm only
conducts to calculate predicted ratings for all items in our
knowledge base, which can be time consuming. However,
by applying the step one of our approach we can reduce the
number of candidate services by providing only services re-
lated to the selected IaaS provider. In addition, the selection
of TaaS services using CF algorithm will be associated with
previous users experiences in our knowledge base. Although
we identify the most similar users, their application profiles
must be more or less different to the active user application
profile. Consequently, the predicted IaaS services are less
accurate. In conclusion, these experiments show that our
approach performs better than using RS only.

After identifying suitable laaS services, we aim to opti-
mize the application deployment cost. To do so, we apply
our consolidation algorithm to integrate potential services.
It is worth pointing that the cost of the recommended
services is estimated to 2.123 $ per hour (0.113$+0.156$ +
0.086$+1.768%). We consider the result of the consolidation
algorithm is acceptable if it provides a cost < 1.123$.

As described in Section V, the first step of the consol-
idation algorithm is identifying the largest service recom-
mended by our framework, which is c5d.4xlarge. Second,
we verify if this service can perform the largest deployment
entities (F) added to its assigned deployment entity (Fy),
which is not the case (the performance evaluation is based on
parallel computing [28]). We continue applying the steps of
our Algorithm 2 to conclude that the deployment entities E
and E’5 can be consolidated and performed by the upgraded
service c5d.xlarge. The total cost for the application dropped
to 1.1163/h (compared to the nonconsolidated services).
Thus, we consider that the consolidation algorithm provides
acceptable results that optimized the application deployment
cost.

Following the process of service selection using our pro-
posed framework shows the feasibility and the effectiveness
of our approach in IaaS service selection.
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VII. CONCLUSION

The motivation of our research stems from the need
to assist users in selecting appropriate cloud infrastructure
services. Although the market growth provides economic
benefits to the users due to increased competition between
TaaS providers, the lack of similarity with respect to how
TaaS services are described and priced by different providers
makes the decision on the best option challenging. The
decision also needs to consider the user’s preferences over
different features. To raise this challenge, we proposed a new
hybrid approach based on MCDM and RS techniques that
transform the laaS services selection from an ad-hoc task
that involves manually reading the provider documentation
to a structured and guided process. By generalizing our
previous work [1], we take into consideration medium and
large application profiles, which cannot be fulfilled by a
single TaaS service. Thus, several services are recommended
to satisfy the user requirements. In order to to improve
the selected services’ utilization and optimize deployment
costs we introduce a consolidation method inspired from
the knapsack algorithm.

Although we believe that our approach leaves scope for
a range of enhancements, yet it provides suitable results.
The experimental evaluation conducted against typical RS
technique highlights the main benefits of the proposed
approach.

For our ongoing works, we are focusing on studying the
relation between the deployment entities of the user’s appli-
cation. In fact, the deployment of an application’s component
as independent deployment entities entails communications
between these entities. This communication may introduce
new networks requirements and add several constraints such
as data flow management.
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Abstract—Smart decision making is based on data combined
with analytics to improve decision-making. This paper examines
several application areas of smart cities, and related data
sources used for decision-making. Further, we present a review
of analytical techniques used in earlier studies. In many cases,
systems may make decisions on their own. Such autonomous
systems may play an essential role in the development of smart
cities. In other cases, the data can be combined with historical
data or other open data sources to play a role as the foundation
for decision-making. Our findings are presented as an analytical
framework, which will be used for further empirical studies into
this domain.
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I. INTRODUCTION

This article is an expanded version of an earlier conference
paper presented at ICDS 2018 [1], and offers an analytical
framework for smart or (intelligent) decision-making in the
context of smart cities. The framework is based on a review
of literature, white papers and news sources covering the
topic, as well as empirical data from a study on air quality
monitoring. The analytical framework shows areas in need of
further study and forms the basis for future research projects.

The analytical framework shows areas in need of further
study and as such forms a research agenda for (big) data
analysis in a smart city context. The target audience for this
work is mainly Information Systems (IS) researchers and
practitioners.

Smart decision-making uses a systematic approach to data
collection and applies logical decision-making techniques
instead of using intuition, generalizing from experience, or
trial and error.

“Smart cities” is a multifaceted concept and has been
defined in many different ways; more than 100 definitions of
smart cities have been analyzed by the International
Telecommunication Union (ITU)’s focus group on smart
sustainable cities [2][3]. The mandatory requirement for smart
cities is to improve quality of life and achieve sustainable
development (economic, social, and environmental) through
the use of Information and Communications Technology
(ICT) and intelligence [4]. Definitions emphasized the
technological aspect of a smart city as being "a

Rania El-Gazzar

Department of Business and Law
University of South-Eastern Norway
Kongsberg, Norway
e-mail: rania.el-gazzar@usn.no

technologically interconnected city" or Internet of Things
(IoT) using big data is promoted to achieve the efficiency and
intelligence in managing cities' resources [5][6].

A smart city is a city that is characterized as
“instrumented, interconnected, and intelligent” [7][8][9]. This
can be conceptualized as three layers, as shown in Figure 1.

These characteristics are enabled by the use of ICT, which
constitute the heart of a smart city [10]. The “instrumentation”
layer does data acquisition through sensor-based systems that
provide real-time data through sensors, meters, and cameras,
but also from social media and open data sources. The
instrumentation layer enables capturing and filtering data
from various sources for timely response. The inputs from the
instrumentation layer are integrated and transformed into
event-related information at the “interconnection” layer to
provide rich insights for decision-making. The
interconnection layer provides all forms of collaboration
among people, processes, and systems to enable a holistic
view supporting decision-making. At the “intelligence” layer,
business intelligence and analytics are applied to the
information provided by the interconnection layer and other
city-relevant data and, then, the analyzed information is
visualized to understand the city requirements and city
policies, hence, make informed decisions and take actions.
The intelligence layer is focused on deep discovery, analyses,
and forecasting. These three layers that build up the smartness
in a smart city are constructed by smart technology solutions
and ICT infrastructure, such as IoT, big data, and the Internet.

Intelligence layer

Interconnection layer

Instrumentation layer

Location Social
data media

Sensors Open data

sources

Figure 1. Three-layer model.
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Regarding the intelligence layer that is concerned with
decision-making, a review of studies on smart city and
decision-making resulted in nine articles. This indicates that
smart city and decision-making is an area that deserves further
investigation on how to make a significant impact from big
data [11].

In this article, we elaborate on smart or intelligent
decision-making in the context of smart cities. Smart decision-
making relies on data and analytics to make better decisions.
By using autonomous systems, the decisions can be
implemented in real time. Human intervention can be reduced
to oversee the decisions and take over if the system is
malfunctioning.

The primary focus of this article is on the instrumentation
and intelligence layers, and the data sources and analytical
techniques used for decision-making. The data is refined
through the interconnection layer and processed by the
intelligence layer to enable decision-making. The three-level
model provides a systematic approach to collecting facts and
applying logical decision-making techniques, instead of
generalizing from experience, intuition (guessing), or trial and
error.

The rest of the article is structured as follows: Section II
discusses methodology. Section III focuses on the
instrumentation layer, including identification of common
data sources. Section IV describes some selected smart city
application areas. Section V presents an overview of relevant
analytical techniques. Section VI presents our analytical
framework. Section VII contains our conclusion, some
limitations, and ideas for future work.

II. METHODOLOGY

The purpose of this article is to begin exploring how
common application areas of smart cities use, analyze and
visualize data. Data analysis and visualization are essential for
decision-making and intelligence in smart cities [7]-[9].
However, our literature review reveals little research in this
area.

Figure 2 shows how data is analyzed and visualized. The
analytics typically stores data for future use, e.g., for
predictions. The visualization is used for human decision-
making.

Location data

Social media data

Open data sources

Figure 2. From data to decisions.

Vizualization

Historic data

Thus, an analytical framework outlining the possible data
sources, analytical and visualization techniques could be a
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valuable contribution to decision-making, as well as for future
studies in this domain. Our research question for this study is
“Which data sources are applicable to the different
application areas of smart cities?” and “which analytical
techniques are available for analysis?”

Data collection was done through several iterations.
Initially, we planned on conducting this study as a pure
literature review. However, there are few studies in this area
so far. Using the Norwegian research library Oria (providing
access to EBSCO, IEEE, JSTOR, PROQUEST and SAGE),
we were only able to identify nine research papers (referenced
in Table I) using the search phrases “smart city” and
“decision-making” in the title. Thus, we had to rely on
additional data sources and conduct a document analysis of
industry white papers, as well as industry, technology and
regular news sources. In addition, we applied existing
empirical data from a previous study on air quality
monitoring.

This exploratory approach led us to three themes, which
we summarize in Section III, Table 1. Further, the examined
news sources and white papers identified nine application
areas of data analysis in smart cities; parking, speed
monitoring, public transport, traffic, environmental
monitoring, energy management, waste handling, crime
prevention, and home healthcare.

We conducted a second literature review round where we
examined analytical techniques (intelligence layer). There
were few, if any, studies explicitly combining smart cities and
in-depth description of analytical technique, so we expanded
our review and came up with 26 articles describing analytical
techniques and methods relevant for smart cities. There were
a lot more articles available, but the 26 we selected provides
an overview of the most common methods and techniques.
Snowballing from the reference lists of the articles revealed
additional relevant references. We applied combinations of
the following search phrases and keywords for the second
round: “Big data analysis, tools, “research methods”,
statistics, “data analytics”, “spatial data”. In addition to the
research papers, we have also examined additional web
sources (digital methods initiative, Github). In both rounds of
the literature review, we read the abstract and conclusions of
the papers in order to identify which papers were relevant. The
number of papers reported is what we were left with after this
process.

For analysis, we have applied literature, findings from the
air quality monitoring study, as well as data from industry to
map potential data sources for each of the nine categories.
This allowed us to create an initial framework of data sources
for the nine identified categories.

III. DATA FOR DECISION-MAKING

At the instrumentation layer, data for decision-making
may originate from many different sources. Laney [12]
defines big data as data having high volume, high velocity
and/or high variety. High volume refers to large amounts of
data-demanding both specialized storage and processing.
High velocity refers to streams of real-time data, e.g., from
sensor networks or large-scale transaction systems. Finally,

2019, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

28



high variety is about dealing with data from different sources
having different formats.

Big data may originate from sensors. Another important
source for big data is the world-wide-web. Web mining can be
used to retrieve unstructured data (text) related to everyday
events happening in a city. In this context social media, such
as Facebook and Twitter can provide information about
problems and citizen sentiments. Many government
organization and private companies offer open data sets online
that can be used for analysis and decision- making.

Marr [13] argues that the real value of big data is not in the
large volumes of data itself, but in the ability to analyze vast
and complex data sets beyond anything we could ever do
before. Due to recent advances in data analysis methods and
cloud computing, the threshold for using big data has
diminished.

A. Sensors

Sensors and sensor networks are essential for smart
decision-making. Sensors provide real-time information on a
wide range of areas, such as weather, traffic, air quality,
energy consumption, water consumption, and waste. Data
from sensor networks are structured and easy to process,
although different vendors and makers can introduce some
difficulty. According to Cambridge dictionary, the word
“sensor” means a device that is used to record that something
is present or that there are changes in something. IoT is an
infrastructure with interconnected units that may among other
things act as sensor platforms. Botterman [14] defines IoT as:

“A global network infrastructure, linking physical and
virtual objects, through the exploitation of data capture and
communication capabilities. This infrastructure includes
existing and evolving Internet and network developments. It
will offer specific object-identification, sensor and connection
capability as the basis for the development of independent
federated services and applications. These will be
characterized by a high degree of autonomous data capture,
event transfer, network connectivity and interoperability”.

(p.12).
B. Location data

Location data places an object in a specific position.
Location is important both for stationary and mobile objects.
For mobile objects, location data comes from the Global
Positioning System (GPS) or from triangulation of radio
signals, e.g., belonging to a mobile network.

C. Social media

Another possible data source for smart decision-making is
social media. Social media has been defined differently
among scholars [15]. However, we adopt the definition by
Kaplan and Haenlein [16]: “Internet-based applications that
build on the ideological and technological foundations of Web
2.0, and that allow the creation and exchange of User
Generated Content” (p.62).

Data retrieved from social media will mostly be
unstructured (text, images, video), but also structured meta-
data providing additional information, e.g., tags containing
author, content type, title, date/time and location.
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Unstructured data from social media may provide insight into
the perceptions and sentiments of smart city citizens.

D. Open Data Sources

Open data is data that can be freely used, reused and
redistributed by anyone - subject only, at most, to the
requirement to attribute and share alike. Open data has the
following characteristics [17]:

e Auvailability and access: The data must be available as a
whole and at no more than a reasonable reproduction cost,
preferably by downloading from the Internet. The data
must also be available in a convenient and modifiable
form.

e Reuse and redistribution: The data must be provided
under terms that permit reuse and redistribution.

e  Universal participation: Everyone must be able to use, re-
use and redistribute - there should be no discrimination
against fields of endeavor or against persons or groups.

e Interoperability: The ability to interoperate - or intermix
- different datasets (i.e., one piece of open material
contained therein can be freely intermixed with other
open materials).

E. Decision-making in Smart Cities

In the context of smart city, decision-making has been
given less attention in the literature; Google Scholar found
nine articles discussing decision-making in smart cities (See
Table I). The nine articles investigated various aspects of the
three layers described earlier.

Studies related to the interconnection layer have
highlighted various collaboration aspects that are important
for smart cities. Ojasalo and Tahtinen [18] proposed a model
of an open innovation platform for public sector decision-
making in a city. The authors identified three different kinds
of relationships that are present and partly interwoven in open
innovation platforms (i.e., governing, sparring, and
collaboration). The proposed model helps in organizing the
three types of relationships of an innovation platform with the
city’s decision-making and external actors, by combining
different decision-making cultures between the public and
private sector.

TABLE 1. MAPPING LITERATURE TO SMART CITY LAYERS

Interconnection Others
layer

X

Ref. Instrumentation
layer

Intelligence
layer
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X
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At the intelligence layer, Erdranta and Staffans [19]
discussed knowledge creation and situation awareness in
collaborative urban planning practice, and how digitalization
changes it. The authors argued that smart city planning is not
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only a data-driven superlinear scaling practice, but an
integrative and collaborative learning process facilitated by
face-to-face interaction, advanced analyses and visualizations
of available data, ongoing processes, and local history and
stories. The authors brought in collaboration at the
intelligence layer.

At the intelligence layer, Passe et al. [20] attempted to
understand human behavior and decision-making about the
built environment within an expanding range of spatial,
political, and cultural contexts. The authors emphasized the
importance of participation by a broad range of stakeholders
in making decisions for the future of smart cities. The authors
argued for the need to consider social dynamics in addition to
building-occupant interactions, which requires investigating
multiple scales and types of data to create new methodologies
for design and decision-making processes. This approach
moves data collection, analysis, design, and decision-making
away from hierarchical relationships and utilizes the expertise
of all stakeholders.

Also at the intelligence layer, Honarvar and Sami [21]
talked about the various sensors embedded in different places
of smart cities to monitor and collect data about the status of
cities. Mining such data to extract valuable knowledge creates
a challenge because various sources of data in smart cities are
big, independent, heterogeneous and no semantic is integrated
and annotated to them. The authors proposed an approach to
leverage linked open data and semantic web technologies,
data mining mechanisms, and big data processing platforms.

At the instrumentation layer, Khan et al. [22] emphasized
the role of citizen participation as an important data source for
social innovation and co-creating urban regeneration
proposals through innovative IT systems. Those IT systems
can use open government data, visualize urban proposals in
3D models and provide automated feedback on the feasibility
of the proposals. Using those IT systems as a communication
platform between citizens and city administrations offers an
integrated top-down and bottom-up urban planning and
decision-making approach to smart cities. In the same line,
Foucault and Moulier-Boutang [23] proposed a governance
model called “Smart City — organological”. The model
consists of an adaptive device built around differentiation of
smart sensors and tags to improve human decision-making.
The device is taking into account both “physical sensors” and
“economic and social sensors” to capture the explicit or
implicit needs.

At the level of the three layers, Nathali Silva et al. [24]
expressed concerns about the continuous growth of the
complex urban networks that is challenged by real-time data
processing and intelligent decision-making capabilities. The
authors proposed a smart city framework based on big data
analytics. The framework operates on three levels:
instrumentation layer (data generation and acquisition level),
interconnection layer (collecting heterogeneous data related to
city operations, data management and processing level), and
intelligence layer (filtering, analyzing, and storing data to
make decisions and events autonomously, and initiating
execution of the events corresponding to the received
decisions).
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Some other topics were studied in the literature, e.g., Gang
and Yang [25] studied design issues to improve the
intelligence layer of city emergency management. Kurniawan
et al. [26] investigated the development and optimization
possibilities of Makassar City smart operation room. The
authors used fuzzy multi-criteria decision-making to illustrate
the project priority rank and further to determine the
alternative optimal option in conducting the project.

IV. Application Areas

In order to understand more about data sources and
decision-making techniques, we have examined some
common application areas connected to smart cities which
were identified in the literature review (See Table II). The first
four areas are connected to transport:

e Smart parking

e  Speed monitoring

e  Smart public transport

e  Smart traffic
The rest of the application areas represent the broadness of the
smart city concept:

Environmental monitoring
Energy management
Waste handling

Crime prevention

Home healthcare

A. Smart Parking

Smart parking assists drivers to find a nearby parking spot.
The information provided to the driver can have many
different forms, from public displays placed next to roads to
mobile apps directing the driver to a free parking spot
[271[28][29].

Smart parking data is sensor based. Outdoor sensors may
be magnetic sensors located in capsules embedded in the
ground, detecting the presence of a car, or cameras detecting
if a parking spot if free or not. Indoor parking spots may
instead have infrared or ultrasound sensors to detect the
presence of cars.

Smart parking may also include payment solutions based
on mobile phone apps, use of SMS, or dedicated devices like
SmartPark™ [30]. The payment solutions may give the user
the opportunity to pay for time actually used instead for
paying for a fixed time period.

Smart parking sensor data provides information to city
planners and car park companies about the occupancy of
parking spots over time. The collected information can be
used for decision-making regarding the construction of new
parking sites, and to decide on pricing.

B. Vehicle Speed Monitoring

Vehicle speed monitoring warns drivers about their
driving speed. The idea is to make drivers slow down if they
are driving at excess speed. Speed monitoring units may be
stand-alone, but state-of-the-art units are connected to the
Internet and provide real-time information on driving habits
[31].
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Several technologies have been demonstrated for vehicle
speed monitoring including the use of cameras, RADAR,
LIDAR, and underground sensors [32]. A measurement
station is put in a fixed position, and excess speed is shown on
a display device.

Another approach is to install mandatory units in all
vehicles. The driver can then be alerted of excess speed
directly by the unit. Such units can also upload speed data
through some kind of network [32].

(Some GPS devices warn the driver about excess speed,
but such data are not relevant, since data are not uploaded for
use by traffic authorities.)

Vehicle speed monitoring data can be used by traffic
authorities and police to decide on traffic control locations.
Such data can also be used to implement speed reducing
measures, such as speed bumps or traffic lights, and even
control such measures in day-to-day operations.

C. Smart Public Transport

One essential measure to reduce environmental footprint
is to reduce car traffic, in particular the use of private cars.
Well-developed public transport infrastructure can be an
incentive to reduce traffic load. Car owners may also be
discouraged by the toll charges or congestion charges
implemented in many cities.

Smart public transport uses technology to provide public
transport users with a better user experience [33]. Use of
sensors and GPS technology can provide real-time data on
arrivals and departures of public transport vehicles.

Smart ticketing solutions may use smart cards or mobile
phones equipped with Near Field Communication (NFC) to
make ticketing more efficient from a user point of view [34].

Online route planners may help users choose the most
efficient route from one location to another location.

The data collected from smart public transport can be used
for real-time situation reports and may also be used by public
transport planners to adjust timetables, change routes, create
new routes, and adjust fares.

Social media may be mined to find citizen perceptions of
the public transport system.

D. Smart Traffic

Smart traffic is about using technology to ensure more
efficient traffic management. Traffic management may use
road lights and signs to optimize traffic flow in real time [35].
Commercial car navigation systems provide information on
fastest and shortest routes. Some navigation systems collect
information from other cars real time to detect bottlenecks and
provide alternative routes.

Data may come from sensors embedded in the roads. The
most common technique is to detect traffic density by
embedding coils under the road surface to pick up passing
cars. Alternatives are to use cameras or radar technology to
detect traffic.

Data may also come from the vehicles themselves, by
using radio transmissions or a cellular network [36].

The data collected may be used by the city-administration
for road-planning, adjusting intervals of traffic lights. Data
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can also be used by transport companies to decide on best
schedules for pick-ups and deliveries.

Mining social media may provide some information on
how citizens experience traffic situation.

E. Air Quality Monitoring

Monitoring air quality and other environmental
parameters are the important for decision-making. Some cities
are enforcing restrictions on traffic when pollution levels
reach a certain threshold [37].

In most cases, the air quality monitoring is done by fixed
monitoring stations located throughout the city, but may also
be done by mobile handheld units, or units installed in cars.

Measurements include gases: CO, COz, NOx, and dust
particles, normally 2,5 PM and 10 PM.

Collected data can be combined with other data sources,
e.g., meteorological data, to provide real-time situation reports
and make forecasts for future pollution levels. Data can be
visualized and be made available to the public. Such data is
particularly valuable for citizens with respiratory problems.

Social media may be mined to find citizen perceptions of
air quality.

F. Energy Management

Smart power grids contribute to better energy
management and reduced environmental footprint. An
essential part of the smart grid is smart meters. Smart meters
are devices that continuously measure the power consumption
of households and buildings. Household appliances can
communicate with the smart meter to schedule activities when
the load on the power grid is low. The smart meters also
communicate with energy management systems to optimize
energy consumption [38]. Buildings can also take part in
energy production through the use of solar panels and other
alternative energy sources.

Sensor data may be combined with location data and open
data sources to make forecasts. Social media data plays a
minor role in the context of energy management.

G. Waste Handling

Sorting waste materials for recycling has become common
practice. Garbage collection can be improved by only
collecting waste when necessary. “Intelligent” waste
containers can report their state of becoming full and get
included in the schedule of trucks collecting the waste
[39](40][41].

The recycling process itself can provide valuable data on
types and amounts.

Data from the waste collection process can be used to
decide on container size and pick-up patterns. Data may also
be made public to show timeliness and efficiency of the waste
handling, from garbage collection through recycling.

Social media data mining can be used to detect sentiments
about garbage collection.

H. Crime Prevention

Crime prevention is about allocating police resources to
areas most likely to get victims of crime, but also to find out
where to establish surveillance by video cameras and other
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means. Home or business security systems may discourage
criminals and prevent crimes from being committed.

Data used for crime prevention will mostly be formerly
reported crimes combined with open data sources, e.g.,
demographic data, property values, income levels of citizens,
street light coverage, etc. [42][43].

Social media may be mined to find indications of
unreported crimes.

1. Home Healthcare

Home health care is an important measure to enable
healthcare patients to live in their homes as an alternative to
nursing homes, and thereby reducing the burden on the
healthcare system. Technology is important for patients to feel
safe and to manage their health conditions. Safety alarms alert
healthcare personnel about emergencies including fall
detection. The safety alarm may have a built-in GPS device to
provide healthcare personnel with the current location of the
patient. Vanus et al. [44] describe how different sensors can
be used to detect daily living activities in smart home care.
Msbhali, Lemlouma, Moloney, and Magoni [45] made a survey
on health monitoring systems for use in homes. Smart
medicine dispensers can alert the patient to take medication,
and also notify healthcare personnel that medicine has been
retrieved from the dispenser [46]. Sensor platforms are also
used to monitor chronic diseases to make sure patients receive
proper care [47]. Sensors may detect changes in medical
conditions before the patients become aware of the change
themselves [48]. Such data are important to make home
healthcare smarter.

Open data may be used for planning purposes, e.g.,
statistics about the demography and increase of certain
medical conditions. Social media does not play any significant
role in home healthcare.

Table II summarizes the data sources applied in the
different studies mentioned above.

TABLE II. MAPPING APPLICATIONS TO DATA SOURCES
Data sources

Application Sensor data Location Open data Social
areas data media data
Smart X X - -
parking
Speed X X - -
monitoring
Smart X X - X
public
transport
Smart traffic X X - X
Air quality X X X X
monitoring
Energy X X X -
management
Waste X X - X
handling
Crime - X X X
prevention
Home X X X -
health care
X major data source
X minor data source
- not applicable
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V. ANALYTICAL TECHNOLOGIES, METHODS AND
TECHNIQUES

There are few research articles on big data in smart cities
that are explicit about the actual methods, technologies and
techniques being used for data analysis, so we had to rely on
more general themed big data analytics articles. In this
section, we provide an overview of these and attempt to link
methods with application areas. In an overview section such
as this, there is only room for a brief overview of each
individual technology and method. For in-depth descriptions,
we refer to the individual articles and papers referenced.

A. Technologies for storage and retrieval

Our literature review of big data analytical tools returned
a lot of hits covering not so much methods as technologies.
The reason for this is that big data requires somewhat different
approaches in terms of storage and retrieval. Large amounts
of data and the need for effective and selective filtering and
retrieval are some of the challenges these technologies attempt
to address [49]. For smaller data sets traditional techniques, or
combinations of new and old, are just as appropriate. For
example, software such as MS Excel can handle sheets of up
to 1 million rows [50], and SPSS remains a powerful tool for
statistical analysis.

Key technologies for big data include cloud computing,
distributed file systems and distributed programming
environments, as well as new database technologies such as
NoSQL and NewSQL [51]. Cloud computing and associated
technologies have the advantage of being scalable and
flexible, and No/NewSQL databases have more flexible data
structures and rules compared to traditional SQL databases,
allowing for easier filtering, storage and retrieval of data [52].
As big data is often un- or semi-structured, there is a need for
technologies that allow for redundancy and novel
combinations of data for exploration and analytical purposes
[53].

A typical package for big data analysis would include
Apache Hadoop, using a file system such as HDFS for
distributed storage, combined with a NoSQL database [54];
[55][56]. NoSQL databases can further be divided into (at
least) four categories [57]:

e  Key-value, where each value corresponds to a primary
key, offering a simple and powerful structure for handling
big data.

e  Bigtable or wide-column, a more structured approach
capable of handling large and complex data sets.

e Document, where entries as stored as documents rather
than relations, and

e  Graph, which stores information about nodes and their
relations.

Each category has different use cases, which are beyond
the scope of this section. Details can be found in the following
referenced papers: Apache HBase and Cassandra are a few
examples of popular Wide-column databases [58][59]. Oracle
Berkeley [60] is a popular key-value database, where a
previous iteration was involved in the first Bitcoin
implementation. Mongo DB is a popular document database,
where data is stored in documents rather than records,
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allowing for easily changing the data structure and varying the
fields recorded for each piece of data.. Users include Amazon
and Adobe [61]. Finally, Neo4J is an example of a graph
database, used for areas such as bioinformatics, recommender
systems and network graphs [62].

Distributed storage of data introduces some challenges
related to processing and retrieval of data, which is where the
map/reduce paradigm comes into play [63]. In short,
map/reduce provides a programming model which creates a
set of key-value pairs between records, regardless of where
they are located in the distributed file system.

When the core technologies (file system, storage,
database) are in place, the next layer is the analytical methods
and techniques applied to analyze data.

B. Analytical methods and techniques

The literature review shows that there are many analytical
methods in use, ranging from traditional statistical analysis to
a plethora of machine learning methods and algorithms. There
are also a few papers with a more critical perspective, warning
researchers to not become deterministic and blind for the
social construction of algorithms, but rather pay close
attention to ethics and approach data-driven methods with a
critical attitude and a thorough understanding of both domain
and context [64]. An on-going survey from the Universities in
Nottingham, Oxford and Edinburgh [65] is currently
examining this, presenting respondents with case studies
showing the outcome of different algorithms, and asking them
to reflect on these different outcomes. We suggest that
researchers from both academia and the private sector apply
the same ethical and critical perspective to big data analysis as
they would any other research project, and critically examine
the fit between research question/hypothesis and the method
being applied.

1) Statistical methods

Several papers combine Big data platforms with
traditional statistical analysis. A study of terrorist ideology
and attack type used a Hadoop platform to combine the global
terrorism big data set with Google news data about terrorist
attacks. The data was analyzed in SPSS using descriptive
statistics and correspondence analysis [66]. A similar
approach was applied to a study of electric vehicle customers
[67]. However, for data sets that are “true” big data, with
millions of cases, traditional statistical methods such as
correlation will often show significant results between
variables even where there is no real-life correlation, due to
the sheer volume of data [68].

While traditional statistical methods have been
successfully applied, several scholars point out that big data is
often recognized by being unstructured and difficult to
organize in variables such as we are used to from traditional
statistical methods. Thus, new methods have emerged, such as
sentiment, network, various link and content-based analytical
techniques, and of course machine learning [69]. The
remained of this section will provide an overview of some of
the most commonly used methods. An excellent place to start
could be the wiki of the Digital methods initiative [70], a
collection of methods for digital research run by a consortium
led by the University of Amsterdam.
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2) Text analytics and Sentiment analysis

Text analytics, or text mining, refers to a set of methods
for extracting and analyzing text-based content from news
media, social networks, e-mails, blogs etc. [69]. One example
using a set of text analytics methods is a study of hotel guest
experiences, where guest ratings were analyzed to extract
factors that were of particular importance to hotel guests [71].
Methods for text analytics include traditional content analysis
[72] or various forms of discourse analysis [73], counting
techniques such as word frequency, word count, word clouds
[71]. Sentiment analysis has become a popular method in
many areas such as politics [74][75], business and marketing
[76]. Sentiment analysis is a classification process where
words and phrases are classified as positive or negative in
order to analyze public opinion on various things such as
brands, political parties or current issues. Sentiment can be
classified using pre-coded lists of words and phrases or as
supervised machine learning [77].

3) Social network analysis

It is said that the Internet and social media has contributed
to our current age being called the network society, as more
and more of our lives can be seen as parts of a network [78].
Our Facebook and Twitter friends, LinkedIn contacts and the
websites we follow, connect ideas and opinions. Social
network analysis examines how information flows through a
complex network and allows us to visualize and analyze
networks by examining the connections and attributes of
connections between nodes [79]. The basic use of network
analysis is to identify patterns of interaction among the
participants in a network. Typical variables measured are:
Degree: The number of participants a given participant
interacts with, can be split into receiving (in-degree) and
sending (out-degree) messages. High degree levels indicate
strong networks and community. Centrality: How important a
participant is to the network. Measured as closeness (the
number of nodes between two participants), betweenness
(how each participant helps connect other participants), and
eigenvector (how well a participant is connected to other
active participants). Clustering: The degree to which a set of
participants form a group within the network. Density: The
proportion of actual vs. potential connections within the
network [80].

Social network analysis can for example be applied to
understand how information flows between actors, such as in
the study of disaster management after the Louisiana floods
[81], or combined with graph databases when creating
advanced recommender systems [82].

4) Spatial analysis

Combining data and location is a powerful analytical tool
that has been around for a long time. In Utah, data from health
records and environmental records were combined and used
to predict areas likely to see more cases of cancer [83]. A
similar study from Scotland combined geographical and
demographic data to examine mortality rates in different parts
of the country [84].

These and a range of similar studies rely on traditional
compiled registry data, which by itself is a powerful tool.
However, adding data sources such as sensors, data mining of
the Internet etc can improve the predictive power of these
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models, for example in fields such as epidemiology,

transportation, flooding and environment/climate studies.

Using sensors from cars to collect data along with traditional

registry data such as traffic congestion statistics, researchers

were able to create a detailed spatial distribution of Carbon
emissions in China [85]. Another study combined
geographical data with accident statistics, data from taxis,
public transport, and social media to create a predictive model
of traffic accident hotspots [86].
5) Machine learning

Artificial intelligence and machine learning are some of
the most talked about issues in current science. At its core,
machine learning involves creating software that improves
through experience, by being shown some examples which are
run through various algorithms, allowing the software to learn
“by itself” [87]. Machine learning is the preferred method for
development of software for computer vision, speech
recognition, natural language processing, robot control and
more, and has also become prevalent in sciences ranging from
biology to the social sciences [88], as big data is making
traditional methods more difficult.

At its core, machine learning consists of feeding data to a
piece of software and applying various algorithms (step-by-
step instructions) to make sense of the data [89]. There are
hundreds of techniques and even more algorithms for machine
learning, but all the different techniques can be categorized
into two categories: Supervised and unsupervised [89]. A
review of machine learning literature found 156 supervised
and 46 unsupervised algorithms tested in 121 different studies
[89].

Supervised machine learning involves feeding data to an
algorithm along with a set of labeled “training data” [90]. For
example, sentiment analysis could be conducted by manually
coding a data set and feeding this to an algorithm which would
then use the example data to continue coding more data. In
order to verify the model, several iterations of evaluation are
needed to calculate accuracy [90].

Supervised learning techniques include the following:

e  Regression: for calculating the relationships between
variables (several algorithms for big data regression).

e  Classification trees: Where variables are split into
multiple dimensions to form a tree structure.

o  FEnsemble learning/aggregation: Additional training
techniques to ensure the accuracy of tree models.

e  Support vector machines: Another method of
classification.

e Neural networks: Often used for learning purposes such
as speech recognition or social networks, Neural
networks are made up of nodes and connections receiving
and sending signals. Originally modeled on the human
brain, but has since branched out in many directions.

e Nearest neighbors: Used in pattern recognition,
regression and classification. For example, given the
length of petals for a set of flowers, the algorithm can
identify the different types of flower [89].

Unsupervised machine learning on the other hand, does
not involve any manual coding. Data is fed unlabeled to the
algorithm in order to make sense of it [89]. Some of the
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popular techniques include Clustering, where the purpose is
to find connections between variables. Clustering is a popular
technique in marketing and recommender systems, as it can
discover what people with a certain set of characteristics
typically buy or are interested in. Combining demographic
data, purchase data, interests, or text from the news articles we
read are typical data sources [91]. Another popular technique
is dimensionality reduction, where the objective is to reduce
the number of variables under consideration. For example,
sensor-based location data can come from a number of
different sources, with each source providing overlapping
information. Dimensionality reduction can help reduce the
number of variables into one “position” variable [92].

The methods reviewed in this section are summarized in
Table II1.

TABLE 11 ANALYTICAL METHODS AND APPLICATIONS
Method Techniques/application
Social network | Identify attributes, relations and networks (of networks)
analysis
Sentiment Identify negative/positive opinions related to a
analysis topic/case/issue
Spatial data Combine data and location to visualize where something
analysis happens/could happen
Statistical Find relations between variables
analysis
Machine Unsupervised Find connected variables. Reduce
learning techniques dimensions (variables) providing data
on the same thing.
Supervised Classification and regression
techniques (relations) between different variables.
Pattern recognition.

VI. ANALYTICAL FRAMEWORK

The purpose of our case studies is to examine data sources
and methods used to analyze data. Seven examples of smart
city applications show the importance of sensor data, but also
the opportunities for using open data sets combined with
sensor data to improve analysis and enable forecasting. Web
mining and social media have limited use in these cases, but
can be used to alert city administration about potential
problems and sentiments.

The crime prevention case does not rely on sensor data,
but on reports of crimes. Combining different open data sets
can provide better insight related to crime prevention. The
reported crimes can provide patterns, but combining data sets
may shed light on underlying factors, like property values,
incomes, absence of street lights and other factors.

In this study, we have examined mainly the
instrumentation and interconnection layers, finding a set of
data sources used in different smart city application areas, as
shown in Table II.

When we map these findings to the three layers in Table I,
we have the outline of an analytical framework as shown in
Figure 3. The resulting analytical framework may guide future
research efforts in the field.

Existing research and white papers provide examples of
how big data can be applied for decision making, but as our
framework shows, there is a need for both synthesizing
existing studies as well as conducting new empirical studies
to create a roadmap for decision-makers.
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Figure 3. Analytical framework.

This roadmap would list relevant data sources and
analytical techniques for different users and contexts. The
framework forms a possible foundation for future studies in
this area.

VIL

In this article, we used nine common application areas of
smart cities to explore their use of data. We examined relevant
data sources, and their use. Data collected from sensors are
very important for seven of the chosen application areas. Open
data is often a valuable supplement to collected data. In some
cases, location data are combined with other types of data.
Social media data mining may play a role to show user
perceptions and sentiments.

The collected data need to be processed and analyzed to
be useful for decision-making.

Data will often be used for automatic decision-making. In
eight of the chosen application areas, we found examples of
data used for automatic decision-making:

e  Smart parking: Automatic update of displays directing
drivers to available parking spots.

e Speed monitoring: Automatic regulation of traffic lights,
or even photographing speeding vehicle to issue a speed
ticket.

e Smart public transport: Automatic updates of screens
showing arrival and departure times.

e  Smart traffic: Automatic control of signs and traffic lights
to redirect traffic.

e  Air quality monitoring: Automatic alerts to citizens in the
areas, through signs or SMS service.

e Energy management: Automatic start of household
appliances, based on grid load.

e Waste handling: Automatic updates of garbage truck
schedules based on amount of garbage in each container.

e Home healthcare: Automatic requests for health care
personnel to look into changing medical situation for
patients living in their own homes.

For strategic and long-term decisions done by humans, the
results of the processing and analysis need to be visualized in
a meaningful way, e.g., through graphs, bar charts, pie charts
often combined with a map or even embedded in a Geographic
Information System (GIS) front-end.

CONCLUSION, LIMITATIONS AND FUTURE WORK

International Journal on Advances in Intelligent Systems, vol 12 no 1 & 2, year 2019, http.//www.iariajournals.org/intelligent_systems/

However, researchers analysts should be aware that
algorithms and methods are social constructions, and that the
choice of algorithm and method in some cases will influence
the outcome of research. Careful ethical and methodological
considerations should therefore be considered when planning
and implementing an analytics project.

This article studied application areas of smart cities and
methods for data analysis to examine use of (big) data. The
study is not exhaustive. We used example of application areas
from literature, but as “smart cities” have ambiguous
definitions, we may have overlooked some areas. Further, as
we had to start examining white papers from industry it is
likely we have missed interesting data from relevant sources
even after our rigorous search in the most well-known big
data/analytics companies.

A. Future research challenges

Finally, we would like to present some future research
challenges derived from this literature review of smart city
and data analytics.

Consolidation: Data analytics and smart cities are both
new and intertwined fields, with research coming from both
highly technical and (some) organizational fields. There are
few studies that combine a technical solution with a thorough
field test and case study. Thus, we argue there is a need for
consolidation of the field, in order to move it towards the
mainstream. City managers need off the shelf tools and simple
processes in order to make use of analytics.

Analytical methods: We have attempted to summarize
the analytical methods identified in literature in Table III.
However, further work is needed in order to classify these
methods for managers and the organizational level. Most of
the literature on these methods were written for a technical
audience, requiring skills that decision-makers may not have.

Application areas: The list of smart city application areas
was selected based on the literature review. There are many
other application areas, but the selected areas were considered
to provide good examples on both data sources and analytical
methods. Future work may include even more application
areas.

Actors and process: In our framework (Figure 3) we
include actors and process (including context) as factors. Few
of the studies included in this review address these in detail,
except brief mentions of the actors involved. As context is
important in technological implementations, there is a likely
need for more in-depth studies of how process and
actors/stakeholders influence/are influenced by, the analytical
process.

Finally, we intend to investigate further the use cases for
smart cities’ use of analytics and big data, so that we can
present a comprehensive model of possible combinations of
data sources, actors and contexts, and analytical techniques.

For practitioners and researchers with little technical
background, a handbook of methods, techniques and use cases
would be a valuable tool that could potentially improve and
simplify data analysis strategies and outcomes.
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