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Abstract—In this paper, we argue that the technology design 
needs to take a more holistic perspective, beyond opportunities 
offered by the technology development alone. This is especially 
important when developing technologies for complex contexts, 
such as healthcare, and for users who are at risk. Furthermore, 
we present a sense-making process, informed by tools and 
methods from social science, complex systems design and 
design thinking, and intended for human-computer interaction 
designers and researchers to broaden their understanding of 
entanglement of technology, users, and the design context. This 
is particularly important when working in a new application 
area, where one is not an expert. We illustrate our approach by 
exploring if and how digital tools could support youth with 
Myalgic Encephalomyelitis (ME), also known as a Chronic 
Fatigue Syndrome (CFS), to better cope with everyday 
challenges. Informed by previous research related to our field 
of inquiry, we combine ethnographic research, Actor-Network 
Theory adapted for design, and Giga-mapping (a complex 
systems design technique). We find that this combination of 
methods and techniques supports deeper reflections over the 
domain complexities, and makes it easier to avoid designing 
technologies for adolescents with ME/CFS that do not offer 
real support in day-to-day living.  

Keywords-complex systems; sense-making; ME/CFS; ANT; 
healthcare; design thinking. 

I.  INTRODUCTION 
This paper extends our previous work [1], presented at 

the eTELEMED 2016 (International Conference on eHealth, 
Telemedicine, and Social Medicine), on sense-making when 
designing new technologies for adolescents with ME/CFS.  

Increasing attention is given to diverse self-management 
applications and technologies that provide support to people 
with health challenges to improve or maintain the quality of 
everyday living, sustain active recovery processes or monitor 
relevant health data. However, the knowledge required to 
develop such applications successfully is often multi-
disciplinary. Thus, human-computer interaction (HCI) 
researchers and designers need to reach some level of insight 
into these other disciplinary perspectives to gain a holistic 
view of new design contexts, beyond the focus on 
technology alone.  

Healthcare related problems can often be labeled as 
wicked [2]–[4]. Wicked problems have been discussed by 

Rittel and Webber already in 1973 [5] but gained additional 
visibility and attention recently through design-driven 
approaches such as design thinking [6]. Wicked problems are 
incomplete, contradictory, changing and interdependent. 
Working with them is difficult since making changes in one 
area (e.g., making an app for monitoring health data) may 
affect other areas (e.g., how and with whom to share 
information when data shows risks), potentially causing even 
more challenges and making visible previously unidentified 
issues. Thus, isolating a problem and proceeding to find a 
solution for it is not the best way of dealing with problems in 
complex domains. Rather, untangling complexities and 
gaining a deeper understanding of the context, gives a 
possibility to identify underlying issues, patterns and good 
opportunities for a design that may lead to mitigation of the 
challenges that users, and others involved, meet (such as 
medical professional, patient organizations, parents, or 
teachers). Thus, the design of healthcare technologies that 
support users and are well situated in the use context requires 
a broader and deeper inquiry into the nature of problems and 
their relation to the situated design space [7].  

We describe our approach and discuss the initial sense-
making in complex domains, a process that enables this 
broader and deeper understanding of the context, and design 
options. Our approach is illustrated using the inquiry into the 
possibility of designing supportive technologies for 
adolescents with Myalgic Encephalomyelitis (ME), often 
referred to as the Chronic Fatigue Syndrome (CFS), or 
ME/CFS. Almost no research results were to be found on the 
design of new technologies made specifically for this user 
group. Without understanding challenges that these 
adolescents meet in their day-to-day life, it is not possible to 
envision technological solution(s), be it self-management 
tools, or other systems or services that could be useful in 
their everyday lives. We, thus, propose a framework for 
sense-making and finding opportunities to resolve issues that 
help untangle some of the complexity within a design 
context.  

In recent years, the increase of chronic diseases, in 
particular among youth, has been significant [8]. Among 
these diseases, ME/CFS has become a growing concern, not 
only for those suffering from it and their families, but also 
for the medical science, governmental health management, 
and society at large. Tweens and adolescents who are 
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affected by the illness would be, if healthy, considered to be 
willing adopters and users of technology [9]. However, even 
for their healthy peers, intensive use of technology may lead 
to negative health consequences [10]. Thus, for those with 
ME/CFS, it is crucial that technology does not introduce a 
new set of problems or worsens their health condition [11].  

From this perspective, we consider youth with ME/CFS 
to be a group of vulnerable users [12]. The vulnerability is to 
be understood as a set of risks that these adolescents are 
exposed to. Understanding these risks, and how to reduce or 
eliminate them, is a step towards understanding design and 
technology design spaces when considering designing for 
and with this user group.  

Furthermore, the understanding of the design space in 
complex contexts may require an understanding of several 
different fields pertinent to the context. Understandings can 
be at the micro-level (e.g., how a specific solution affects the 
user) and understandings at the macro-level (such as social, 
cultural and governmental influences on the design space). 
We have chosen Actor-Network Theory (ANT) as a tool that 
can help produce rich descriptions of the interrelated social 
and material processes at different levels [13][14], Giga-
mapping to represent and communicate our thinking about 
design, and finally, a firm focus on users and use. ANT is 
borrowed from Science and Technology Studies (STS) and 
Giga-mapping from System Oriented Design (S.O.D). In 
combination, for HCI researchers and designers, they offer a 
new tool for initial sense-making. We find that the approach 
helps develop and communicate insights efficiently, 
increases awareness of a broad range of issues and points to 
their interconnectedness. Finally, it engages HCI researchers 
in innovative and exploratory practices within an unfamiliar 
design context and enables critical reflection on own position 
and values. As a consequence, the process points in a more 
informed manner towards areas where prototyping is helpful, 
and when finishing prototypes to the extent that they can be 
used in real life use explorations is essential [15][16][17]. In 
this work, however, we focus only on how we gained 
insights and not on any specific solutions.  

The paper is structured as follows: the contextual 
background is covered in Section II, including relevant 
research findings on ME/CFS and technology design, and 
describing the methodology, methods, and tools (design 
thinking, ANT, and Giga-mapping). Our first expert session 
is described in Section III and analyzed, using ANT, in 
Section IV. Section V addresses the combined approach of 
ANT and Giga-mapping. Section VI describes the Giga-
mapping workshop. The second expert session is presented 
in VII. Section VIII  showcases the first realized technology 
design. The conclusion and the future work follow in Section 
IX. 

II. BACKGROUND 
Previously published research work is a usual starting 

place when exploring a new application domain. In the case 
addressed in this paper, some understanding from several 
disciplines is needed. First and foremost, design for 
adolescents, in particular, those with health challenges, is 
often outside the main research focus within the HCI. 

Designing for children is a well-established subfield of HCI, 
with developed tools, methods and methodologies. The work 
with adolescents has not attracted the same kind of attention. 
In the case presented in this paper, adolescents are exposed 
to numerous health and other risks and can be seen as a 
vulnerable user group. To understand risks that they are 
exposed to, grasping what it means to be an adolescent living 
with ME/CFS is crucial. Empathy [18], interviews, 
observations, and other methods may be used to gain insight 
into lives of adolescents with the illness. However, some 
familiarity with basic scientific results from current and 
published medical research on the condition is also 
necessary, even though it is outside of our main field of 
competence. The medical research results helped to identify 
a broad set of risks that adolescents with ME/CFS face, 
including isolation and stigma.  

We divide this section into four parts A) medical 
understanding of the condition and associated risks, B) 
review of previous research, focusing on technology for 
ME/CFS, C) design thinking and vulnerable users, D) 
pragmatic use of ANT and mapping in design. 

A. A medical understanding of adult and pediatric ME/ 
CFS and its effects: the challenging nature of the disease  
ME/CFS ME/CFS is a debilitating multisystem illness 

resulting in a plethora of symptoms that include severe 
physical and cognitive exhaustion, confusion, difficulties 
with memory, concentration, sensitivity to light and noise 
among others, see [19], [20]. What causes the illness remains 
an enigma, and the condition is presently researched on a 
broad scale, e.g., [21]. Many theories, ranging from viral 
infections to psychological stress have been proposed [19]. 
Some studies suggest that the immune system may be 
chronically active in people with CFS. This might relate to a 
theory that ME/CFS is caused by an abnormal reaction to 
common infectious agents. This theory could link ME/CFS 
to autoimmune diseases such as the Lyme disease and the 
Epstein-Barr virus. 

A review of thirty-four qualitative studies on ME/CFS, 
see [22], was done and the authors find that “For sufferers, 
illness development influenced identity, reductions in 
functioning, and coping. Physician-specific themes described 
lack of awareness about ME/CFS and recommended 
improvement in educational resources. Intersecting themes 
expressed issues with diagnosis creating tensions and fueling 
the stigmatization of ME/CFS”. Also, some research points 
in the direction where people with ME/CFS themselves help 
to perpetuate their condition. For example, Afari and 
Buchwald state that “current knowledge about chronic 
fatigue syndrome suggests that genetic, physiological, and 
psychological factors work together to predispose an 
individual to the condition and to precipitate and perpetuate 
the illness” and, further, that “sufferers’ perceptions, illness 
attributions, and coping skills may help to perpetuate the 
illness” [19, p. 230]. Such results, unless verified carefully, 
may lead to and perpetuate stigmatization. Other research, 
such as that of Geelen et al. [23], or Winger et al. [24], offers 
insight into personality issues relevant for understanding the 
youth with ME/CFS. 
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The treatment of those diagnosed with ME/CFS is highly 
individualized, frequently symptom-based, and includes both 
pharmacological [21] and behavioral approaches [25].  The 
most common form of help to those with illness in Norway 
[26] are self-management courses, offering guidance on how 
to stabilize the symptoms, find a balance between rest and 
activity, and adjust to living a life with ME. This is in line 
with the trend to promote self-management and to, wherever 
appropriate, foster patient participation in care, and 
especially so for people with chronic diseases [27]. Self-
management often involves the management of medical 
conditions, behavior, or emotions [28], [29]. For users with 
ME/CFS, self-management also includes the management of 
so-called energy modulation. A person with ME/CFS is 
considered to have a limited amount of energy available for 
use per day. If an activity takes too much energy, the overuse 
results in extra exhaustion over a period of time lasting from 
several hours to several days, leading to increased pain 
levels, sensitivity and overall aggravate the physical and 
cognitive condition. The problem is often that a person with 
ME/CFS do not know what amount of energy is required for 
an ordinary activity such as, for example, meeting a friend 
for a cup of coffee. Therefore, the energy modulation 
management is difficult. 

A user study carried out by the Norwegian ME/CFS 
association [20] found that 40% of people with ME/ CFS did 
not receive medical help with relieving symptoms caused by 
the illness. When asked what kind of help they would like to 
receive from the healthcare sector, they indicated 
professional assistance with sleep problems, stress 
management, stomach problems and the general pain relief. 

For children and youth with ME/CFS, the situation is 
additionally difficult because it is harder to make their voice 
on the matter heard:  

“Do children and adolescents suffer from ME/CFS? 
Simple common sense tells most parents, teachers and 
doctors that they do and often more severely than adults. Yet 
there remain a sizeable proportion of professionals in Health 
Care, Education and Social Services who are still prepared to 
ascribe the numerous, disabling but seemingly unconnected 
symptoms of this illness in young people to anorexia, 
depression, school phobia or dysfunctional family 
background. All are, at least, agreed that the illness presents 
a considerable economic, educational and social problem” 
[30]. 

Resonating with these findings, and in part, because the 
illness does not leave visible marks on a person, people with 
ME/CFS are often dismissed as suffering from psychological 
problems, or worse, stigmatized by general population [22].  

Those diagnosed with ME/CFS have to bear the medical 
uncertainty of what causes the disease and, as a consequence, 
the absence of an effective diagnostic test and treatment for 
the illness [31]. Furthermore, social and political 
uncertainties and risks are tied to the lack of medical 
understandings. 

The youth is affected by nearly the same rates as adults, 
from about the age of eleven [32]. For someone to be 
diagnosed with ME/CFS, the symptoms need to be present to 
such a degree that they clearly limit person’s ability to carry 

out ordinary daily activities [33]. Youth are classified into 
four groups: mild (approximately 50% reduction in pre-
illness activity level), moderate (mostly housebound), severe 
(mostly bedridden), or very severe (totally bedridden and in 
need of help with basic functions) [34].   

B. Previous research on ME/CFS in adolescence and 
technology 
As mentioned in the introduction, there is very little in 

the literature on supporting and assisting people with 
ME/CFS, including adolescents, using technology. People 
with ME/CFS, with their multiple challenges at the physical 
and cognitive level, coupled with reduced tolerance to light 
and noise, may not be the prime candidates for the use of 
screens for receiving information, whether the screens are on 
tablets, smartphones, or personal computers. Yet, all 
solutions that we could find in the previous research were 
screen based. While such solutions may be a good option for 
healthy adolescents, they have limitations for those with 
ME/CFS. Thus, before deciding on any new technological 
solutions for adolescents with ME/CFS, one needs to make 
sure that proposed solutions do not introduce new problems 
and health risks for their users.  

Previous research shows that social isolation and access 
to education are important challenges facing these 
adolescents. Several researchers explored solutions in these 
two directions, studying either the social media as means of 
reducing isolation, or platforms for education. General use of 
social media in medical care was described in [35], where 
authors have analyzed and synthesized 76 articles, 44 
websites, and 11 policies/reports and presented findings 
according to 10 different categories of social media such as 
blogs, microblogs, social networks, professional networks, 
thematic networks, wikis, sharing sites and others 
(represented by the Second Life). Findings, in particular, 
those related to the Second Life are relevant for adolescents 
with ME/CFS and have been taken further in the work of 
Best and Butler [36], [37].  The paper [37] describes how a 
virtual support center was constructed in the Second Life, 
featuring meeting areas, relaxation areas, library resources 
and a gallery of art by and for people with ME/CFS. 
However, the results of the investigation gave mixed 
conclusions, possibly reflecting the fact that certain level of 
mastery of the virtual environment was needed, and that was 
not possible for all users to accomplish. Also, the physical 
and cognitive condition of people with ME/CFS may affect 
their willingness to dedicate energy to learning about new 
virtual environments. The Second Life application provided 
information related to the condition and was aiming to 
address loneliness and social isolation. 

Considering the educational platforms for those with 
ME/CFS, the paper on e-learning, [38], can be pointed out as 
relevant. In this study, e-learning platforms were explored as 
an opportunity for children with ME/CFS to participate in 
classroom activities even though they are staying at home. 
As the authors state, this is especially relevant to Scotland, 
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where many live far away from schools. However, the access 
to school and educational materials is only the first hurdle in 
receiving regular education and does not address other 
problems that youth with ME/CFS often have. 

C. Design Thinking and Vulnerable users? 
 Design Thinking may be defined in many different 

ways. For example, it may be defined as a process that 
fosters innovative and creative thinking [39], or as an 
approach to mitigate complex problems through design [6], 
[40]. Design thinking is also often described as a user or 
human-centered process, resting on three pillars: empathy 
with the user, rapid prototyping and abductive thinking [39]. 
In [41], the authors engage in an important discussion on the 
role of design thinking in research and designerly practice, 
suggesting core concepts that include reflexive practice, 
meaning-making and designerly ways of knowing.  

We argue that in complex design contexts, sense-making 
is also essential. It is to be distinguished from meaning-
making, which has to do with design research, practice and 
designerly ways of knowing. Sense-making, as we use it, 
applies to the understanding of the context. It requires careful 
framing and setting of contextual boundaries, balancing the 
broadness and the depth of inquiries. Giga-mapping, [42], 
can be viewed as a tool for sense-making. As the name 
suggests, it allows for mapping and visualization of a variety 
of perspectives and concerns. The making of a Giga-map 
facilitates thinking and communication. By its large physical 
size, it invites participation and collective production of 
understandings regarding the design context. Furthermore, 
the context can be mapped out in layers (e.g., understandings 
on micro, mezzo, and macro levels), fostering further insight 
into inter-relatedness of problems. As discussed later in this 
paper, maps, including Giga-maps, are important actors in 
design networks. 

When a design context has users at risk in centrum, the 
term ‘vulnerable users’ is often used. In [11], authors argue 
that the term ‘vulnerable’ should not be seen as stigmatizing. 
Rather, it implies a set of risks that users are exposed to. 
When identified, these risks are helpful in defining design 
goals that aim to reduce or eliminate them. They further 
argue “the awareness of risks/vulnerabilities in a design 
situation may be helpful in designing better products for 
vulnerable people” [11, p. 3]. Thus, in design for and with 
vulnerable users, risks need to be recognized and mapped out 
already in the initial, sense-making processes, prior to 
engagement with any concrete design ideas. For example, 
adolescents suffering from ME/CFS often have limited 
ability to read from digital devices, or even just look at a 
smartphone or computer screen (due to the sensitivity to 
light). Thus, they may be at risk of not being able to use any 
screen-based solutions because of their illness symptoms.  

When working with vulnerable users, it is important to 
take into consideration ethical concerns as part of the 
reflection and meaning-making. Ideally, both the sense-
making and the design processes should include real users, in 

co-design setting. With vulnerable users, this may not always 
be possible.  Those speaking on their behalf must be able to 
represent them well, i.e., need to be able to convey their 
interests, challenges, and experiences. 

D. Pragmatic use of Actor-Network Theory and mapping 
 We propose pragmatic use of ANT to inspire analysis of 

design opportunities in the initial, sense-making phases of a 
design process. This aims at creating a holistic picture 
around adolescents with ME/CFS, communicated and 
represented by for example, a Giga-map. The process helps 
to explore opportunities for technology to offer support in 
their everyday lives. It also helps to imagine and discuss 
consequences of future technologies before they are made.  

ANT is traditionally deployed as a framework to gain 
knowledge about heterogeneous networks, consisting of 
diverse human and non-human actors. The inclusion of non-
human actors differentiates ANT from other social theories 
employed in information systems research. ANT focuses on 
both the social and the technical factors involved in the 
research case; all the social-technical elements are 
incorporated into networks of actors/actants. Therefore, ANT 
can also be used to theorize about digital artefacts. Latour 
describes the concept of networks: “Behind the actors, others 
appear; behind one set of intentions there are others; between 
the (variable) goals and the (variable) desires, intermediate 
goals and implications proliferate, and they all demand to be 
taken into account” [44, p. 100]. The social-technical focus 
implies analyzing both the visible (the technical/objects) and 
the invisible (the social) and then distinguishing the 
relationships between them. Those relationships can be both 
semiotic and material simultaneously. Combined, they 
constitute a network of actors that acts as a whole [45]. 
Tatnall and Gilding (2005) argue that ANT can be 
particularly useful for studies in areas that involve 
consideration of political and social issues in information 
systems. They further mention interface design, usability 
testing, and the use of distributed systems within 
organizations as examples of possible application areas [46].  

Currently, there is an increasing focus on how ANT 
could be fruitful in the collaborative design of digital 
artefacts [14], [47], [48]. Stuedahl and Smørdal state that 
“involving ANT concepts in co-design does help to frame 
co-design processes within the wider context and 
consequences of emerging knowledge development” [49, p. 
204]. A number of other researchers focused on ANT and 
design. For example, Schoffelen, in [50], is concerned with 
designing visualizations that make things public, to interest 
and engage people in participatory processes. Storni, in [14], 
explored how ANT can be used to offer an alternative 
perspective to co-designers, focusing on “a convention from 
Latour’s call for risky descriptions to a call to design things 
together” [14, p.167]. He further argues that ANT suggests 
three general turns to rethinking co-design and participatory 
design practices. The first turn addresses the question of 
what to design? It also involves the idea to first design actor 
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networks, and then look for ways to map them. He further 
describes the resulting maps as not only descriptive but also 
as supporting participation in the design process. The second 
turn concerns the question of how to co-design and suggests 
the idea of designing as actor-networking (in public). The 
last turn, described as epistemological, involves what Storni 
describes as “moving from the idea of the designer as a 
network prince to the idea of the designer as an agnostic 
Prometheus” [14, p. 167]. Storni suggests that making maps 
is a way towards holistic and democratic design. The maps 
are themselves actors in the network, drawing things together 
through visual problematization, and equally importantly, 
offering everyone engaged in the design process to add, 
transform, remove, critique or highlight its elements. 

III. THE FIRST EXPERT SESSION 
As mentioned in the introduction, this study is informed 

by previous research on ME/CFS, and it uses a combination 
of ethnographic methods, research results, and analysis 
inspired by ANT and Giga-mapping to tease out real 
problems and design opportunities related to assistive 
technologies for young people with ME/CFS.  

Regarding user research, we have organized a session 
with experts on ME/CFS. These experts have an in-depth 
knowledge of ME/CFS, also personally, or through their 
immediate family. They are in daily contact with children, 
youth, and adults with ME/CFS, and their families. 
Therefore, they have a broad, professional and personal 
knowledge of what it is to live with ME/CFS. These people 
came from 1) the Norwegian ME organization [26], 2) an 
organization that provides support to families of those with 
ME/CFS, 3) ME/CFS youth organization and 4) a medical 
doctor. The session lasted for close to three hours. A short 
part of the meeting was dedicated to getting to know what 
they do at the organizational level. The insights gained are 
incorporated in Fig. 1 and 2.  

The session was also used to discuss future technologies 
that could provide some support in everyday lives for those 
with ME/CFS. Given the aforementioned deep knowledge 
the group shared, many design opportunities for future 
technologies, as well as novel uses of existing technology, 
were considered. Some of the suggestions that do not exist 
today, were brought up. We present some opportunities for 
design below.  

The first opportunity was related to education, an 
important area for adolescents. It was an online e-learning 
solution with streamed lectures, accessible anytime. It was 
brought up that most young people with ME/CFS want to 
follow up on their studies, but they have to be able to take a 
break when needed. This addresses the need for a flexible 
educational system.  

The second one was an App designed with a critical 
design approach with a specific focus on how the energy 
levels are different for people with ME/CFS. The App could 
simulate the amount of energy needed for simple everyday 
tasks to reduce prejudice and increase general understanding 
of the illness.  

The third suggestion was another App that could be 
designed for self-management of the illness. The App could 
provide reminders to rest. It could also give short advice on 
things that have worked for others, which they could try to 
reduce illness symptoms. The App could also measure sound 
levels and give warnings when the levels are too high. Since 
exposure to high sound levels is known to increase illness 
symptoms, the App could also help visualize this, by 
showing sound measurements and giving reminders to use 
earplugs in spaces with high sound levels, e.g., when using 
public transportation. General personalized everyday 
reminders were also seen as valuable, as an increase in 
disease symptoms may lead to memory problems. 

The fourth suggestion was an electronic diary that could 
be used to register symptoms daily. The knowledge and 
awareness gained through daily activities and their effects on 
illness symptoms were seen as valuable. This diary could 
also be a tool to explain better the current health status to 
healthcare professionals and social workers. For this diary to 
be used in periods with increased illness symptoms, it would 
be of utmost importance that the self-rating process is simple 
to conduct.  

The fifth suggestion was related to wearable devices, 
such as the Fitbit. People with ME/CFS experienced the 
possibility of tracking activity, sleep patterns and energy 
expenditure as desirable. It was suggested that similar 
wearable technology, tailored to the needs of people with 
ME/CFS, could be valuable.  

The sixth suggestion is a Social technology specially 
designed for people with ME/CFS, to meet and seek support 
from other people with the illness. It was expressed that it 
was much easier for people with ME, in most social settings 
to connect in a meaningful way with other people that also 
have the illness. Within the ME community there is a strong 
sense of community, but for adolescents, new ways to 
connect with peers that also have the illness could be helpful.  
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Figure 1.  The first iteration of combined Giga-mapping/ANT. 
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Figure 2.  The new visualization of ANT/Giga-map. 

IV. ANT ANALYSIS OF THE EXPERT SESSION 
Instead of considering any one of the mentioned 

suggestions as an automatic lead toward a design, and in 
isolation from other factors that influence people living with 
ME/CFS, we performed an extensive analysis, focusing on 
all of our data collected from the session with experts. The 
identified actors and issues from the expert session were also 
compared to findings from the relevant research literature. At 
first, the traditional ANT analysis was applied, but then, a 
more pragmatic, design and technology-oriented approach 
was deployed, in line with papers such as [14] and [48]. The 
result is shown in Fig. 2. The image is a visual 
representation, a Giga-map, at the macro level. All the 
relations shown are necessary for the initial sense-making 
process and following technology introduction. Each relation 
explicitly or implicitly contributes to a discussion around 
technology that could, in some way, aid adolescents with 
ME/CFS. Three large associated areas of the network 
emerge, related to what we named Personal/Family, 
Educational and Governmental design spaces. At present, 
those spaces are not strongly connected, and connections 
within each one of them are sparse. As mentioned earlier, 
also in the literature, there were very few results from HCI 
research within the research domain found. 

In Fig. 1, a circle represents an actor and lines represent 
relations between actors. The number of actors shown is 
limited to the actors identified in the data analysis from the 
sense-making session with experts on ME/CFS. From an 
ANT perspective, all the relations presented in Fig. 1 is 
relevant to the development of the new technology. The 
actors in the case of research are characterized by their 
differences that affect the network. Actors in the network are 
both human (such as the ME/CFS sufferer, family members, 
hospital doctors and school teachers) and non-human (such 
as politics, prejudice, economics, and social media).This is 

called symmetry in ANT, where the non-human actors are 
integrated in the network in the same way as human actors.  
They all have a role in and influence on the network. These 
roles and influences are not predefined but continuously 
evolve. For example, a family member may consider himself 
or herself to be without prejudice in other situations, but in 
the network representing the youth with ME/CFS, they still 
can think that the adolescent is lazy rather than sick, and so 
contribute to maintaining the prejudice around the disease.  

A concept in ANT is material agency. Agency can be 
seen as the actors ‘capacity for influence’ or the ‘capacity for 
action’ within the network [51]. As mentioned, all the 
different enrolled actors have a role and some influence in 
the network. Agency can be important to consider in early 
sense-making processes. Firstly, for the new technology 
design to be successfully adopted by the user group. The 
technology has to have some level of agency to not become 
obsolete within the design space. Secondly, because the 
technology introduction and use over time will potentially 
influence the agency of other actors in the network. This can 
be especially important with a vulnerable user group were 
unintended harmful effects due to such changes in agency 
can be particularly damaging.  

The differences in patients’ illness symptoms will give 
different results for the individual affected by ME/CFS. The 
level of illness impact on personal health is highly 
fluctuating not only on a day-to-day basis but also from 
person to person. The patients and different people 
interacting with the patient are also heterogeneous actors. 
They bring their different personalities, competencies, and 
experiences into the network. The knowledge of how these 
cases are currently is crucial for successfully identifying a 
technological design opportunity and this knowledge is 
gained through the relation with the people with ME/CFS.  

Adolescents, various people that they interact with, as 
well as non-human entities also form several different 
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heterogeneous networks. This directly relates to the 
wickedness of problems related to defining technologies that 
aim to help youth to have a better life, given their illness. Not 
only do adolescents suffer from the condition to varying 
degrees, but their health changes from day to day and period-
wise as well. This changeability needs to be addressed as 
part of the sense-making. 

Furthermore, the analysis revealed two mediators. 
Mediators are entities that increase difference among actors 
and, thus, should be carefully studied [52]. The mediators 
that we have distinguished impact how our society currently 
faces people with ME/CFS. In Fig. 1, the actors in the 
network, the two mediators are marked with red circles. 
They are the Understanding of ME/CFS and Prejudice. The 
Understanding of ME/CFS is seen as a contributing factor 
that defines relations between those with ME/CFS and many 
other actors in the network. It influences, for example, how 
the social service caseworkers or physicians handle youth 
with ME/CFS. The Prejudice seeks to impose its version of 
reality on those with ME/CFS. Prejudice may determine 
what people perceive and in turn how they act towards 
people suffering from ME/CFS. As one person from our 
expert session said: “If one could only eliminate the burden 
of the shame that many people with ME/CFS live with and 
shift the focus to acceptance and to living their lives as best 
as possible, the quality of their lives would be so much 
better.” The red edges drawn in Fig. 1 between the 
Understanding of ME/CFS and other nodes are also relevant 
for Prejudice as an actor in the network. However, the two 
are co-dependent: as the knowledge about, and 
understanding of, the ME/CFS increase, prejudice decreases. 

The various actors have different roles and tasks, which 
are not predefined but evolved and given on the specific 
network of actors. In this network, the policies of 
governmental social services might result in rejection when 
the patient applies for governmental work assessment 
allowance, but with a patient with a different disease, this 
might be granted. This way the policies of governmental 
social services (which are the same for both patients) have a 
different impact on the lives of patients based on their 
diagnosis. The governmental social services caseworker 
might also have different predefined perceptions of ME/CFS 
compared to other diseases such as cancer. Another 
caseworker might have an entirely different perception of 
ME/CFS patients, which influence their judgment of the 
patient's need for governmental work assessment allowance. 

The role and agency of the parent with a child diagnosed 
with ME/CFS changes based on the magnitude of their 
disease symptoms. For some, the disease debilitates the child 
from performing everyday tasks or staying in touch with 
friends. The parent could then take responsibility for some of 
these tasks, altering the parent-child relationship and their 
agency as a parent. The focus can shift from giving the child 
independence to a focus on the child as completely 
dependent on care from the parent. The delegation of tasks 
could cause the parent to go from not interfering in their 
child’s social life to actively mediating their social 
interactions with friends by acting on behalf of their child. 

Currently, the ME/CFS patients have to comply with the 
diagnostic criteria that apply to be diagnosed with ME/CFS. 
They also have to comply with policies of the State 
Educational Loan Fund and Governmental Social Services, 
to receive student loans or social benefits. These policies 
could be seen as a program of action, which the ME/CFS 
patients have to adhere to. These programs of actions are 
based on strong inscriptions. Therefore, it is not easy for 
ME/CFS patients to oppose these policies. This creates a big 
conflict in the network since the policies demand that one 
cannot study (not even part-time) and receives financial 
support from governmental social services. This is 
problematic for ME/CFS patients based on how their disease 
symptoms vary on a day-to-day basis. Young people with 
ME/CFS could often study if it were possible to do it at their 
pace. This should be provided without having severe 
economic consequences for the ME/CFS sufferer, and they 
should not have to deal with losing their student rights, such 
as they would today. Now people with ME/CFS encounter 
many roadblocks when trying to finalize their education. 
Therefore, there is a lack of alignment between the interests 
of those with ME/CFS and Governmental Social Services/ 
The State Educational Loan Fund. This lack is also visible in 
the current dire need for more medical research, treatment 
options and education of the general public to improve the 
general knowledge about the ME/CFS disease. Alignment 
means that the actors more or less share the same goals and 
motives. 

To achieve stability, there has to be a process of 
compromising the interests of the welfare system and the 
ME/CFS patients. To make the network stable and aligned 
the result from the translation need to be agreed upon by all 
the actors. To increase knowledge about the disease might be 
an important step to remove some of the prejudice and these 
brick walls ME/CFS patients encounter in our society and to 
achieve alignments of the actors in the network. Further 
alignment could be archived by changing the policies of 
Governmental Social Services and providing flexibility and 
tailored solutions that better comply with the nature of the 
ME/CFS disease. 

V. ANT AND GIGA-MAPPING 
In the previous section, the research case is addressed by 

focusing on developing actor networks. The network 
describes divisive issues, the political and social dimensions. 
This is described by Storni (2015) as a part of the first turn in 
using ANT in design processes. The second part of this first 
turn is to look for ways to make these designed actor 
networks visible. Giga-mapping is an often used approach to 
making things visible in design processes, drawing upon 
design skills like making visual descriptions that foster 
communication and visual thinking. Giga-mapping is also a 
designerly way of dealing with super-complexity, which is 
highly relevant to our research case and its wicked problems. 
We argue that ANT and Giga-mapping complimented each 
other’s strengths and weaknesses and used combined; it 
provides a powerful tool in sense-making processes. All 
relations among actors are significant for the initial sense-
making process. This fits well with the Giga-mapping 
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approach since it requires that the map includes everything, 
without ordering or giving personal meanings to the different 
elements involved. All the actors, explicitly or implicitly, 
contribute to the discussion around technology that could aid 
adolescents suffering from ME/CFS. ANT, on the other 
hand, was used as a lens to make connections and to group 
the different actors involved in important design spaces. 
Jointly, ANT and Giga-mapping provide a tool for critical 
reflection in the early sense-making phase of trying to 
understand adolescents with ME, and the situated design 
space related to technology that could be useful in their lives. 
In this research we, therefore, started by designing actor 
networks, then we used Giga-mapping to make these 
networks visible. The numerous challenges related to 
ME/CFS are not easy to solve and clearly relate to the main 
characteristics of wicked problems. We have proposed a 
holistic approach to sense-making when considering 
technology design for adolescents with ME/CFS. Using a 
literature review, a sense-making session with experts, ANT, 
and Giga-mapping, we gained insight into what ME/CFS is, 
developed the empathy with youth suffering from it. ANT 
provided rich descriptions of the complex design context and 
Giga-mapping visual representations of relations that 
emerged as relevant. They also helped to define possible 
areas of interest for design (Personal/family, Educational and 
Governmental). The outcome shows that our analysis aligns 
with a few studies from the literature that we have described: 
education and social arena are important. We initially found 
the Governmental space not as readily available to us as 
researchers/designers. However, one possible early design 
focus could be on increasing the general populations’ 
knowledge about illness, thus helping to reduce prejudice 
and stigmatization. Based on our initial sense-making 
process, we argued for a focus on the Educational design 
space, both based on the current and future importance for 
the youth with ME/CFS and based on how the other children 
in their class can learn about ME/CFS. As mentioned, 
knowledge about ME/CFS is of utmost importance to reduce 
prejudices. 

The developed Giga-map served three proposes for our 
research process. These relate to the questions of what to 
design? Who should be involved and aware of important 
issues? How should knowledge be developed and 
documented? Firstly, it helped us to increase our 
understanding of the design case and what to design for these 
users. Secondly, we also wanted to use the developed Giga-
map as a design artifact that supports participation in the 
design of new technologies for youth suffering from 
ME/CFS. As mentioned, there is also limited previous 
research on technology design for ME/CFS sufferers; 
technology interventions have to be aware of and sensitive 
towards the manifestation of the ME/CFS illness and the 
attached political and social issues. Again, addressing the 
wickedness of the problem, the many challenges related to 
ME/CFS are not easy to fix and cannot be solved by any one 
single technological ‘solution.’ Instead, we focus on 
generating awareness within the community and the field of 
design by making things public through the Giga-map aiding 
to inform policy-makers and designers concerning youth 

suffering from ME/CFS. Using design as a powerful tool to 
make concerns about co-habitation and democracy visible. 
Fostering participation from relevant communities could 
prove to be the best way to address the wickedness of the 
problem. Thirdly, we want to use the initially developed map 
together with new Giga-maps and thick descriptions from the 
ANT analysis and our qualitative research, as a way of 
documenting design processes and technology developments 
addressing wicked problems.   

 

 
Figure 3.  The Giga-map workshop. 

VI. THE GIGA-MAPPING WORKSHOP 
For the developed Giga-map to function as a means to 

document the pre-technology introduction design context, 
and in such a way that it could help other designers or 
researchers gain the knowledge we acquired through our 
sense-making process. It is imperative that the map is to be 
understood by others that do not necessarily possess prior 
knowledge about the design context. In fact, it is a question 
whether the Giga-map can be fully understood by other 
people than the ones who created them. To gain more 
perspectives on the design context and how others perceive 
our initial mapping of the design context we conducted a 
workshop, with four participants in addition to the 
researchers. It was immediately found that our map did not 
transfer the information to others that we had incorporated 
into the map. While as stated the map was useful for us in 
our initial sense-making, when we were trying to grasp and 
gain an understanding of the wicked problems in our 
research and design context, they were not successful as 
carriers of that knowledge to others. Keeping in mind that 
the Giga-map technique is not intended to ‘tame’ problems 
or be arranged or structured in a way that simplifies or in 
other ways bias the interpretation of reality. The rest of the 
workshop was used to explore how to make improvements. 

We found that instead of showing the actors on our map 
by text and circles, it is much better to use icons or 
illustrations when possible. It was also stated that when 
trying to identify technology design opportunities the service 
lens from Design thinking could prove to be fruitful. In our 
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next iteration of the Giga-map, we actively used these two 
findings. 

 

  
Figure 4.  The robot from our first technology design case.  

VII. THE SECOND EXPERT SESSION 
To validate the identified concepts and topics that should 

be included in the Giga-map, we performed a second expert 
session. The participants were the same as those who 
participated in the first session, except that the ME youth 
organization had a different representative participate in this 
second session. In this session, all the issues and concepts 
identified in the first expert session were made into cards 
inspired by [53][54][55]. The participants then sorted the 
cards and discussed the topics displayed on the cards. Even 
though we did validate that the most critical issues were 
included, we found the number of cards, the combined visual 
information, and the card sorting techniques to not fit well 
with the user group and the cognitive illness symptoms, 
mainly problems with memory and thought. To continue 
with the session, we had to start showing only one card at a 
time that was then discussed. This way we validated the 
importance of the identified topics. To get the participants to 
make an overall structure of all the cards that made sense 
regarding placement on the Giga-map was on the other hand 
not possible. We did, however, get much more information 
about the different topics and how they were relevant in their 
everyday living and life with the ME/CFS illness in general. 
The cards that especially generated much data in the 

interview was Governmental Social services, Private 
finances, Politics, Stigmatization, friends, ME support 
community, School, transportation, Education, Illness 
perception and knowledge in society, Everyday life 
activities, illness symptoms, energy modulation. The data 
collected were photographs, observation notes regarding the 
card-sorting method, and detailed notes recording the 
participant’s answers made by two of the facilitators.   

VIII. THE FIRST TECHNOLOGY DESIGN CASE 
Our first technology design case focused on youth with 

ME/CFS, builds on all the insights from the initial sense-
making process. The case involves the use of a little robot 
avatar to physically represents a child at school, giving a sick 
housebound child a view of the classroom in a non-
demanding way, through the remote use of the robot 
supported by an iPad or smartphone app. This design 
possibility is being explored through collaboration with a 
start-up company called ‘No Isolation,' who developed a 
robot avatar in parallel with our research on ME/CFS. The 
robot avatar aims to combat the harmful social isolation, 
which many young people experience due to illnesses or 
physical injuries. The youth with ME/CFS is a separate case 
of the research on the usefulness of the robot and its impact 
on children’s lives. The hope was that the robot would prove 
to be a tool enabling them to fulfill their education, reduce 
their exposure to social isolation from their peers and, thus, 
give them a better starting point for their adult lives. 

 

 
Figure 5.  The robot from our first technology design case.  

For a more thorough description of this study and our 
findings see [16]. The study involves nine participants that 
have used their own robot avatar placed in their homes and 
schools as part of our research. All participants except one 
that had an illness recovery are at the time of writing this 
article still using the robot avatar in its final commercial 
version. One finding from the robot avatar study is how 
beneficial the flexibility of instant access to the classroom is 
for youth with ME/CFS. A user having a day or even just an 
hour with decreased illness symptoms could spontaneously 
login and get some teaching and reduce their exposure to 
social isolation that day. This result relates to the finding in 
the first expert session of how education has to provide 
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flexibility and that it is an advantage if the student with 
ME/CFS do not have to use energy on transportation to get 
access to classroom teaching. The flexibility of instant 
classroom access, illness accommodations to better fit with 
the energy modulation and the social benefits also is 
connected to the Educational design space and 
Personal/Family design space as shown in Fig. 2.  However, 
this benefit also comes with a challenge related to the energy 
modulation, with a perfect balance between use and rest the 
technology could work in sync with the challenging nature of 
the energy modulation attached to the ME/CFS illness. There 
is, however, issues related to potential overuse and negative 
impact on illness symptoms. This mentioned possibility of a 
worsening of illness symptoms is one possible unintended 
harmful consequence of the technology introduction. 
Another unintended consequence could be if the users were 
pressured by others to overuse or if resources used to provide 
special education was withdrawn, a resource that was 
reported as successful for the youth with ME/CFS that has 
home tuition tailored to their educational needs. If such 
support were removed as feared by some parents in our 
study, the technology introduction would result in providing 
the users with a poorer educational offer. This is an example 
of how the technology introduction also affects the 
Governmental design space. Another example of how the 
Governmental design space is relevant for the robot avatar is 
that the Norwegian law was not formulated with the robot in 
mind. Thus, the placement and use of the robot in the 
classroom received many legal concerns, problems, and 
questions. Therefore, In December 2016 the Ministry of 
Education started working on addressing some of the issues 
surrounding the use of the robot avatars. They examined 
what the law says about the use and how to relate to it 
[56][57]. Furthermore, this effect also illustrates the robot 
avatars material agency, through the relations to other actors, 
the robot avatar has a capacity for action and influence on 
the network. 

That politicians are supporting access to the technology 
for everyone, is crucial in providing the technology to 
families with low-incomes or parents that have reduced 
incomes since they are providing care for their loved ones 
suffering from ME/CFS. If the cost of the robot and its use is 
too high, it could result in increased class differences 
between families of low and high income. We observe that 
some parents and physicians of the users in our study, have 
taken the initiative and contacted the media and politicians to 
support access to the technology for others. A new actor in 
the network is the commercial startup company developing 
the robot. Being part of a business, they have to maintain 
high enough unit price for the robots not to go bankrupt. 
Therefore, there is a negotiation between the needs of the 
families of ME/CFS sufferers, which need the price low 
enough so that the technology is accessible to everyone that 
needs it and the company that needs profit to stay viable. 
This negotiation of the cost also involves the possibility of 
politicians making the robot available through the welfare 
system in Norway. As mentioned there are current efforts 
done to convince the politicians to take action and include 
the robot in our welfare system. These efforts come from 

people within ME organizations, a user’s pediatric physician, 
teachers, and parents.  

    Regarding the stigmatization of people with ME/CFS, 
we have not gotten any reports from our users stating that 
these robots were perceived as stigmatizing to use or own, 
more specifically they were reported by peers as cool or 
neutral. For people within the ME/CFS community, it was 
perceived as particularly positive that youth suffering from 
ME/CFS was included in the study, in the same way as 
children suffering from less stigmatized illnesses like cancer. 
Seeing how popular the company has become for young 
people, how the study puts focus on the importance of 
providing technology support for young people with 
ME/CFS, could help increase the understanding of ME/CFS 
in our society. 

To sum up, for the technology introduction to be 
successful for the users, it is critical that other actors are 
enrolled like teachers, parents, and politicians. Keeping the 
energy modulation in mind and together with the users, they 
all have to contribute to providing a successful technology 
introduction outcome. Our case illustrates how a technology 
seen, as a new actor in the network, becomes a catalyst of 
change affecting many of the actors in the pre-established 
network, changing roles and introduce new actors. The 
technology aims to mainly focus on providing users with 
access to education and reduce social isolation from their 
peers. A deeper more thorough ANT inspired analysis 
uncovers how the introduction of this technology sparks and 
in some cases demands changes, affecting many more of the 
actors in the network than intended by the technology 
development initially targeting the Educational design space. 
In fact, we saw that the robot avatar has a strong presence in 
all the design spaces displayed in our Giga-map.  

The process of developing the Giga-map supported by 
ANT resulted in a productive process where our 
understanding of the design context was simultaneously 
enriched. During our first technology introduction in this 
design contest, the developed map provided the recognition 
of invisible issues and possible problems that should be 
addressed in the redesign of the robot or the adopted 
strategies for use. The awareness of matters such as a low 
understanding of the illness or possible issues related to 
stigmatization. Served as a constant reminder to ask difficult 
questions during research and when envisioning further use. 
Both concerns are in nature human and all humans involved 
could be possible carriers of attitudes or wrongful 
understanding of ME/CFS that could result in robot users 
being stigmatized or to get worse if the energy modulation is 
not attended to. Essential questions then became what power 
does the various human actors in the design context have 
about the user or the use of the robot? How could the robot 
or the interaction be designed to lower the chance of such ill 
effects?  

IX. CONCLUSION 
We have argued that sense-making is a crucial step in 

understanding complex design domains in HCI, as 
exemplified by the task of identifying technology design 
opportunities aimed to support everyday life of adolescents 



11

International Journal on Advances in Intelligent Systems, vol 11 no 1 & 2, year 2018, http://www.iariajournals.org/intelligent_systems/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

with ME/CFS. Published research results and ethnographic 
methods were used to understand risks associated with 
having ME/CFS. ANT and Giga-mapping were used to 
analyze and visualize input from sessions with experts. The 
ANT analysis primarily made us aware of the problems 
related to the low level of knowledge about ME/CFS in our 
society, and how those having the illness risk stigmatization. 
It became clear that numerous problems adolescents with 
ME/CFS face in our society cannot be solved by one 
technological ‘solution,’ but instead have to be addressed in 
a holistic way, by several actors including families, schools, 
peers, politicians, health-care providers, and research 
communities and others. The use of Giga-mapping helped to 
visualize all these crucial actors, including the authors, and 
relations among them. The utilization of rich descriptions 
and Giga-maps throughout the design process is also a way 
of annotating, documenting, reflecting on and sharing of 
divisive concerns and lessons learned. As this is a messy and 
unstructured process, we need to mention that the 
communicative value of Giga-maps that we produce to 
others than ourselves, is very low. The map had to be 
visually re-interpreted to make essential issues from the 
sense-making analysis approach visible (understandable) for 
the HCI research community. We, therefore, encourage some 
testing of the visual representation to make sure that it 
conveys the information as intended. 

Our analysis uncovered three main design spaces relevant 
to our research case: educational, government and 
Personal/Family. While there are many different relations 
between actors within these spaces, and different levels of 
granularity that can be represented, when it comes to 
technological solutions these seem to be rather well 
separated, indicating many opportunities and challenges 
when working on boundaries between them. Further, we 
argue that these design spaces can aid in framing how 
potential new research projects, design concepts or 
technology artifacts relate to issues within the situated design 
space.  

We believe that the approach, as presented in this paper, 
successfully combined methods and techniques that can 
guide HCI designers and researchers to conduct a broad 
inquiry and sense-making for new, complex design domains, 
where it is not easy to find solutions that work for all.  
Instead, the approach offers a way to gain a profound and 
vital understanding of the problem space. 
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Abstract—Smart platforms for the integration of sensor and actor
networks require collecting, analysing and evaluating data. Our
research project WINNER aims to integrate systems which cover
electromobility, energy consumption within residential areas,
local energy production, e. g., with photovoltaic systems, and
storages for local smart grids. WINNER wants to use such a
platform to optimise the energy consumption. Every actor within
a residential area has to be considered, and integration into
a centralised data stream process is necessary. As a non-hard
real-time system, the platform has to solve enterprise application
integration problems, looking at complex event processing and
knowledge discovery in data. This paper targets to analyse
possible architectural backbone technologies. Out of a wide
range of potential technologies Node-RED, Apache NiFi and
Apache Camel are selected and compared. Those technologies
with a diverse field of application are used to implement a
comparable test setup. Furthermore, they are analysed through
their characteristics of processing, execution, usability and
simplicity. As measured, Node-RED, Apache Camel and Apache
NiFi indicate stable and fast message processing, especially in the
case of raising message throughput. Node-RED surprises with
constant memory and CPU loads and seems to be an exciting
option in rapid prototyping.

Keywords–System Architecture; Stream Processing; Message
Routing; Complex Event Processing; Renewable Energy; Smart
Grid.

I. INTRODUCTION

Local energy networks in modern residential areas are used by
additional installations such as charging stations for electric
vehicles, local energy production (e.g. with photovoltaic
systems) and energy storage systems. The installations could
operate independently and contribute. However, an increase in
efficiency would be conceivable if those installations worked
in a coordinated manner. An integration platform required for
this could collect and process information from all installations
and influence an entire system to operate an optimised
overall setup. Our research project “Wohnungswirtschaftlich
integrierte netzneutrale Elektromobilitat in Quartier und
Region” (WINNER) [2] aims to integrate such systems and
wants to use such a platform to optimise the local energy
consumption.

Therefore, three main tasks have to be considered and
brought together by our so-called WINNER DataLab (WDL).
At first, we collect all the produced data and store them in
a meaningful way. After that, potentials have to be found,

e. g., correlating weather forecasts, electricity consumption,
specific time information, and the usage characteristic of
electric vehicles (EVs) to optimise external energy purchase for
charging batteries. In the end, we have to optimise operation.
So we could control and accumulate electric energy locally or
supply it to the grid. Maybe it is superior or necessary to get
energy from another grid operator, e. g., in case of too less
output of the local energy production.

The facts as mentioned earlier imply an information
flow managed by data streams. These must be routed and
checked for mistakes. Beyond various data sources have to
be integrated, like Representational State Transfer (REST)
interfaces based on Hypertext Transfer Protocol (HTTP) or
mail services, as well as other proprietary transport and
communication protocols.

According to backbone technologies, we have to discuss
the potentials of tools made for message routing and analysing
within the WDL. We focus on event-based approaches and easy
integration of external components. In the end, we ask for a
tool that offers the possibility of routing messages and analysis
of the contained data without dropping information. For the
decision-making process, a unified prototype was realised in
a selection of possible tools, compared and considered under
load. This publication summarises our decision process. We
want to explicitly outline, that our aim is not to benchmark the
preselected tools in detail. We want to observe the memory
usage development as well as the CPU consumption of the
tools while processing an increasing amount of messages. So,
we can get an idea of the behaviour of the message processing
systems.

In Section II, related work about terms and projects related
to our approach are discussed. Section III presents the level 0
view of our WDL, and the following Section IV lists the
requirements we impose on this system. As a result of that,
a short overview of possible tools is presented in Section V.
Furthermore, three tools are used to implement and compare a
uniform task in Section VI and analysed them in Section VII
by using measurement values of latency, memory consumption
and CPU load. Finally, we discuss the results in Section VIII.

II. TERMS AND RELATED WORK

The WDL seems to be far away from traditional database
management systems. The WDL should be usable as a
platform for data scientists for mining knowledge as well as a
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platform to attach analyses for already known behaviours and
relationships directly on data streams. Furthermore, the WDL
should consume data from different kinds of systems as well
as produce data to optimise the usage of those systems.

Connecting various types of applications by using their
provided data and processes belongs to the term of
enterprise application integration (EAI) [3, P. 3]. Within the
area of application integration terms like message-oriented
middleware (MOM) and service-oriented architecture (SOA),
as well as enterprise service bus (ESB), describe how to
challenge those use cases [4, S. 1][5]. As a traditional
approach, MOM describes how to use asynchronous messages
to decouple applications based on messaging systems
[5]. SOA, on the other hand, represents an architectural
concept where applications publish their precisely defined
functionalities within reusable services [5]. Finally, ESB draws
an open standard, which merges those ideas and defines a
distributed architecture used to integrate applications. The
architecture itself describes calls and distribution of messages
between integrated applications [5].

Within the scope of EAI, the enterprise integration patterns
(EIPs) are the base of tools to solve integration problems. The
EIPs describe a set of reusable patterns without a particular
technology reference. Base concepts within these patterns are
the usage of “routing” and “messages” [6].

Beside the application integration itself, activity tracking,
sensor networks and analysing of market data is a central topic
within the so-called complex event processing (CEP). CEP
describes a general term for methods, techniques and tools.
CEP helps to process events while they happen [7, S. 163].

Bringing together EAI, MOM, SOA, ESB and CEP seem
to be not distinctly possible. Currently, there are multiple terms
to describe the problem of integration, routing, processing
and analysing. The first one, Information Flow Processing,
is described in [8]. This term focuses on event processing
in combination with data management to “collect information
produced by multiple, distributed sources, to process it in a
timely way” [8]. Another term, streaming data system, focuses
on processing data streams within “a non-hard real-time system
that makes its data available at the moment a client application
needs it” [9].

While EAI, MOM, SOA, ESB and CEP are concepts
to assemble setups based on already known behaviours and
relationships between messages (or events), data sciences
utilise tools to mine knowledge based on already available
data. This part within the WDL uses concepts from knowledge
discovery in databases (KDD), which describes methods to
statical analyses, applications within the field of artificial
intelligence (AI), pattern recognition and machine learning [10,
S. 3].

In addition to this classification of concepts within our field
of application, related work targeting onto architectural drafts
in data grids and smart grids can be used. Chervenak et al. [11],
e. g., describes basic principles for designing data management
architectures and Tierney et al. [12] introduce concepts how
to monitor such grids. Furthermore, Appelrath et al. describe
in [13] the process of developing an IT-architecture for smart
grids as a result of a German research project, and Rusitschka
et al. [14] present a computing model for managing real-time
data streams of smart grids within the scope of the energy

market. But, these approaches are not directly applicable to
our use case. Either they are large-scale, or focusing on data
storing and mining. However, they can be considered within
our architecture, which has to fill the gap between smart grids,
data storing, possibilities for data mining as well as non-hard
real-time event processing.

Besides the mentioned, more general architectures for the
internet of things (IoT) are discussed in [15] and [16]. They
point out that a flexible layered architecture is necessary
to connect many devices. As an example, classical three-
and five-layer architectures are mentioned here, e. g., as used
within [17] and [18], as well as middleware or SOA-based
architectures. Besides this discussion about architectures, [19]
demonstrates the integration of IoT devices within a service
platform which uses the micro-service architecture for this
approach, which can be understood as a specific approach for
SOA [20, P. 9].

In addition to IoT, measurement systems for IoT can
also be considered. They also have to integrate different end
systems. Further, they have to record different measured values
and provide interfaces for analyses and calculations. For this,
approaches like SOA or event-driven architecture (EDA) can
be taken up, as demonstrated in [21]. This approach uses SOA
and EDA in combination with an ESB. Using the micro-service
architecture can be seen in [22] and [23] as loosely coupled by
using the EAI [3, P. 3]. They describe a reference architecture
using micro-services for measurement systems, which connects
required data adapters as well as calculation and storage
services, one more time through an ESB.

III. ARCHITECTURAL DRAFT

The WDL is a platform to gather, analyse and provide
information to optimise the operation of the WINNER-project
setup. Until now, this platform seems to be a data streaming
platform which has to solve various integration tasks. At this
point, the level 0 view of the WDL is discussed. Taking a
look at the data sources and data sinks help to get a better
understanding of what the WDL should do.

At first, there are external services. They are sending
messages to the WDL, or it acquires data from them.
These data packages have to be assumed as heterogeneous,
e. g., carsharing data of a booking system the WDL
is connected to. That means the WDL gets information
on bookings like start time and end time. Out of that,
current state updates on a reservation such as an earlier
beginning or a defect vehicle can be received. Another data
source offers messages containing information on the current
electrical power consumption. The actual electricity price
is obtained by an interface of European Energy Exchange
(EEX). Data of photovoltaic systems or batteries are gained
through System, Mess- und Anlagentechnik (German solar
energy equipment supplier) (SMA) interfaces. The German
Meteorological Service [24] offers historical information on
the past weather, an application programming interface (API)
of the online service OpenWeatherMap [25] is available for
weather forecasts.

A system working with time series, forecasts and master
data must be created. As visualised in Figure 1, the WDL
is positioned between the sources above, and at least five
data sinks. These refer to controllable devices like a charging
station, a battery or Smart Home systems. On the other hand,
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Figure 1. Level 0 view of the WDL.

data is delivered to the carsharing service and dumped to a
database. Within our setup, a KairosDB is used as our data
storage interface as it is suitable for working with larger time
series and quite easy to use in combination with a Cassandra
backend for storage.

An unanswered question is how the different components
can be integrated and how analysis, as well as event processing,
can be handled. The WINNER project focuses on the
integration of components of the residential area into the Smart
Grid. That means predictions must be made to get an overview
of the future power consumption and the electricity production.
Either one charges the batteries or one uses the stored energy
to overcome load peaks. The prediction mechanism might
be implemented by using artificial neural networks (ANNs)
or regression methods. Thinking about energy production
predictions, it might be neccessary to receive information from
hardware components like SMA-devices and weather services.
These specific data formats require reshaping to use them in
prediction mechanism. Using input filters, output filters, and
stream routing the arriving information is transformed and sent
to the prediction and dump units. These units save the data,
send commands or just forward data to external devices.

IV. REQUIREMENTS

One can divide up the list of requirements into three subsets.
The first one refers to the system in general; the second touch
the various components and the third covers the aspects of
architecture and functional groups.

Thinking of the system in general shows that the ability
to process time series data is required. An incoming message
contains a time value referring to a point and a value, e. g.,
the result of a measurement. The WDLs task on an incoming
message is to associate the arriving values with a data source.
Possible data sources are photovoltaic installations, batteries,
power consumption measurement devices or actual weather
data. Out of that, the system must handle forecast data. They
are unique because a complete time series and a time value,

which refers to a validity point are included. At the time
this point describes the time series is valid. Contemplable
data sources are weather forecast services or EEX. The
last category covers master data without time dependencies.
Booking information or general data on devices and services
belong to this group. This data may be very unstructured like
text-only entries.

Focusing on technical aspects derived from our
architectural draft in Section III, the WDL needs the
ability to process JSON, XML and CSV values. Out of that
proprietary formats have to be handled as well. Especially
photovoltaic and smart metering installations tend to send
production data in proprietary formats.

Central non-functional requirements are scalability and
reliability. The latter refers to interfaces receiving data from
external services and devices. On occurring errors incoming
and shortly arrived messages should not get lost. Referring to
the message rates previous estimations showed, that our system
has to process about 30 messages per second on average.
Thinking of peak times, we estimate a message occurrence
higher than the average by a factor of 10. Especially, if external
information-providing services use caches to buffer data and
send them shortly afterwards or in case of network problems
this may happen.

Keeping the interfaces in mind, one has to think of the
necessary contact points to other services or the environment
in general. The consumer interfaces of the WDL have to
accept HTTP requests, especially while communicating with
REST services. Similarly, FTP servers must be communicated
with. The WDL must receive and process e-mails as well.
Likewise, a file-based data transfer is needed. Finally, there are
interfaces to external services using proprietary communication
formats via TCP or UDP. The developed system has to enable
the reception of messages sent by them. In contrast, the
message producing components of the WDL primarily need
to communicate via HTTP. Particularly the interface to a
database can be made up of simple REST client services
sending HTTP-based messages.

After paying attention to input and output components,
the internal processes of routing and filtering shall be
characterised. Asynchronous processing describes an essential
requirement. Message queues or small buffer databases may
decouple various components so they can work without waiting
for each other to terminate. Furthermore, incoming messages
caused by occurring events have to be converted into an
internal format. To achieve this, the WDL can extend these
data packages with additional information. However, after
processing unneeded contents must be removed as well.
Alongside external descriptors have to be mapped to internal
descriptors and vice versa.

The WDL has to transform the incoming data into an
internal format for further processing. Additionally, the WDL
has to be capable of providing data for doing manual statistical
evaluations and analysis. Furthermore, the WDL has to be
capable of triggering automatic evaluations and forecasts as
additional components. This work is done while keeping the
CEP pattern in mind.

Within this paper, we leave out the specific aspect of data
storage. That means different databases are not discussed or
compared. The built prototype uses a KairosDB to persist
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TABLE I. TOOL OVERVIEW AND CLASSIFICATION. CLASSIFICATION IS
BASED ON TOOLS TO HANDLE EAI, CEP KDD AND RE.

Name EAI CEP KDD RE

Apache Camel 3 7 7 7

Apache Storm 7 3 7 7

Apache Spark 7 7 3 7

Apache Hadoop 7 7 3 7

Apache ServiceMix 3 3 7 3

Apache NiFi 3 7 7 7

Siddhi 7 3 7 7

ESPER 7 3 7 7

WSO2 CEP 7 3 7 ( 3)
RapidMiner 7 7 3 7

KNIME 7 7 3 7

Node-RED 3 7 7 7

JBoss Fuse 3 3 7 3

StreamLine 7 3 7 7

Hortonworks SAM 3 3 7 3

time series data. It was chosen because of an existing simple
HTTP-based interface that provides easy access.

Furthermore, security and data protection with regard to the
sensitive information collected is not taken into account in this
analysis. The efforts required for this influence the resulting
data throughput but are not relevant for this evaluation.

V. TOOL OVERVIEW

The WDL requirement analysis illustrates an EAI task with
KDD topics. Furthermore, results gathered from KDD could
result in CEP related tasks, which have to be considered as
well. The following list of tools covers these tasks. Of course,
this list is not complete. There are a lot of tools available to
handle specific tasks within the area of EAI, KDD or CEP.
Our selection focuses on widely used, platform independent
and easily accessible tools with suitable licenses models. Thus,
the list of our selection contains mainly open source tools.

Selected tools will be classified into at least one of our
primary topics: (1) tools to handle KDD related tasks, (2)
tools to solve EAI related tasks and (3) tools to implement
CEP related tasks. Additionally, there are (4) tools providing
runtime environments for executing solutions solved with tools
from class (1), (2) and (3).

Table I lists our selection of considered tools. Furthermore,
this table classifies them within our previously identified main
topics. Apache Camel is an open source lightweight framework
to solve EAI problems based on an implementation of EIPs in
[6]. Furthermore, a lot of components are available to extend
the functionality of Apache Camel [26]. Apache Storm is an
“open source distributed realtime computation system” with
a lot of use cases like “realtime analytics, online machine
learning, continuous computation”. This scalable environment
can handle a lot of data streams within a specific Storm
topology [27]. Apache Spark [28] and Apache Hadoop [29]
are tools for knowledge discovery in data. They differ in
performance as well as their internal approaches in data storage
and processing. Apache Service Mix [30] and JBoss Fuse
[31] are integration containers, which include other tools like

Apache Camel. Apache NiFi [32] provides a web interface for
configuring directed graphs, which represent the processing of
incoming messages. It uses so-called flow files for information
representation. Siddhi [33] and ESPER [34] are CEP engines
and can be used as standalone tools as well as the integration of
tools like Apache Camel. WSO2 CEP is a runtime environment
for the CEP engine Siddhi, which adds user interfaces for
external and internal usage [35]. RapidMiner [36] and KNIME
[37] are tools for knowledge discovery in already existing data.
It is also possible to integrate interfaces to access data streams
and use a wide range of algorithms to analyse collected data.
Finally, Node-RED is a message processing framework with
IoT roots and can be used to solve application integration
problems quickly. This framework is based on Node.js, can
be extended with additional packages and deployed into cloud
services like Bluemix [38]. StreamLine and Hortonworks
Streaming Analytics Manager (SAM) are aimed to develop and
deploy Streaming Analytics applications visually. Therefore,
Hortonworks SAM and StreamLine provide bindings for
different streaming engines, a rich set of streaming operators
as well as operational lifecycle management [39].

VI. PROTOTYPE

According to [1] we have selected three tools based on our
preselection in Section V and our experience. We want to
use the tools within a uniform test setup. This selection
focuses on tools from different fields of application: (1)
Node-RED because of its simplicity within the field of IoT,
(2) Apache NiFi because of its easily configurable data flow
and (3) Apache Camel as the reference implementation for
EIPs in combination with Wildfly as Java EE based runtime
environment.

The comparison is done with a uniform test setup with
a simplified task. This setup combines the integration of a
REST-based data source which encodes data with JSON,
a KairosDB based data sink with HTTP interface which
consumes JSON encoded data as well, and a calculation
of the mean according to a particular sender device, e. g.,
a photovoltaic station, has to be calculated across multiple
messages. The time window of these multiple messages is ten
seconds. That means if sender “Station A” sends a message at
10:00:00 am the values “Station A” sent between 09:59:50 am
and 10:00:00 am are used for calculating the mean. The result
is delivered via HTTP request to an external service which
consumes JSON encoded data as well as the data source and
KairosDB.

The data source in our test setup gets its messages from a
generative photovoltaic data endpoint in configurable intervals.
This source device transmits structured data like the tuple
“(time, energy, station, id)”. The first value of the generated
data tuple represents a long value as a point in time, the
second value a double based energy value of solar insolation.
Furthermore, a tag containing the string based station name
is included. Finally, the last value is a string based identifier
of this single message for further time measurements. The
identification value does not contain any relevant information
in the context of energy data aggregation. It is only used to
register and match the outgoing and incoming messages on the
peripheral systems around the measurement environment.

The KairosDB endpoint of this setup gets its message as
structured data like the tuple “(name, value, tags, time, id)”.
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Figure 2. Visualisation of our general prototype based on EIP notation.

This tuple corresponds to the structure of data that are
sent to a KairosDB instance for storing also. The included
ID is not needed for the process of storing the data but
necessary for matching the messages afterwards. Finally, the
aggregation endpoint of this test setup gets its message
as the same structured data like the data source tuple
“(time, energy, station, id)”.

The internal message routing has to be implemented
across Node-RED, Apache NiFi and Apache Camel as shown
in Figure 2. This figure illustrates the test setup and its
components by using the notation of EIPs. First, there is
an endpoint called “pvReceiver”, which receives incoming
messages and pushes them to a transformation step using
an asynchronous message queue. Out of that, the endpoint
ensures that the sender gets an acknowledge message. After
transforming the information into an internal format, a
multicast happens. So, one incoming message is sent to two
other endpoints. These are the aggregate and the database
endpoint. Before the data is sent, it is transformed to a
matching database message format (“Transform to KairosDB
Message” in Fig. 2) or the information is aggregated ((“Energy
Aggregator” in Fig. 2)).

The selected transformation and routing steps refer to the
already mentioned requirements in Section IV and architectural
draft in Section III to cover some data source, transformation,
processing, reverse transformation as well as dumping.

A. Node-Red
Node-RED is a JavaScript-based message processing
framework with IoT roots and can be used to solve
application integration problems quickly. The framework
is executed with Node.js and uses NPM for dependency
management. Implementing the test setup mentioned above
within Node-RED web client can be done by using a bunch
of function nodes, nodes to create HTTP endpoints as well
as change nodes. Change nodes are designed to modify the
structure of our currently handled message object. Function
nodes, on the other hand, are designed to execute custom
scripts onto a particular message. Finally, there are nodes to
create HTTP endpoints. Examples are HTTP server nodes to
some path which can be called, HTTP response nodes which
have to be placed within a message processing path which

starts with an HTTP server node and HTTP client nodes to
call external resources.

The implemented setup is shown in Figure 3. As
mentioned, the messaging pipe starts with “PV Receiver” to
create an HTTP server endpoint for “/endpoints/pvenergy”.
The message is piped onto an HTTP response node as well as
to the primary processing path. The path starts with a function
node to clean, enrich and transform incoming messages into
the internal format. The result is forwarded to the database
handling as well as the aggregation processing. Our database
handling creates KairosDB compatible messages by using a
template node and submits the resulting message by using
an HTTP client node. The aggregation processing utilises the
other function node to implement the aggregation function.
This function node describes a simple memory to persist
messages within a time window of ten seconds as well as
calculating the mean within this window for the particular
installation. The aggregation handling is finalised with a switch
node to determine “NaN” values and an HTTP client node.

Summarising, Node-RED is a platform which is quickly
providable for fast prototyping which can integrate various
data sources as well as data sinks. But, it is tricky to
develop collaboratively. Well, each developer can maintain its
environment, but Node-RED itself manages Node-RED-Flows;
synchronising them between different development platforms
is hard. Furthermore, any particular use case, e. g., aggregating
values from messages has to be implemented manually or by
using additional NPM-based components which can be added
directly in Node-RED. However, it is possible to integrate
a broad range of endpoints with standardised formats and
protocols. Handling proprietary endpoints requires more efforts
in development.

B. Apache NiFi
Apache NiFi is a tool that runs within a Java Virtual Machine
(JVM). A graphical user interface is offered within the web
browser. Multiple of the so-called “Processors” can be used
for standard tasks like receiving and sending HTTP requests
(“PVReceiver” or “PostToKairos” in Fig. 4). Out of that, one
can use custom processors by providing external JavaScript
files (transform nodes in Fig. 4) or external java packages
(“EnergyAggregator” in Fig. 4).
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Figure 3. Node-RED implementation of the example from Section VI.
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Figure 4. Message processing using Apache NiFi.

The “PVReceiver” accepts JSON-formatted data
sent to the matching internet protocol (IP) address
on port 8000. The processors “SendToKairos” send
two different message formats to two different
destinations (“http://nifireceiver:1880/dbmessages” and
“http://nifireceiver:1880/averagemessages”). After receiving
a message via POST request, it is answered by the
“HandleHttpResponse” processor. The message is transformed
into an internal format and processed on two different paths.
The upper one (Fig. 4) transforms the message to another
format and sends it to a Kairos endpoint. The lower branch
aggregates the energy values of the messages in a way as
mentioned above and sends them to the database as well. In
contrast to our general setup (Fig. 2), we used an additional
formatting step before publishing to the aggregation endpoint.
So, we were able to separate the calculation from the
formatting step.

We have to mention some application-specific facts. The
incoming information is distributed within Apache NiFi by
using so-called “Flowfiles”. These contain attributes added by
the processors like HTTP header data. Out of that, the user
can add attributes to custom scripts. So, we use the attributes
to map the energy and time values that should be processed
within our use case. In the end, the “TransformToKairos”
processors (Fig. 4) take the matching attribute values and put
them into the outgoing message. The “EnergyAggregator”
(Fig. 4) internally uses a map to calculate station-specific
averages over the last ten seconds. Thus, a list of measurement
values and timestamps is managed for each station. Old values
are removed from the list, so each calculation happens on the
actual values.

We configured the “PVReceiver” with an internal queue

size of 1000 requests. Out of that, every queue between the
processors is configured with a “maxWorkQueueSize” of 106

and a “maxWorkQueueDataSize” of 1 GB. If we had not done
that, overfull queues would cause the preceding processors to
pause their work. In theory, this “maxWorkQueueSize” enables
Apache NiFi to keep all incoming messages within one single
queue.

Finally, we can say, that Apache NiFi provides a nice
workflow for creating custom processors and integrating
own functions. JavaScript can be used via external script
files. Furthermore, a Maven template can be used to create
processors using Java. Every manipulation of the data flow
graph within the web browser causes a history file, which
is stored in an archive directory. So, a rollback can be done
quickly. We want to outline, that there were no problems of
dockerizing this application. It is easy to provide the script files
and processor archives by using volumes and corresponding
configuration files.

C. Apache Camel and Wildfly
Apache Camel is a Java-based EAI-framework, which
is lightweight and extendable. It can be executed as a
standalone routing system or within middleware infrastructures
like Spring, Java EE, Apache ServiceMix or JBoss Fuse.
Implementing the test setup mentioned above within Apache
Camel can be done by utilising a REST endpoint and
describing a route which channels incoming messages to our
HTTP database and aggregation endpoints. Apache Camel
offers a large number of implemented patterns, which are
described in [6], as well as the option to implement custom
processes, for example within “Beans”. Furthermore, it is
possible to extend the framework with own components for
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Figure 5. Apache Camel implementation of the example from Section VI.

further functionalities.

Fig. 2 visualises general and the finally implemented
route within Apache Camel. Its components are shown
in Fig. 5. The route itself is implemented by using the
so-called “Java Domain Specific Language (Java DSL)”
in Apache Camel. This route is implemented within
“DataLabRouteBuilder” and describes the REST endpoint,
which uses a servlet to process a specific resource and
utilises SEDA to decouple incoming message flows from
database and aggregation flows locally. SEDA is a lightweight
in-memory message queue component within Apache Camel.
The decoupled route contains the transformation and
enrich bean “EnrichPvReceiverData” to transform external
“PvReceiverData” into internal “EnergyData” as well as a
multicast to handle the database and aggregation route. The
database route contains another bean “KairosDbPrepare” to
transform internal “EnergyData” into “Metric” datatypes for
“KairosDb”. The aggregation route includes the aggregation
bean “AggregationByInstallation” itself, which is implemented
as stateful bean to save messages within a time window of
ten seconds and finally calculate the mean for a particular
installation. Both routes are completed with an HTTP client
call onto the respective external endpoint.

Finally, Apache Camel is easy to use, primarily when used
in combination with Maven as build and deployment tool. It
is possible to describe routes within Java DSL, as we did, or
use XML-based description to build those routes. Furthermore,
Apache Camel is primarily a routing engine. Any particular
use case, e. g., aggregating values over messages, has to be
implemented manually or by using additional libraries.
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RED Container
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Docker Engine
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Receiver
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Handlern
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Kairos 
Endpoint

Aggregate 
Endpoint

Figure 6. Visualisation of the test setup and the resulting communication
steps.

D. Comparison
Table II compares our three prototypes. The characteristics

regard the type of development, how to configure the data flow,
the programming language for development, available scripting
languages, possibilities for extension, resulting artefacts and
containerization abilities were compared. Differences between
the tools and the prototypes result primarily in the type of
development, which is either based on source code (Apache
Camel) or a web-based GUI (Apache NiFi and Node-RED), as
well as in the resulting artefacts. Apache Camel is packaged
and run as a traditional JAR archive; thus, it can run in
execution environments with installed Java. In the case of
Apache NiFi and Node-RED, however, the deployment mainly
revolves around the description of the processing (flow file)
and the associated dependencies or any self-implemented
extensions.

VII. RUNTIME MEASUREMENTS

In this section, we want to test the prototypes mentioned above.
Guaranteeing constant conditions for every application and
run, Docker containers are executed on the same machine.
These containers encapsulate the runtime environment as well
as the prototype itself. Our test machine runs on Debian
GNU/Linux 9.3 Stretch using an Intel(R) Core(TM) i5-4570
CPU @ 3.20GHz. We chose this machine because we target
to reach the hardware limitations faster. Because of the main
task of our prototypes is routing messages, some exclusions
are necessary. First, the application sending information to the
routing engine is installed on another machine. Furthermore,
the service which receives information sent by the routing
engine is placed on another machine too. This setup admits
for quantifying the response time, memory consumption and
CPU load of the various Docker containers or the applications
within them omitting the aspect of additional load of sending
and receiving applications.

The setup used for the test execution can be found under
[40] as a source code repository and is visualised in Fig. 6.
Within the repository, you can find various docker-compose
files [41], which start the different tools and a so-called
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TABLE II. Prototype comparison.

Characteristic Apache Camel Apache NiFi Node-RED

Development Source code Web-based GUI Web-based GUI

Configuration
Possible to include external configuration,
default flow described and configurated in
DSL with Java or XML

Embedded in flow, has to be edited by using
GUI

Embedded in flow, has to be edited by using
GUI

Programming
Language Java Java JavaScript

Scripting - Clojure, ECMAScript, Groovy, Lua, Python,
Ruby JavaScript

Extending

API available, has to deployed as JAR
and included in classpath, also possible to
use simple Java Beans without any API
dependency

API available, deployed as JAR and has to be
placed in classpath API available, installed via NPM

Artifacts Packed as JAR archive Flow file and dependency JARs Flow file and dependency list

Containerise Common workflow with Maven and Docker,
use Java runtime environment

Use Docker, add flow and dependency JARs
to existing Apache NiFi container

Use Docker, add flow and dependency list to
existing Node-RED container

“Starter Container”. This one sends a message to the sender,
transmitting the destination IP address of the tool container, a
time delay and the duration of the sending process. Afterwards,
the starter container is powered off. Using this approach, the
tool to evaluate and the test configuration can take place on
the test machine. The measurement process is started by it too,
and a script automates the whole process.

The sending device transmits JSON-based structured data
tuples like “(time, energy, station, id)”. One could think of a
solar power system with a particular station identifier sending
the actual energy production. The frequency of transmitted
messages is configurable and initially set to 200 per second.
Later we increased the rate up to 800 messages. This procedure
supplements the measurements of the formerly published paper
[1]. The sending process itself had a duration of 600 seconds.
After this sending time, we waited for 600 seconds for later
arriving responses. So, our measurement phases took 1200
seconds overall.

The JVM for our Apache NiFi CEP instance and the
Apache Camel prototype are fixed to 6 GB of space, which
is fully allocated on startup. The “MaxPermSize” is set to
1 GB. We use the measured values of “jstat” for calculating the
memory consumption of the tools mentioned above with a time
resolution of one second. Furthermore, we sum up the usage
of survival space (“S0U” and “S1U”), eden space (“EU”),
old space (“OU”), metaspace space (“mu”), and compressed
class space (“ccsu”). A node.js module measures the memory
consumption of Node-RED, i. e., the “heapUsed” value. Out
of that, the CPU load is measured by the “top” command
every second. We get the response times of the various systems
by measuring the time of sending and the time of receiving
messages in milliseconds. The arrival timestamps of messages
corresponding to database operations and aggregations are
measured separately.

The following results are presented first in an error-specific
manner. We refer to individual behaviour and found error
cases. Afterwards, the tools are compared to each other.

A. Results
By sending 200 messages per second, we did not find
any errors in message processing. Every tool did its

part and processed all messages we sent. On higher
message rates Node-RED did not act like the other tools.
Beginning with a rate of 400 messages per second it
did not answer the requests appropriately. About 602 of
239601 messages we tried to send were not answered,
i. e., our sender delivered errors. The rate of 800 messages
per second caused about 226,303 TCP-related errors, like
“EADDRNOTAVAIL”, “ECONNRESET” or “ETIMEDOUT”
while 480,001 messages were sent overall. For this high
message rate, we can state, that Node-RED was able to
process only the half of the messages correctly. Apache
NiFi shows another behaviour. Sending 800 messages to it,
about 63,000 messages of 479,201 cannot be processed. In
contrast to Node-RED, we got the HTTP error 503 for a not
available service, i. e., the message could not be processed at
all, database and aggregation message. Apache Camel always
answered all messages send to it.

We were caused by the error messages to research more
intensively on the mistakes happen. We can state that the
TCP handshake for Node-RED did not happen in the right
way. We checked the amount of opened ports of the involved
Docker containers and the machines, but there is no lack. We
state, that the Javascript event processing loop itself needs that
much CPU and memory, that not all requests of the sender get
handled quick enough. So, many messages the sender tries
to dispatch are not delivered to the processing parts within
Node-RED.

Summarizing we can say, that our measurements got
difficult because of instabilities of the Docker Engine. Further
analyses may use a more clean Docker setup, i. e., shutting
down the service or restarting the test machine before each
series of measures.

B. Comparison
The memory consumption (Fig. 7(a) and Fig. 9(a)) does not
change much across all measurements (200 up to 800
messages per second). A factor of 10 is between the memory
consumption of Apache Camel or Node-RED and Apache
NiFi. The “S1U” value measured by “jstat” is the main cause
of the higher RAM consumption of Apache NiFi. We want
to mention the decreasing memory usage of Apache Camel
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Figure 7. Memory consumption and CPU load while sending 200 messages per second (values aggregated over 20 s).
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Figure 8. Memory consumption and CPU load while sending 400 messages per second (values aggregated over 20 s).
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Figure 9. Memory consumption and CPU load while sending 800 messages per second (values aggregated over 20 s).
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Figure 10. Mean response times of tested systems with various message frequencies for database (a) and aggregation (b) messages.

while processing messages. According to the former published
paper [1] we state, that “eden space utilisation” causes the
less memory consumption while processing a more significant
amount of messages. This finding is also present this time.

Watching the CPU graph (Fig. 9(b)) we can state, that
Apache NiFi forces a much higher load than the other tools.
Apache Camel showed an expectable process from a CPU
usage of approximately 22 % for 200 messages per second
up to 40 % for 400 messages per second and 80 % for the rate
of 800 messages. In contrast, Node-RED reached the limit of
a CPU usage of 100 % by processing 400 messages per second
(Fig. 8(b)) and kept this behaviour on 800 messages. Apache
NiFi showed the highest usages of the CPU. At this point,
we want to mention, that the higher CPU usages (more than
100 %) in Fig. 7(b) and Fig. 9(b) are caused by the usage of
Java. Apache Camel and Apache NiFi are able to use multiple
threads so that the sum of CPU usages can sum up to more
than 100 %. Node-RED, in contrast, is limited to one single
thread, as we would expect for a Nodejs application.

We researched more intensively on the behaviour of
Apache NiFi. As visualised in Fig. 11(a), the response time
increases rapidly after 150 seconds. The step pattern up to this
point in time may cause by small garbage collecting processes,
which clean the memory from processed message objects. At
this time, Fig. 11(b) shows a nearly full available RAM. So,
from this time Apache NiFi needs much time to process the
incoming messages, because of a quiet full memory and the
corresponding more comprehensive garbage collections. Out
of that, shown in Fig. 11(a) on the lower right (plotted as
negative values), the HTTP endpoint delivers errors to the
sending component. The corresponding points in Fig. 11(b)
show a drop in memory consumption. We state that Apache
NiFi prevents its processors from overfilling the memory, even
if not all messages can be received. Finally, it can see that the
figures in Fig. 11 both correspond to each other. While we can
see the ordinary memory behaviour of a java program on the
right after 1080 seconds, we see the highest response times
on the left at approximately 410 seconds. This timespan is
approximately the time after the end of sending (600 seconds)
when the memory consumption takes a regular course.

Other essential measurement values are the response

times of the various tools, i. e., the time between sending
a message and getting the calculated result for aggregation
or the reformatted database message. As mentioned above
(Section VII-A) not all messages were answered. We calculated
the mean response times overall sent and received messages.
So, Fig. 10 must be considered from the point of view that
Apache NiFi was not able to process about one-eighth of the
messages (63357 of 479201) at the highest rate. Out of that,
Node-RED caused errors for the half of the messages (226734
of 480001) the sender tried to transmit. The results show
quite similar times for database (Fig. 10(a)) and aggregation
messages (Fig. 10(b)). However, especially while watching the
logarithmic scale, we can state, that Apache Camel answers
our requests very fast, even for high loads. Apache NiFi
needs more time for high message rates, i. e., four orders of
magnitude, but answers the requests in case of a not available
service with a well-formed error code. Node-RED causes
errors in the sending process and needs a higher answer time
(two orders of magnitude) than Apache Camel.

We tested Apache NiFi in an additional setup. The
incoming messages had to be passed through without any
manipulation. The tool only had to accept a request and send
the message content to an HTTP interface. The measured
response times were in the range of 9 milliseconds (200
messages per second) up to 390 milliseconds (800 messages
per second) by processing every message correctly. Even
without aggregating or reformatting any message, Apache NiFi
is slightly slower than Apache Camel.

VIII. DISCUSSION

Within this section, we do not discuss the measurements,
but the process of measurement itself. Some peculiarities
were referring to, e. g., the network connection. At first, we
have to state some problems referring to our measurement
setup. We used a common SoHo-router for our initial test
setup. But, sending 800 messages per second caused network
problems of the router itself, so a complete reboot was
necessary. Afterwards, we changed our network setup to a
common network switch. The sender and the test machine
were configured with static IP addresses. We got a more stable
network infrastructure in that way. Overcoming this problem,
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Figure 11. Response times of Apache NiFi along the sending process of 800 messages per second (a) (3200 values aggregated, i. e., four seconds) and the
corresponding memory consumption of Apache NiFi (b) (values aggregated over 4 s).

we found, that our sending node did not work correctly for
high message rates (800 messages per second), at least in
combination with the Node-RED test setup. Not all messages
we prepared for sending produced log entries. Missing TCP
responses caused this, the sender did not get them. So, we
restructured our sending process to use multiple threads and to
produce more log entries, i. e., for creating a message, starting
of sending process and logging errors. Referring to Apache
NiFi, we may decrease its response time by using custom
processors for message formatting instead of JavaScript using
script executors. In total, to say is that a message rate of
800 ones per second forces our test setup. Especially Fig. 9(a)
shows irregular time distances of the Apache NiFi data. This
irregularity is caused by lags of the measurement tool itself,
which is created using Java. Furthermore, the docker daemon
on the test machine itself caused an unidentifiable error, which
forced us to reboot the Docker Engine. We were not able to
call commands within our test container or copy the locally
created measurement files for memory and CPU usage. Our
assumption referring to this is a broken docker process. For
further measurements, we should think of regular reboots.
Maybe a process controlled by Wake-On-LAN is more suitable
for this use case because we would restart the entire machine
instead of single processes, that can cause errors.

IX. CONCLUSION

The WDL has to be able to handle data streams as mentioned
in different manners. Beside the integration and routing itself,
there are tasks in the area of complex event processing as well
as knowledge discovery in data. This is our second reflection
of architectural backbone technologies covering those aspects.
We tested high message rates forcing the test machine up
to the limit of the hardware. Based on our experiences and
measurements gathered from this test setup, we can make some
decisions. In the case of a complex heterogeneous environment
with different kinds of interfaces, Apache Camel seems to be
a right choice. It is used within a wide range of conditions
and able to handle many technologies to cover integration
problems. Furthermore, this tool can manage high message
rates by using reasonable memory.

Node-RED is a well-suited tool for rapid prototyping
and IoT. On higher loads, it causes errors that are hard
to handle. So, a conceivable approach could be inventing
message processing using Node-RED at first. Afterwards, a
more efficient implementation could be done using tools like
Apache NiFi or Apache Camel. Node-RED might be usable
as front-end system to easily integrate standardised external
interfaces as well as an additional platform for experiments
within a productive setup. Nevertheless, everything which can
be done with Node-RED seems to be possible with Apache
Camel too. The main difference can be found in the usability,
the deployment process and the underlying language. Adapting
knowledge discovery in such setups, independent of which
routing engine is used, should be possible by using a database
and route messages as required or by integrating available
public interfaces from tools for knowledge discovery within
Apache Camel or Node-RED. Apache NiFi shows a stable
behaviour, even in case of high loads. If the processing of a
message cannot be guaranteed, we get an HTTP error code and
can try to send the information later. Furthermore, it seems to
be quickly integrable with Apache ZooKeeper to run it within
a cluster. Such a setup may be possible with Apache Camel
or Node-RED.

Further research could be done on the possibility of
using the considered tools within a clustered environment.
This environment could overcome load peaks and increase
the availability of the system. Additionally, topics regarding
security and privacy should be taken into consideration.
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Evaluation of architectural backbone technologies for
winner datalab. In Proceedings of the Sixth International
Conference on Smart Cities, Systems, Devices and
Technologies, pages 35–43, Venice, June 2017.



24

International Journal on Advances in Intelligent Systems, vol 11 no 1 & 2, year 2018, http://www.iariajournals.org/intelligent_systems/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

[2] Chemnitzer Siedlungsgemeinschaft eG.
WINNER-Projekt, 2017. Website http://www.win
ner-projekt.de; 2018-02-01.

[3] D.S. Linthicum. Enterprise Application Integration.
Addison-Wesley information technology series.
Addison-Wesley, 2000. ISBN 9780201615838.

[4] David Chappell. Enterprise Service Bus. O’Reilly, 2004.
[5] Falko Menge. Enterprise service bus. In Free and Open

Source Software Conference, 2007.
[6] Gregor Holpe. Enterprise integration patterns. In

Proceedings of 9th Conference on Pattern Language of
Programs, September 2002.

[7] Michael Eckert and François Bry. Complex event
processing (cep). Informatik Spektrum, 32(2):163–167,
2009.

[8] Gianpaolo Cugola and Alessandro Margara. Processing
flows of information: From datastream to complex event
processing. ACM Computing Surveys, 44(3):1–70, 2012.

[9] Andrew G. Psaltis. Streaming Data - Understanding the
real-time pipeline. Manning Publications Co., 2017.

[10] Christian Gottermeier. Data mining: Modellierung,
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Abstract—Portfolio management is a well-known multi-factor
optimization problem facing investment advisors. The system
described in this work can assist in automating portfolio manage-
ment, and improving risk-adjusted returns. The asset allocation
action recommendations were personalized to the portfolio under
consideration, and were examined empirically in this work in
comparison to standard portfolio management techniques. This
work presents a Long Short-Term Memory approach to adaptive
asset allocation, building upon prior work on training neural net-
works to model causality. The neural network model discussed in
this work ingests historical price data and ingests macroeconomic
data and market indicators using Principal Components Analysis.
The model then estimates the expected return, volatility, and
correlation for the selected assets. These neural network outputs
were then turned into action recommendations using a Mean-
Variance Optimization framework augmented to use a forward-
looking rolling window technique. Testing was performed on a
dataset with a 7.66 year duration. The observed mean annualized
return for classical passive portfolio management approaches
were 4.67%, 3.49%, and 4.57%, with mean Sharpe ratios of
0.46, 0.20, and 0.54. 10 simulations using the new Long Short-
Term Memory model from this work provided a mean annualized
return of 10.07%, with a Sharpe ratio of 0.98. This work provides
the conclusion that a Long Short-Term Memory model can
generate better risk-adjusted returns than conventional strategic
passive portfolio management.

Keywords–Recommender systems; Deep learning; Portfolio
management.

I. INTRODUCTION

Whereas our prior work investigated learning causality
from observing computer user actions [1], this extension of
that work continues that line of research, using Long Short-
Term Memory (LSTM) neural networks to model the cause
and effect inherent in portfolio management decisions. The
objective of this work is to develop an artificial intelligence

(AI) approach for adaptive investment portfiolio management
by examining the assets for a long time period and by looking
and diverse asset classes on a global scale. This approach will
be contrasted against conventional strategic passive investment
portfolio management strategies. Adaptive asset allocation is
a timely area of research, as deep learning innovations are
being productized to create financial products such as robo-
advisors [2], ETFs [3], and hedge funds [4]. The decision
engine from [1] was replaced by the Markowitz’s Mean-
Variance Optimization (MVO) framework, and the learning
algorithm was replaced by a LSTM model. Prior work on
LSTM portfolio management [5] was extended in this work.

In recent years, there has been an increasing focus on
investments into passively managed funds. These aim to repli-
cate the market’s performance rather than beating it [6]. In
2011, Burton Malkiel made the case for passive investing
by empirically proving that investing in the S&P 500 during
the period of 1969 to 2010 would have generated 80% more
returns than the average actively managed fund [7]. This
has encouraged investment managers to enjoy the benefits of
diversification using cross-asset correlations within a certain
risk profile [8]. The dilemma of managing a portfolio has thus
become deciding what proportion of the investment should
be allocated to each asset available. Modern portfolio theory
(MPT) suggests the use of the MVO framework to elimi-
nate risks that are not systematic, and determine the optimal
distribution of the investment between the different assets.
It is important to note here that the optimality of the asset
allocation does not imply that the estimate of asset-related
features is optimal. Rather, on the assumption that the asset-
related parameters were error-free, the MVO asset allocation
is guaranteed not to add any additional error.

Markowitz’s MVO framework aims to achieve portfolio
diversification while minimizing specific risks and determining
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Figure 1. Markowitz Frontier (Modified from Wikimedia Commons) [12]

the risk-return tradeoffs for each asset [9]. The first step for
MVO is to develop estimates of the expected returns and
volatilities for each asset. These estimates can be achieved
using classical indexing models such as the Capital Asset
Pricing Model (CAPM) [10] or the Three-Factor Model (3FM)
[11], or by using computational methods. After projecting the
expected returns and volatilities for each asset, the algorithm
selects the allocation of assets that has the highest expected
return for a defined level of risk, or the lowest level of risk
for a given level of expected return. As shown in Figure 1,
the optimal portfolio lies on the hyperbolic curve called the
efficient frontier.

This work examines the asset return and volatility estimates
generated by LSTM Recurrent Neural Networks (RNNs). The
model incorporates economic and market input features to
adapt to changes in the financial markets, by regularly adjust-
ing the asset allocation. This work used a globally diversified
multi-asset portfolio consisting of 11 asset classes in a variety
of different markets. Most of the previous studies have used
short testing periods, while this work examined a broader
testing horizon (January 2010 to August 2017).

The challenge of this work was to:

(TASK 1) Predict the return of any asset under consideration,
by training an LSTM to model the asset perfor-
mance.

(TASK 2) Optimize the allocation of assets within a model
portfolio using the MVO framework.

The following sections review the prior art (Section II),
present the causality-learning LSTM model (Section III and
asset allocation model (Section IV), followed by a description
of the dataset (Section V), a description of the empirical exper-
imentation (Section VI) and presentation of the results (Section
VII), closing with conclusions and future work (Section VIII).

II. RELATED WORK

Random chance and many hidden variables can influence
asset returns. It is therefore challenging to estimate the future
returns for any asset, which is required in order to perform
MVO asset allocation. Asset returns can be affected by eco-
nomic conditions, commodities prices and political events,
along with many other factors [13]. While conventional models
tend to assume that relationships are linear when forecasting

future returns, many of the real-world cases in the financial
markets are non-linear [14]. Artificial Neural Networks (ANN)
are excellent approximators of non-linear functions, and so the
use of these ANN models in computational finance research
has persisted. It has been known for decades that multilayer
feedforward neural networks are capable of approximating
any measurable function to any desired degree of accuracy
[15]. The difference between ANN and other approximation
methods is that it uses one or more hidden layers to transform
the input variables, using a transfer function to deal with
nonlinear statistical functions [16]. ANNs can analyse huge
quantities of data to recognize patterns and make sense of
incomplete or noisy data, and therefore provide an excellent
alternative to linear models for forecasting and estimating
financial time-series [17] [16].

An important part of the portfolio management process is
the method of performance evaluation. Many techniques and
models have been developed to evaluate portfolio performance
based upon the portfolio’s return-risk characteristics. The
Sharpe ratio is measured by dividing the difference between the
portfolio’s expected return and the risk-free interest rate by the
portfolio’s standard deviation. The ratio computes the excess
returns per unit of total risk [18]. The Treynor ratio is measured
by dividing the portfolio’s excess returns by the portfolio’s
beta (systematic risk) [19]. Jensen’s alpha (αi) is the intercept
of Jensen’s excess return of the single-index model, and it
measures the abnormal return over holding the investment
portfolio of an index fund [20]. As the various methods of
weighting the portfolios have different standard deviations,
this work uses the Sharpe ratio to enable comparison between
results.

A number of studies have been conducted to evaluate
neural networks’ ability to predict financial time-series. The
work available in the literature tends to focus on a specific
stock market over a relatively short testing period. Freitas et al
(2001) focused on the Brazilian Stock Exchange (BSE) over a
21 week testing period using an autoregressive neural network
[21]. Jang & Lai (1994) focused on the Taiwan Stock Exchange
(TSE) over two years of testing with a DAS network [22]. Ko
& Lin (2008) had the same focus, looking at the TSE over a
two-year period with a multi-layer resource allocation neural
network [23]. Raei (2006) conducted a comparitive empirical
study to examine the ability of a four layer Perceptron network
to beat a classical portfolio that comprised of stocks from
the Tehran Stock Exchange over a period of 13 months [24].
Overall, the literature lacks a strong body of comparative
empirical analysis to examine the ability of machine learning
(specifically LSTM neural networks) to achieve better esti-
mates of the returns than the classical indexing models within
multi-asset investment portfolios. As well, very few of them
involved the use of a wide range of assets that covered different
classes on a global scale. The vast majority of published work
focuses on a specific market (such as a US market or Australian
market) or a particular asset class (such as stock market or
fixed income market).

Portfolios with exposure to global equity markets generate
better risk-adjusted returns than portfolios dominated with
domestic equities [25]. Empirical studies have also shown
that globally diversified portfolios containing both equities and
bonds outperform portfolios of equities alone [26]. Therefore,
bonds should play a vital role in the portfolio.
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One of the commonly-used classes of ANNs is the Recur-
rent Neural Network (RNN). While feed-forward networks are
designed to have no feedback loops [27], RNNs contain at least
one directed cycle to create an internal memory. Long Short-
Term Memory (LSTM) networks are a form of RNN designed
to deal with modeling temporal sequences [28]. Because of
this, LSTMs can be readily applied to financial time series. Lee
& Yoo (2017) looked into using LSTMs to predict potential
returns of a variety of investments. They decided against using
MVO to find the optimal set of assets’ weights because MVO
makes the simplifying and often incorrect assumption that asset
returns are normally distributed [29]. Their dataset consisted
of 10 top stocks in terms of market value from the S&P500
from 2004 to 2016. This work aims to expand on the use of
LSTMs for asset allocation by bringing in additional market
and economic data, to improve the quality of the predictions.
It will also focus more on the parameters of the LSTM model
itself.

III. OVERALL AI MODEL

Figure 3 presents the building blocks of the adaptive asset
allocation system discussed in this work. The output from the
system is a set of asset weights within an investment portfolio.
The iterative process of asset allocation begins with preparing
the input dataset, including historical returns of the 11 assets
(ETFs) in the portfolio, and additional economic and market
data that may influence future returns for each asset.

Once the input data has been prepared, Principal Com-
ponents Analysis (PCA) is used to reduce the dimensionality
of the additional economic and market data down from 387
features. After dimensionality reduction, only key economic
and market features are passed along. This information com-
pression helps to reduce the number of dimensions without
much loss of information, going from a sparse to a dense data
representation [30].

The reduced market and economic data are then passed to
an LSTM RNN, along with the historical prices for the assets.
Using this data, the RNN produces a prediction of the assets’
future returns.

Finally, these predictions are used by the MVO model to
generate the optimal weighting of the assets.

Figure 2 shows the overall algorithm of the model. Con-
straints a and b are chosen depending on the level of risk
desired for MVO.

Input: Economic data h0; Market data h1; Assets’
historical data h2; Minimum weight constraint
a := 0.05; Maximum weight constraint
b := 0.35; TIP minimum weight constraint
aTIP := 0.0

Output: Optimal set of assets’ weights
optimal asset allocation

1 e0 = merge(h0, h1)
2 e1 = scale(e0)
3 reduced = PCA(e1)
4 prices = scale(h2)
5 returns = LSTM predict(reduced, prices)
6 optimal asset allocation =

MVO(returns, a, b, aTIP )

Figure 2. Overall LSTM-based asset allocation algorithm.

IV. MEAN-VARIANCE OPTIMIZER

The MVO framework maximizes returns for a certain level
of risk, or minimizes risk for a given expected return. MVO
requires the estimations of expected returns of all included
assets, their standard deviations, and the variance-covariance
(or correlation) matrix in order to find the optimal asset
allocations and calculate a set of efficient portfolios. The MVO
method was used in this work to generate three outputs of
asset allocations: CAPM-based weights, 3FM-based weights,
and LSTM-based weights.

Given n assets, MVO requires expected returns on each
asset ri, standard deviation of returns σi, and covariance

∑
to

be used as inputs to generate an efficient frontier of optimal
portfolios. The total portfolio return rp can be solved with the
equation

rp = ωtr

where ω is an n× 1 column vector of portfolio weights, ωt is
the transpose of the vector ω, and r is an n×1 column vector
of assets’ returns ri. The total portfolio variance σ2

p can be
solved with

σ2
p = ωt

∑
ω

The asset allocation optimization problem can then be reduced
to the following:

minimize
ω

ωtCω

subject to: rp = ωtr,
n∑

i=1

ωi = 1,

No short selling constraint, thus ωi ≥ 0,

a < ωi < b

where C is an n × n covariance matrix, rp is the total
portfolio return, a is the minimum weight constraint, and
b is the maximum weight constraint. For this work, the
maximum weight constraint was set arbitrarily to 35% for all
of the portfolio assets. The minimum weight constraint was
set arbitrarily to 5% for all portfolio assets except for TIP,
which had a minimum constraint of 0%. Treasury Inflation
Protected Securities (TIPs) link principal and coupon payments
to the Consumer Price Index (CPI), to help protect investors
from inflation [31]. They have no minimum weight constraint
because they are inefficient for investors with moderate to high
risk tolerance [32].

V. DATA DESCRIPTION AND ANALYSIS

The dataset used to evaluate and compare approaches
consisted of historical, economic, and market data, as well
as an economic event calendar.

A. Input Data

The input data can be grouped into three categories: asset
historical data, macroeconomic data, and market data. While
the classical models used only the historical data, the LSTM
model used all three types of input data.
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Figure 3. Block diagram for the overall asset allocation AI system [5].

1) Historical Data: Historical monthly adjusted closing
prices were used to calculate the monthly expected returns and
volatilities of each asset in the portfolio. The researched period
was 115 months, from February 2008 to August 2017. The
time-series data for each asset was obtained from Thomson
Reuters (2017) [33]. Table I presents the asset classes consid-
ered for portfolio inclusion, and the functions of each asset.
It can be observed that some of the portfolio’s asset classes
cover different stock markets to achieve global diversification.
The chosen asset classes were the same as used by Wealthfront
[32].

2) Macroeconomic Data: As can be seen in Table I, the
portfolio’s asset classes cover a variety of markets, not just
the US equity market. Although the main focus is a US-
based portfolio, the status of economies such as the Euro
zone, the UK, Japan, and BRIC (Brazil, Russia, India and
China) economies have a noticeable influence on the US
market. Thus, the input dataset included as many economic
indicators as possible for the US and other major economies
in the developed and emerging markets, by including all of
the economic indicators available on the Thomson Reuters
Datastream [33].

3) Market Data: It is safe to assume that market variables
generally influence asset returns. For this work, the LSTM
neural network was exposed to market data consisting of major
global equity market indices, commodities, major currencies’
exchange rates, and the VIX index. The VIX index, also
known as the market’s “fear gauge”, reflects the implied
volatility of the S&P500 index options in the Chicago Board
Options Exchange. It is a forward-looking measure of market
expectations over the coming month’s volatility [34]. This data
should help to adjust the assets’ weights during extreme or
unexpected economic events over the analyzed time frame.

VI. EXPERIMENT

Classical passive portfolio management approaches CAPM,
3FM, EQWT (equally weighted portfolio rebalancing) were
evaluated for this work in comparison with an LSTM-based
approach. For CAPM and 3FM, the only input was the
historical data of the various assets. For EQWT, the allocation
in each of the 11 assets was set to 9.09%. This results in
an equally weighted portfolio containing US stocks, foreign
stocks, emerging market stocks, dividend stocks, real es-
tate, natural resources, Treasury Inflation-Protected Securities
(TIPS), municipal bonds, corporate bonds, emerging market
bonds, and US bonds. CAPM assumes that all investors have

all information at the same time, cannot influence prices,
and can trade without paying for transactions [10]. 3FM
assumes that value beats growth and that smaller companies
do better than larger ones. Over the long term, investors
must be able to handle extra short-term volatility for better
long-term performance [11]. An initial version of the LSTM
approach (LSTM in Table II and Figures 4 and 5), and a
refined version developed through hyperparameter exploration
(LSTM2 in Table II and Figures 4 and 5) are described in this
work.

All computations were based on a fixed 24-month rolling
window. A minimum of 5% (except TIPS have 0%) and
maximum of 35% weight boundaries were used to achieve
diversification and mitigate the MVO sensitivity problem. The
use of multi-period optimization for CAPM and 3FM, and
the rolling window method in MVO, enabled forward-looking
estimations, and generated time-varying optimal weights for
the portfolio assets.

Each model (CAPM, 3FM, EQWT, LSTM1, LSTM2)
performed a rebalancing step on a monthly basis from January
2010 to August 2017, to maintain the target asset allocation
scheme as determined by the investor’s risk tolerance. The
initial portfolio value for each approach was set to 100 USD,
and recalculated monthly according to the consequences of
the recommendations from the model for each approach.
This traditional back testing methodology enables simple and
straightforward comparisons of absolute returns. However,
other statistical properties such as the Sharpe Ratio were
observed to capture the risk adjusted return. Recall that a
higher Sharpe Ratio generally indicates a more attractive
investment.

The LSTM network from [5] (LSTM1) used the Mean
Absolute Error (MAE) loss function. It used PCA to reduce
the dimensionality of the market and macroeconomic data to
70 dimensions. It had a layer width of 16 and one hidden layer.

To develop the LSTM2 model reported in this work,
the research team experimented with both MAE and Mean
Squared Error (MSE) to observe which loss function would
generate increased risk-adjusted returns. A variety of other
parameters were experimented with as well. The number of
dimensions outputted by the PCA function ranged from 10 to
200. The batch sizes used in the model were further explored,
with values ranging from 1 to 512. Other values modified
were the size of each epoch, the dropout rate, the width of
the model, and the number of layers. Finally, early stopping
was implemented to see if it would have a significant impact.
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TABLE I. 11 assets considered for portfolio inclusion, and a description of their key benefits. The 10 year Sharpe ratio for each asset was obtained from
Yahoo Finance for the period covering 2008 to 2018.

Assets Class Ticker Investment Functions Sharpe Ratio
US Stocks IVV iShares S&P500 Index ETF Investment growth, long-term inflation protection, and tax efficiency 0.68
Developed Market Stocks EFA iShares MSCI EAFE Index ETF Investment growth, long-term inflation protection, and tax efficiency 0.26
Emerging Market Stocks EEM iShares MSCI Emerging Market Index ETF Investment growth, long-term inflation protection, and tax efficiency 0.24
Dividend Growth Stocks VIG Vanguard Dividend Appreciation Index Fund ETF Investment growth, long-term inflation protection, and tax efficiency 0.74
US Government Bonds SHY iShares 1-3 year US treasury Bond ETF Income, low historical volatility, diversification 0.75
Corporate Bonds LQD iShares iBoxx $ Inv Grade Corporate Bond ETF Income, low historical volatility, diversification 0.74
Emerging Market Bonds EMB iShares JPMorgan USD Emerging Markets Bond ETF Income, diversification 0.69
Municipal Bonds MUB iShares National Muni Bond ETF Income, low historical volatility, diversification, tax efficiency 0.71
TIPS TIP iShares TIPS Bond ETF Income, low historical volatility, diversification, inflation protection 0.45
Real Estate VNQ Vanguard REIT Index Fund ETF Income, diversification, inflation protection 0.40
Natural Resources XLE Energy Select Sector SPDR Fund Diversification, inflation protection, tax efficiency 0.22

The result of the described hyperparameter search was a
model that used PCA to reduce market and macroeconomic
data to 150 dimensions. The LSTM network had 3 hidden
layers with a width of 128, and made use of early stopping.

LSTM1 and LSTM2 were both trained iteratively over a 92
month period, predicting the assets’ future returns for the next
month. These predictions were then passed along to the MVO
calculations to reshuffle the asset weights. The training period
increased by one month with each prediction. Each model was
fitted using the Adam optimizer. This simulation was run ten
times for each network.

VII. PERFORMANCE EVALUATION

The performance of classical passive portfolio management
approaches (EQWT, CAPM, 3FM) and the active AI-based
approaches described in this work (LSTM and LSTM2) were
measured in terms of statistical properties (Table II) and
percentage returns over time (Figure 4 and Figure 5). As
can be seen, the results significantly outperformed both the
classical methods and the previous LSTM model. Specifically,
the observed mean annualized return for LSTM2 was 10.07%,
whereas the other approaches generated less than half: 4.67%
(CAPM), 3.49% (3FM), and 4.57% (EQWT), and 4.18%
(LSTM). This much higher return was generated for a much
improved risk-adjusted return. The mean Sharpe ratios of
CAPM (0.46), 3FM (0.20), EQWT (0.54), and LSTM (0.43)
were significantly lower that that of LSTM2 (0.97).

The results obtained for the conventional methods were
in line with expectations. Whereas the return of individual
assets under consideration may have been high (e.g. IVV
returned over 100% growth), the risk of holding only that
asset is unattractive in terms of the Sharpe ratio. Not knowing
the future, any successful strategy should create risk-adjusted
returns above the risk-free rate (e.g. fixed income treasury
bonds) in order to justify the risk involved in following the
strategy. LSTM2 was able to deliver high risk adjusted returns
by holding growing assets with low volatility. The model
was not explicitly trained to avoid volatility. Rather, it is
likely that the training data led the model to converge upon a
solution that allocates assets assessed to provide high return
with high confidence into the portfolio. It is probable that the
LSTM2 model has keyed in on low volatility by maximizing
the probability of the expected return for each asset. In other
words, the backpropagation “push” on the LSTM2 model to
make high confidence asset allocations naturally discounts high
volatility assets, adjusting their expected returns downward due
to the relatively lower confidence.

Figure 4 shows that the return generated by LSTM2 was
higher than the other approaches for all of the computed
performance metrics. A more in-depth look is provided in
Figure 5, where the growth of the portfolio returns for each
simulation is tracked. The assets considered for the portfolio
were the same for all models. The implication of a higher
Sharpe ratio is that the volatility of the underlying assets held
by LSTM2 was low. Another observation is that the returns
for LSTM2 covered a broader range of outcomes than the
single layer LSTM1. The higher variance in outcomes is tied
in part to the fact that each month in the simulation requires
the retraining of a new LSTM model, which trains using a
new random seed in the random number generator. The large
differences in the results of LSTM2 imply that chance does
play a role in the future returns predictions. The future returns
estimates approximate an unknown result with some error. This
error aggregates each month resulting in different holdings for
the models with different random seeds.

Figure 6 shows the average percentage returns of LSTM1
and LSTM2 along with the classical models, and the percent-
age returns of each individual asset in the portfolio. As can be
seen, LSTM2 makes the best use of the more profitable assets,
while still keeping a much lower Sharpe ratio than investing
solely in those stocks. Figure 7 shows how the various Sharpe
ratios did over time; each point is the rolling Sharpe ratio
measured over the past year. LSTM2 consistently has a higher
Sharpe ratio than the other methods.

It can be helpful to see how the different methods fared
over the course of various economic events, to compare the
performance and risk associated with each strategy. Figure 8
shows the percentage returns of the various methods over the
course of the US downgrade in August of 2011 [35]. LSTM2
had the strongest recovery after the event, and as can be seen
in Figure 9, and also maintained the highest rolling Sharpe
ratio during this period of increasing market risk. Because
there is a 5% minimum holdings requirement in the MVO for
LSTM2, it is expected that the Sharpe ratio will broadly track
market trends. Note in Figure 9, and more generally in Figure
7, that LSTM2 tracked the overall trend in the market, while
reducing the risk exposure over other approaches for most of
the simulated backtest period. During the time period of the
US downgrade event, the LSTM2 model balanced the portfolio
to favor US stocks, emerging markets, corporate bonds, real
estate, and natural resources (IVV, EEM, LQD, VNQ, XLE).
This balance of assets recovered slightly better during the
recovery than other approaches. In addition, the LSTM2 model
generated more consistent risk-adjusted returns than the other



30

International Journal on Advances in Intelligent Systems, vol 11 no 1 & 2, year 2018, http://www.iariajournals.org/intelligent_systems/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

approaches.
LSTM2 also fared well during the European debt crisis

of June 2012 [36]. It had a similar return on investment to
the other methods (Figure 10), but was the only method to
maintain a positive rolling Sharpe ratio throughout (Figure 11).
During the time period of the European debt crisis, the LSTM2
model balanced the portfolio to favor stocks (developed mar-
ket, emerging market, and dividend growth), corporate bonds,
and real estate (EFA, EEM, VIG, LQD, VNQ). This balance
of assets created a similar return as compared to the other
approaches. Post crisis, the model shifted more into real estate,
signalling a recovery in housing that was perhaps unrelated to
the debt crisis in Europe.

During the Taper Tantrums of May 2013 [37], CAPM
actually outperformed both LSTM models, both in percentage
return and in rolling Sharpe ratio (Figures 12 and 13). This
demonstrates that sometimes the LSTM2 model misjudges
market movements and suffers in terms of risk exposure
and returns as a result. This is the expected observation, as
many of these crises are unforeseeable, and took the broader
market by surprise. The Taper tantrums were a good example
of market distortions driven by regulator action, rather than
market fundamentals. This type of intervention should not be
easily predicted by LSTM2, and indeed it underperformed
during this period, generating a small positive return with a
lower Sharpe ratio than CAPM and 3FM. During the time
period of the Taper tantrums, the LSTM2 model balanced the
portfolio to favor stocks (US, emerging markets, and dividend
growth), TIPs, and real estate (IVV, EEM, VIG, TIP, VNQ).
This balance of assets had worse returns than CAPM, though
it still outperformed both the 3FM and LSTM1 methods. The
LSTM2 model consistently had a lower Sharpe ratio than the
classic approaches over those months. During this period, the
model seems to have predicted a rise in inflation, and hedged
by getting the portfolio into TIPs. This turned out to be wrong,
but gives some interesting insight into what the model was
expecting.

In Figure 14, LSTM2 can be seen to outperform the other
models during the Russian financial crisis of December 2014
[38]. During the time period of the Russian financial crisis,
the LSTM2 model balanced the portfolio to favor stocks (US,
emerging markets, dividend growth), municipal bonds and real
estate (IVV, EEM, VIG, MUB, VNQ). This balance of assets
away from EFA (developed markets including European coun-
tries with Russian exposure) resulted in a much faster recovery
after the event than the classic models. It also generated a
significantly higher rolling Sharpe ratio (Figure 15).

Over the course of the China market crash of August 2015
[39], LSTM2 generated a negative return, and had a negative
rolling Sharpe ratio, but still outperformed the other models
(Figures 16 and 17). During the time period of the China
market crash, the LSTM2 model balanced the portfolio to
favor US stocks, dividend growth stocks, municipal bonds, real
estate and natural resources (IVV, VIG, MUB, VNQ, XLE).
The model was invested in MUB (municipal bonds) prior to
the crash, and sold out to favor IVV and VNQ (US stocks
and real estate) during and after the crisis. This balance of
assets resulted in higher returns than other approaches, and
fewer losses during the crisis. In addition, the LSTM2 model
generated more consistent risk-adjusted returns than the other
approaches as measured by the Sharpe ratio. The model seems

Figure 4. A comparison of the percentage return for each portfolio
management method over 10 simulations

to have predicted that the bond market yields would shrink due
to government intervention, implying a shift in assets away
from bonds and into stocks and other assets. This idea is further
supported by the continuous drop in consistent returns among
all of the observed strategy as shown in Figure 17.

Finally, when Brexit happened in June of 2016 [40], the
3FM model had better percentage returns, but the LSTM2
model maintained a higher rolling Sharpe ratio over the same
period (Figures 18 and 19). During the time period of Brexit,
the LSTM2 model balanced the portfolio to favor US stocks,
developed market stocks, emerging market stocks, real estate
and natural resources (IVV, EFA, EEM, VNQ, XLE). There
is significant UK exposure in EFA, and the model allocated
away from EFA in the month following the crisis. In effect,
the model missed the risk, as one would expect for such a low
probability event. The asset allocation for LSTM2 resulted in
lower returns than the 3FM method, but the LSTM2 model
generated more consistent risk-adjusted returns than the other
approaches as measured by the rolling Sharpe ratio.

Most returns generated by LSTM2 were generated during
times of relative stability (non-crisis periods), as one would
expect from a predictive model trained on historical data.

VIII. CONCLUSION

This work presented a neural network based approach to
adaptive asset allocation recommendations. It combined LSTM
and MVO models with data on historical prices, macroeco-
nomic data, and market indicators. These signals were pro-
cessed (e.g. scaling, PCA, rolling window) and then applied
to address the portfolio management problem. The trained
model was able to estimate the returns for a selected group

TABLE II. Statistics for the classical passive portfolio management
approaches (EQWT, CAPM, 3FM) and active AI-based approaches (LSTM

and LSTM2). The back testing period was from January 2010 to August
2017.

Statistics (Annualized) CAPM 3FM EQWT LSTM LSTM2
Mean Return 4.67% 3.49% 4.57% 4.18% 10.07%
Std Dev. 9.69% 10.64% 8.08% 9.26% 10.13%
R-f Average 0.24% 0.24% 0.24% 0.24% 0.24%
Sharpe Ratio 0.46 0.20 0.54 0.43 0.98
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Figure 5. Percentage return comparison between the 10 simulations for
LSTM1 (purple) and LSTM2 (green)

of diversified assets, and make investment recommendations
with higher returns than traditional portfolio management
approaches. The described system can assist in automating
portfolio management. The asset allocation action recommen-
dations were personalized to the portfolio under consideration,
and were examined empirically in this work in comparison to
standard portfolio management techniques. This work provides
an empirical conclusion that an LSTM can provide better risk-
adjusted returns than conventional strategic passive portfolio
management approaches.
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Figure 16. Percentage returns during the timeframe of the China market
crash of August 2015. The % return for each underlying asset during the

testing period was reported with purple dots.

Figure 17. Rolling Sharpe ratios during the timeframe of the China market
crash of August 2015

Figure 18. Percentage returns during the timeframe of Brexit, June 2016.
The % return for each underlying asset during the testing period was

reported with purple dots.

Figure 19. Rolling Sharpe ratios during the timeframe of Brexit, June 2016
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Abstract— Developing and using Symbiotic Recursive Systems 

(SRS) concerns various incompletely defined domains 

requiring handling prevention and control. This means that, in 

the innovation process, it is important to avoid decline and 

obsolescence as it happens with modern paradigms of 

innovation. This paper presents the specificities of SRS that 

call for a new model of evolutive improvement. Such a new 

model needs to handle prevention and control in SRS as well as 

in the improvement process. The paper presents such a model 

we call ‘Pulsation’. Symbiotic Recursive Pulsative Systems are 

then SRS including the process of Pulsation.  
 

Keywords-pulsation; Symbiotic Recursive Pulsative Systems; 

systemic recursion; Ackermann’s function; security; practical 
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I.  INTRODUCTION 

We work under the hypothesis that human knowledge is 
and hopefully will always be incomplete. This 
incompleteness favours innovation and discovery. One 
distinctive feature of modern innovation is acceptance of a 
rapid obsolescence and decline of the technologies or 
systems it develops. In many cases, however, this last feature 
cannot be accepted. As an example, dealing with symbiotic 
recursive incomplete systems needs a robustness which asks 
for special attention. This paper addresses this problem in 
presenting a new model for an evolutive development of new 
symbiotic recursive systems or technologies. It has been first 
introduced in [1] where we called it: Pulsation. Its basic 
features are – at each step of development – 

  
• a kind of timelessness of previous achievements (no 

obsolescence); 
• possibility for future new improvements (no 

decline); 
• focus on prevention and control (particular rigor). 
 
It is true that modern science and the philosophy of 

innovation tend to deal with  
 
• synergy and modularity instead of symbiosis, 
• non-recursive complexities instead of recursion, and 
• constant change or mutations instead of what we call 

Pulsation. 

While these modern science notions are extremely useful 
and relevant for many real-world applications, they however 
cannot replace symbiosis, recursion and Pulsation without 
harmful consequences. This means that the approaches of 
these two groups of notions are complementary and non-
competitive. 

For convenience, we shall call first group the one 
including the notions  

 
• symbiosis 
• recursion 
• Pulsation 
 
and second group that of including the notions 
 
• synergy, modularity 
• non-recursive complexities 
• change, mutations. 
 
This paper gives below a systemic description of the first 

group of notions.  
In order to illustrate Pulsation in action, we present it in 

the framework of Symbiotic Recursive Systems (SRS). We 
show that these systems are particularly suited to represent 
potentially incomplete SRS that formalize real-world 
applications. An example of such a real-world application 
will be given. 

We shall also present reasons for naming Cartesian 
Intuitionism a systemic paradigm based on the first group 
and Newtonian approach a systemic paradigm based on the 
second group of notions. We have called Symbiotic 
Recursive Pulsative Systems (SRPS) the systemic nucleus 
that is the basis of Cartesian Intuitionism. One of our goals is 
to introduce this notion that is, to the best of our knowledge, 
not referred at elsewhere. 

 
The paper is organized as follows. 
Section II specifies the notion of symbiosis as understood 

in this paper. Since symbiosis is related to our understanding 
of the notion of theory we shall introduce, with help of 
symbiosis, a difference between formal and deductive 
theory. Section III introduces recursion as a way of 
representing action, control and prevention. It explains what 
we mean by systemic recursion. Section IV introduces the 
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notion of oscillation as representation of one-level creation 
process used in Pulsation presented in Section V. Section VI 
presents a motivation for introducing the systemic difference 
between Newtonian approach and Cartesian Intuitionism. It 
will become clear why the latter expression is used to 
describe the systemic science relevant to SRPS. Section VII 
presents an application for which Pulsation is relevant. 
Section VIII relates ancient systemic thinking to Pulsation 
and SRPS.  

 

II. SYMBIOSIS : ‘VITAL INTERDEPENDENCE’ 

 
Symbiosis is a particular composition. In this section we 

shall give a definition of symbiosis as used in this paper. We 
shall also compare symbiosis to other kinds of composition, 
namely synergy and fusion.  

By symbiosis we understand a separation-sensitive 
composition of two or several parts. This means that a 
separation of one or several parts leads to extinction or 
irrecoverable mutilation of the whole and all the involved 
parts, as will be illustrated below. 

In contrast to this, by synergy we understand a 
composition of parts that is not separation-sensitive. 
Sometimes, synergy is called also modular composition. 

In case of fusion, the resulting composition is 
homogenous. It does not allow to recognize the involved 
parts, they are blended together, such as in fusion of metals.   

We shall now give several examples. 
 

A. Pictorial Symbiosis   

  
Let us consider the following version ‘two-women-in-

one’ of ‘Devinettes d’Épinal’ (see also [18]): 
 

 
Figure 1.   ‘Two-women-in-one’ picture. 

Several overlapping features may reveal two different 
human faces. In other words, this picture is a composition of 
two parts. The important point is that the features necessary 
to see a ‘young’ or an ‘old’ face are common to both visions 

(i.e., parts), though they may be differently interpreted. Here, 
the feature ‘little chin’ in one is interpreted as ‘big nose’ in 
the other, the ear of one is interpreted as the eye of the other, 
the necklace of one becomes the mouth of the other, and the 
couple one eyelash + small nose of one becomes the two 
eyelashes of the other. If we withdraw from the picture all of 
these common features, as shown below, then a human face 
recognition ‘system’ may still reconstruct a human face 
though it becomes unable to rebuilt these common features 
of different interpretations, the ‘two-faces-in-one’ picture is 
thus destroyed and irrecoverable. This represents a symbiotic 
pictorial occurrence of both faces, that is, there exist a subset 
of features of these two parts (here, four of these features, but 
this is not necessary) such that deleting them from one 
occurrence induces an unrecoverable loss of the picture 
intent. 

 
Figure 2.  Mutilated ‘two-women-in-one’ picture. 

 
 
Figure 3.  Irreversible mutilation of  ‘two-women-in-one’ picture. 

The feature ‘hair decorated with a feather’, as in Figure 2, 
is common to the two faces, and may evoke an incomplete 
female face. If we withdraw this last feature, as in Figure 3, 
then a human recognition system is at lost at recognizing 
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something really significant (a strange bird, perhaps?). While 
Figure 1 represents several overlapping features of two 
human faces, from the point of view of symbiosis, it is 
important to understand it as a composition of two parts (old 
woman, young woman). Therefore, it is relevant that 
eliminating one part (and not one feature) leads to the 
destruction of the whole and the remaining parts. Here, for 
instance, Figure 3 can be seen as a result of eliminating old 
woman. Young woman disappears as well. 

 

B. Representational Symbiosis   

 
A careful study of primitive notions in Euclid’s geometry 

[20] shows that these notions are symbiotic. This means that 
eliminating even one notion would either render meaningless 
the resulting system (i.e., extinction of the resulting system) 
or the meaning of the resulting system would be completely 
different (i.e., irrecoverable mutilation). 

It should be noted here that the example of Euclid’s 
geometry illustrates well the fact that the constituents of a 
symbiotic system need to be handled as symbiotic in the 
construction process of such a system. However, after its 
successful final creation, the use of these notions may, in 
some cases, be modular. For instance, when we use the 
notion of point while working in Euclid’s geometry, we do 
not need to be aware of the symbiotic dependence of this 
notion on other notions of the same geometry. However, 
such awareness was necessary for Euclid when he created 
this geometry. This point is further illustrated in Section II.D. 

 

C. Intentional symbiosis 

 
As far as intentional symbiosis is concerned, we consider 

it exclusively in relation to human creations. A detection of 
intentional processes in nature is out of the scope of this 
paper. 

We could perceive a slight glimpse of intentional 
symbiosis in all the above, somewhat static, examples. Even 
though present, a rather procedural character of intentional 
symbiosis was not mentioned. In Section III., we shall give 
an example of the construction of Ackermann’s function, 
where such an intention can be easily described. As far as 
real-world applications are concerned, usually their 
development is driven by synergic thinking. This synergic 
thinking is convenient when all the tools are available and 
the resulting system consists in a novel composition of these 
tools. When it happens that new basic tools need to be 
invented, symbiotic thinking opens the way to new 
conceptual switches enabling some breakthrough from the 
usual thinking. This underlines why symbiotic thinking is an 
asset for creating new technologies. 

 

D. Deductive and Formal systems 

 
The above example of representational symbiosis, 

namely that of Euclid’s geometry, inspires us to introduce a 

difference between a deductive and a formal system. Indeed, 
when a formal system is considered in science, its 
consistence is considered in terms of non existence, in this 
system, of a proof for a formula as well as for its negation. 
By deductive system we understand a system developed with 
a concrete real-world application as a model. This means that 
the consistence of deductive systems is asserted by the 
existence of a concrete model. In fact, a deductive system is 
in our work viewed as a result of development of a relevant 
axiomatic system for a particular intended application. In the 
final stage of development, a deductive system can be 
viewed as a formal system, however, its completeness or 
incompleteness is not viewed from a theoretical point of 
view but from the point of view of a pragmatic evaluation. 
For instance, Gödel has shown the theoretical 
incompleteness of the set 0, 1, 2, …. However, when we 
consider natural numbers NAT as a deductive theory the 
intended model of which are the numbers we all use, i.e., the 
numbers represented by Peano’s arithmetic, we can consider 
NAT as being practically complete. Indeed, in this practical 
case, we need to consider symbiotic relationship of numbers 
and axioms defining the addition, the multiplication, and the 
induction principle. In other words, for deductive systems we 
introduce the notion of practical completeness. Practical 
completeness means that we all agree on the interpretation 
(i.e., the model) that is considered. Usually, this is allowed 
when there is no ambiguity as to the exact meaning of the 
notions in their practical manipulations. In order to illustrate 
the ‘practical completeness’ of natural numbers, think how 
all computer driven money exchanges in the world use the 
same intended model of the natural numbers. When, on the 
contrary, such an ambiguity is possible this indicates that the 
developed deductive system is incomplete. Selecting a 
concrete version of the intended model will only be possible 
when the corresponding notions have been (at least partially) 
completed through a relevant completion of the developed 
deductive theory. By partial completion of definitions of 
notions, we mean definitions that guarantee practical 
completeness of the considered system. 

In order to illustrate the informal (or incomplete) 
character of notions in incomplete theories, let us recall that, 
in a geometry obtained from Euclid’s geometry by 
eliminating the postulate of parallels, a triangle can be 
defined. However, in this incomplete ‘theory’, the sum of the 
triangle angles may differ from 180°. This means that the 
notion of triangle is incompletely defined in this particular 
purged (or mutilated) Euclid’s geometry. In practice, it 
means that an informal definition covers several possible 
different interpretations of each ‘defined’ object. Thus, 
deductive theories are characteristic by their origin in a 
concrete application and their incompleteness is not a 
limitation, when practical completeness only is requested.  

Our model of Pulsation presented in Section V is 
developed with the aim to guarantee a rigorous development, 
or completion, of deductive systems that corresponds to 
intended real-world technological applications. It will 
become clear in Section V that Pulsation deals also with 
another feature of practical completeness, namely the 
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availability of solutions for practical problems that can be 
described in the theory. 

 
The notion of symbiosis is in our work an emergent 

notion. This means that the specification of symbiosis 
presented in this section will have to be refined symbiotically 
with the future development of theory of SRPS. Namely, we 
still need to develop and present strategic and practical 
aspects of the creation of symbiotic systems. In [13] we call 
Cartesian Systemic Emergence this process. We illustrate 
there also one particular strategic feature on a simple 
example. 

 

III. RECURSION 

 
In this section we present a minimal, but sufficient basis 

for understanding systemic recursion for Symbiotic 
Recursive Pulsative Systems (SRPS). Moreover, we will 
illustrate how recursion represents not only actions, but also 
particular forms of control and prevention. 

Mathematical and computational recursion handle 
recursion from formal or programs efficiency points of view 
(see [15], [14]). Recursion in these cases is a known tool and 
not a science. In contrast to this, systemic recursion is a 
science of know-how for creating recursive systems that are 
useful for real-world applications in various domains. We 
shall point out the main features of systemic recursion 
through out this paper. 

 

A. Preliminary definitions and notions 

 
It is known that recursion is a particular way to represent, 

by a finite set of rules, potentially infinite systems and 
processes (actions and creations). These rules are expressed 
in terms of basic action or creation operators called 
constructors.  

In Mathematics and Computer Science such constructors 
are usually known, available or easily attainable in standard 
know-how. In contrast to this, know-how of systemic 
recursion lies in a progressive invention of on-purpose 
constructors of a goal system in dependence with progressive 
invention of a formal specification of the goal system. 
Indeed, in systemic recursion, we start to build a system from 
an informal specification of the goal system. The notion of 
Pulsation presented in Section V is important for 
understanding the systemic emergence of a formal system 
from its informal specification. 

By informal specification of a real-world application we 
mean that it is not yet a formalized description. It is, for 
instance, the case for technological visions or some 
pragmatic formulations of technological needs. An informal 
specification is usually not formulated by a mathematician or 
by a computer scientist. It is formulated by a visionary 
person or by experts expressing a need for some new solving 
tools in their domain. Informal specification describes a 
rather vague ‘what’ of the intended application, tool or 
system. 

When an informal specification of a technological vision 
is known, the ‘how’ of its implementation is usually not 
available and may even be unknown or impossible in 
standard know-how. Therefore, in systemic recursion, we 
speak of creation or even emergence rather than of 
development. Since not all the constructors of the intended 
system are known at the beginning, a long period of 
preliminary research of a sufficient set of relevant 
constructors always precedes the implementation of an 
experimental prototype. The final development might even 
require some complementary inventions.  

The goal of systemic recursion is to pass from an 
informal specification to a satisfactory formal specification 
of the goal together with the relevant on-purpose knowledge 
and know-how, i.e., the ‘how’ or ‘procedural science’ of the 
actual development. A formal specification expresses all the 
knowledge necessary for a final implementation of the 
‘what’ that has been at first only informally specified.  

This means that, in systemic recursion, a formal 
specification is an agreed upon compromise between the 
visionary and the developers of the considered informal 
specification. This compromise is built up progressively. It 
cannot be created in advance. This is because, in systemic 
recursion, research is pluridisciplinary in the sense that it 
crosses the traditional boundaries between disciplines and it 
progressively constructs its own on-purpose knowledge, 
know-how and boundaries. This on-purpose systemic 
knowledge is symbiotic. 

 
In the following section we shall show how recursive 

actions may be considered as a way to represent not only 
actions but also a particular kind of control. 

 

B. Representation of a particular control 

 
In this section we shall present an example that illustrates 

how recursion captures in itself, by symbiotic dependency, 
all the secondary effects of a simple recursive procedure 
computation. Let us point out that we emphasize here 
symbiotic information, not symbiotic computation.  

 
Let us consider the following simple problem. On a 

sufficiently big table consider a stack of blocks a, b, c, d and 
e as shown in Figure 4.  

 

e

d

c

b

a
 

Figure 4.  A stack of blocks. 
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We say that a block m is clear if there is no other block 
on m. (In Figure 4. block e is clear.) There can be at most 
one block on the top of the other. If n is on the top of m we 
say that n is top of m written as: n = top(m). Let us consider 
the following procedure makeclear: 

 
makeclear(x) = 

 if  x is clear then end 

 else  

  if   top(x) is clear 

  then put(top(x)) on table 

  else  first makeclear(top(x)) 

     and 

    then  put(top(x)) on table 

 
It can easily be checked that makeclear(b) results not 

only in clearing the block b but also in the situation where 
blocks c, d and e are clear and on the table. This means that 
the procedure makeclear contains in its description not only 
its direct effects (such as: the block b is cleared) but also the 
full description of all the secondary effects of any action 
performed. In Figure 5 these secondary effects are that the 
blocks c, d and e are on the table.  

 

edc

b

a
 

Figure 5.  The environment after clearing b. 

 
For some primitive recursive procedures the secondary 

effects do not modify the environment, but this should not be 
a barrier for a general perception of primitive recursive 
procedures as invisible procedural ‘seeds’ containing 
symbiotically related the effects (i.e., the results of the 
computations) and the secondary effects (i.e., the 
consequences of the computation of a particular value). 
Therefore, implementing recursive procedures is interesting 
in all the environments where the control over the secondary 
effects is important.  

It may be not straightforward to see in what sense we 
speak of symbiotically related effects and secondary effects. 
Let us recall that symbiosis of information means here that if 
we take away one piece of information, the global 
information becomes distorted, or mutilated. 

Let us consider therefore the instruction makeclear(b). 
This means that, step-wise, all blocks above b have to be put 
on the table leading to the result that the blocks c, d and e are 
on the table. Let us suppose that we take away the 
information that the block d is on table. However, in the 
progression of the procedure, if we call makeclear(b) first, 
we have to call makeclear(c), then makeclear(d). Since 
top(d) is e and it is clear, we may put e on the table. d = 
top(c) is now clear, but we cannot put it on the table since 
this information has, by our assumption, been withdrawn. 
This means that the whole process is stuck and we then 
cannot put block c on the table. So, the resulting information 
is mutilated since it does not express all the potential of the 

procedure makeclear. Moreover, there is no evidence that the 
information that the block e is on the table is related to the 
procedure makeclear. It could, in principle, be related to 
some other procedures. 

 
The above procedure makeclear is an example of 

primitive recursion. A recursion that is not primitive goes 
even further in representing symbiotically information that 
concerns control, rigor and reproducibility. Ackermann’s 
function is the simplest example of a non-primitive recursive 
function. Therefore, it is a suitable representative for 
explaining how non-primitive recursion modelizes a 
particular kind of Pulsation in SRPS.  

In the following part we shall give a formalized 
presentation of the Pulsation starting by a presentation of a 
construction procedure that generates Ackermann’s function. 
It will become clear how this construction and the notion of 
Pulsation are linked together.  

 

C. A Construction of Ackermann’s Function 

 
The idea to modelize Pulsation by Ackermann’s function 

comes from the understanding of how this function may be 
constructed. The practical use of this function becomes then 
exploitable by a ‘simplification’ of the computation of its 
values using the knowledge of its construction process. 

 
Let ‘ack’ be Ackermann’s function defined, as in [19], by 

its standard definition, i.e., 
 

ack(0,n) = n+1 
ack(m+1,0) = ack(m,1) 

ack(m+1,n+1) = ack(m,ack(m+1,n)). 
 
We shall show here how this function can be constructed.  
Since ack is a non-primitive recursive function, by 

definition of non-primitive recursion, it is a particular 
composition of an infinite sequence of primitive recursive 
functions. We shall thus define a function ack’ as a particular 
composition of an infinite sequence of primitive recursive 
functions and it will become clear why the definitions for ack 
and for ack’ are identical.  

By definition, each primitive recursive function f is a 
composition of a finite number of primitive recursive 
functions and of f itself. Let us therefore construct such an 
infinite sequence of primitive recursive functions f0, f1, f2, 
…, fn, fn+1, …. We define 

 
f0(n) = n+1 

fi+1(n+1) = fi(fi+1(n)) 
 

for each i from 0, 1, 2 …. We are thus able to define a new 
function ack’ as follows: ack’(0,n) = f0(n) and 
ack’(m+1,n+1) = fm+1(n+1). Note that ack’(m+1,0) is not yet 
defined. Since we want ack’ to be a non-primitive recursive 
function, we need to guarantee that it cannot be reduced to 
any of fi. In order to do so we shall simply perform a 
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diagonalization [15] on this infinite sequence of functions by 
defining 

  
fi+1(0) = fi(1). 

 
In other words, we define  
 

ack’(m+1,0) = fm(1). 
 
By this construction, we see that fi+1 is more complex 

than fi for each i. It is obvious that  
 

ack’(m,n) = ack(m, n) = fm(n). 
 
This construction is at the same time a guarantee that ack 

is not primitive recursive, since it is indeed a composition of 
an infinite sequence of primitive recursive functions each of 
them more complex than those before it and ack cannot be 
reduced to any one of them. As a by-product, we have thus 
simplified also the standard presentation of the non-primitive 
character of ack which is usually done by a proof by a 
projection of Ackermann’s function ack into a sequence of 
primitive recursive functions am(n) = ack(m,n) and showing 
that ack grows more rapidly than any of these primitive 
recursive function (see [19]). The difference thus lies in our 
use of an indirect construction (instead of a projection) and 
relying on a progressive diagonalization. To our best 
knowledge, this construction with a use of progressive 
diagonalization was not presented so far. Note that the notion 
of Pulsation that refers to this construction of Ackermann’s 
function has no relation to measures of the computation 
complexity of a function, such as Ritchie’s hierarchy [17]. 
Complexity and efficiency are thus out of the scope of this 
paper. 

 

D. Disentangling Ackermann’s Function 

 
The above construction of Ackermann’s function shows 

immediately that the computation of its values, for given m 
and n, using non-primitive recursive definition can be 
‘simplified’ - or, rather, replaced - by a definition of m 
primitive recursive functions obtained by a suitable macro-
procedure. 

Our recursive macro-procedure will simply compute, step 
by step, each of the values fi+1(0) in advance and will define 
the whole fi+1 with this already computed value. This may 
not lead to a fast computation but we are not concerned now 
with computational efficiency of this way of proceeding, 
only by its practical feasibility and reproducibility.  

We define a macro-procedure, we call ack_macro. It uses 
the standard LISP procedures add_to_file and load_file. The 
procedure add_to_file(text,F) adds the text at the end of file 
F. The procedure load_file(F) loads file F in order to make 
computable the functions written in this file. We create at the 
start an auxiliary file F that stores the functions fi generated 
by ack_macro. Our macro-procedure ack_macro(m,n) uses 
the infinite sequence of functions defined above as being 
representative of Ackermann’s function. 

 
Step 1:   

 text:= { f0(n) = n+1 }  

Step 2:  

 Create file F (empty at start) and 

   add_to_file(text,F)  

 load_file(F) 

Step 3:   

 i:=0 

 aux:= compute the value of fi(1) 

Step 4:  

 text := { fi+1(0)= aux  

   and fi+1(n+1)= fi(fi+1(n))} 

 add_to_file(text,F) 

 load_file(F) 

 aux := compute the value of fi+1(1) 

 i:= i+1 

 if i < m  

 then Go to Step 4 

 else stop 

Figure 6.  A macro-procedure for computing particular values of ack 

ack_macro(m,n) is now completed and file F collects the 
definitions of m primitive recursive functions. We are now 
able to compute ack(m,n) = fm(n), where the definition of fi 
from file F is used for all i = 0, 1, …, m. 

 
On internet, we can find several programs that compute 

Ackermann’s function values faster and much further than 
our presented macro-procedure. The problem with those 
programs is that they are based on the knowledge that 
Ackermann’s function can be represented as a generalized 
exponentiation function. The advantage of our presentation 
lies in its suitability for practical purposes in the following 
sense. As we shall see with the notion of Pulsation, complex 
real-world problems may require modelization by non-
primitive Ackermann’s like programs that will not be 
reducible to an arithmetic generalized exponentiation. In 
other words, it is useful to consider non-primitive recursion 
that is not defined for natural numbers only but which is 
defined for all practically useful and exploitable recursive 
systems.  

 

E. Prevention and Control in Recursion 

 
We have seen above, in the example of program 

makeclear, that primitive recursion captures the effects (the 
value of the computation) and the secondary effects (the 
consequences of the computation that are in fact the 
intermediary values generated by the same procedure). We 
have also seen that the non-primitive recursive Ackermann’s 
function is obtained using a diagonalization procedure. This 
diagonalization brings forward complementary information 
about the process of this symbiotic information in recursion. 
Since diagonalization is a meta-level procedure, we 
understand this complementary information as a kind of 
meta-level prevention from primitive recursion reducibility. 
While lack of control is accepting to ignore some secondary 
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effects of the computation, lack of prevention is accepting to 
ignore some secondary effects of secondary effects of 
computation. They are taken into account in advance (by 
diagonalization and generalization) and thus they are related 
to prevention. 

It is interesting to note that some scientists may 
intuitively ‘feel’ that Ackermann’s function provides a 
model of human thinking of ‘everything’ for a particular 
situation. The above mentioned makeclear program shows 
that this intuition can be presented in terms of symbiosis of 
the information included in a particular situation. Note that 
the above macro-procedure (Figure 6) only simplifies the 
computation of thinking of ‘everything’. In order to illustrate 
this simplification of the computation we may mention that, 
as it can be checked, the computational trace of the value for 
ack(3,2) using standard definition shows (see [8]) that the 
value ack(1,1) is computed twenty-two times for obtaining 
the result of ack(3,2). This is not the case for f3(2) simplified 
computation. It is however necessary to understand that the 
overall complexity of this situation remains the same since, 
in order to be able to ‘simplify’ (i.e., to define the above 
macro-procedure), we already need to have available 
Ackermann’s function equivalent sequence of fi. In other 
words, the principle and effectiveness of ‘thinking of 
everything’ are globally unaffected. The simplification 
concerns only focusing on one particular local level defined 
by the two values a and b instantiating Ackerman’s variables. 
Of course, the macro-procedure is general, but for a and b 
given, it generates only the finite sequence of primitive 
functions f0, f1, …, fa.  

This makes explicit that ‘thinking of everything’ keeps its 
order of complexity after applying our simplification. 
Systems requiring a simultaneous handling of prevention and 
control factors such as information security systems or 
strategic planning in flexible environments are practical 
examples of a problem requesting to think of ‘everything’ 
(see [16], [10]). 

 

F. Systemic recursion 

 
In the previous sections, we have presented what can be 

seen as a recursive structure. In a recursive structure there is 
an obvious so-called base step element (for example, 0 in 
NAT). We shall speak about systemic recursion when a 
system is defined or constructed recursively, but there is no 
such an obvious ‘base step element’. It is mostly the case 
when all the parts of the system may themselves be 
considered as symbiotic systems. In other words, in systemic 
recursion, symbiotic constructors are also systems, as will be 
illustrated by the following example – a simple one though it 
illustrates the complexity of systemic recursion:  

Consider a method M that is recursively defined in terms 
of a finite number of complex symbiotically dependent 
procedures R1, R2, …, Rn. Then, a systemic equation for such 
a method can be represented as follows: 

 
M = R1 + R2 + … + Rn + M. 

 

Of course, rules R1, R2, …, Rn may themselves be 
recursive procedures calling M as well. This emphasizes the 
difference between systemic recursion and linear-like, tree-
like or network-like representations. 

 
The above construction of Ackermann’s function and our 

particular disentangling of its computation by a primitive 
recursive macro-procedure allow us to consider it as a model 
for a particular kind of Pulsation. The notion of oscillation, 
defined in the next section, provides an informal background 
for the notion of Pulsation as described in Section V. 

 

IV. OSCILLATION 

 
In scientific fields, an obvious basic paradigm, for a 

given problem, is looking for ideas that possibly lead to a 
solution. This behavior reflects the belief that the following 
formula is valid  

 
∀ Problem ∃ Idea Leads_to_a_solution(Idea,Problem). 
 
We shall call this formulation: “first paradigm.” 
However, another and rather unusual (except in Physics) 

paradigm is to find an idea that provides a solution for all 
problems. We shall show how Ackermann’s function 
provides a model for this second paradigm. Similarly to 
Ackermann’s function, in a sense, it is a kind of ‘thinking of 
everything’. First, however, let us express this paradigm by 
the formula 

 
∃ Idea ∀ Problem Leads_to_a_solution(Idea,Problem). 
 
We shall call this formulation: “second paradigm.” 
The difference between these two formulas lies in the 

fact that, in this second case, the ‘Idea’ obtained is unique, 
while in the first formula each problem can use its own Idea.  

 
We call oscillation this approach of symbiotic switching 

between the two above paradigms. It corresponds to a 
representation of a one-level creation process. 

The oscillation may be performed in the following way. 
We start to consider a large variety of problems for which we 
try to find an idea for a general solution to all of them. This 
solution needs to be open to the need of a further 
improvement. We shall, in the next section, introduce 
Pulsation as being a particular  kind of such an improvement,  

 

V. PULSATION 

 
The above sections will help us explaining how 

Ackermann’s function enables us to formally specify the 
notion of Pulsation, i.e., a particular kind of ‘evolutive 
improvement’. This is interesting not only from the point of 
view of building particular deductive theories for unknown 
domains but also for understanding the difference between 
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revolution, innovation and evolutive improvement in this 
building process. 

 
Let us consider a potentially infinitely incomplete theory. 

In unknown environments this may be seen as a framework 
for potentially infinitely incomplete theories. Building a 
deductive theory becomes then a process of suitable 
completions of a particular initial theory T0. We shall say that 
this theory T0 is practically complete when it formalizes 
solutions of practical problems that have been met so far. It 
implicitly means also, as mentioned in Section II.D, that a 
non ambiguous specific model is available. Since the theory 
is potentially incomplete, sooner or later we shall meet a 
problem that cannot be solved in the framework of T0. In the 
vocabulary of scientific discovery we may say that we need a 
conceptual switch (a new axiom or a set of axioms) that 
completes T0. Note that we speak here about completion and 

  
• not about a revolution - which would mean in a 

sense rejecting T0 
• not about a innovation - which may simply amount 

to a particular reformulation of T0, not necessarily 
coherent with T0. 

 
This completion T1 has to contain T0 and thus it must be 

coherent with T0. However, since a new conceptual switch 
guarantees that T1 is more powerful than T0, we consider this 
particular kind of completion as a suitable model for one step 
of improvement in our search for suitable completions. Since 
we consider here a potentially infinitely incomplete theory, 
we can then see Pulsation as an infinite sequence of theories 
T0, T1, …, Tn, … . In this sequence, Ti+1 completes and is 
coherent with Ti for all i = 0, 1, 2, …  

We have seen that, in the infinite sequence from which 
Ackermann’s function is built, the function f1 relies on (is 
coherent with) f0, and fi+1 relies on fi for each i. We can 
therefore see that Ackermann’s function really provides a 
model for evolutive improvement (or progress in Bacon’s 
sense [2]) and we understand it as being different from 
revolution and innovation. 

Let us now come back to our notion of Pulsation. We 
have seen that, in the informally specified notion of 
oscillation, we switch coherently between two paradigms. In 
our interpretation, the second paradigm, i.e., 

 
∃ Idea ∀ Problem Leads_to_a_solution(Idea,Problem) 
 

represents the idea of Ackermann’s function and the first 
paradigm, i.e., 

 
∀ Problem ∃ Idea Leads_to_a_solution(Idea,Problem). 
 

represents particular primitive recursive functions from 
which Ackermann’s function is constructed. In the definition 
of Ackermann’s function we have seen that  

 
fi+1(0) = fi(1). 

 

Analogously, we shall state that the sequence of 
completing theories can be written as:  

 
Ti+1 = Ti + Ai+1, 

 
where Ai+1 is an axiom or a set of axioms representing the 
conceptual switch that enables solving the problem 
unsolvable in Ti and solvable in Ti+1. 

Let us stress the fact that by Pulsation we understand an 
infinite sequence of theories T0, T1, …, Tn, Tn+1, … with the 
just above mentioned property: It does not reduce to one 
particular step in this sequence. This means that pulsative 
systems are formalized progressively and potentially 
indefinitely. 

 
We have seen above that Ackermann’s function is also a 

model for symbiotic consideration of prevention and control. 
Let us return therefore to the construction of 

Ackermann’s function. We could see that, with respect to our 
requirement to obtain a non-primitive recursive function, f0 
must be defined in a way that guarantees the non-primitive 
recursion of the final composition of the constructed infinite 
sequence. Indeed, if f0 were a constant, for instance 3 (which 
would mean that f0(n) = 3 for all n), the resulting infinite 
composition would also be the constant 3. This means that, 
even though f0 is the first function of this infinite 
construction, since it must be defined as a symbiotic part of 
the final composition, prevention and control factors must 
already be present in this function. 

We can thus see that Ackermann’s function provides in 
fact a model for the Pulsation that intends and guarantees 
symbiotic handling prevention and control already from the 
start. In other words, prevention and control are present 
already in T0. 

 

VI. PULSATION AND CARTESIAN INTUITIONISM 

 
In the previous part, we have introduced the notions of 

symbiosis, systemic recursion and Pulsation. 
We have seen that symbiosis is different from 

compositions that are not separation-sensitive. Usually, 
systems that are not separation-sensitive are considered as 
modular also in the case of interdependency. In modular 
interdependent systems, the parts, when separated, preserve 
their essential properties. This is not the case for symbiotic 
parts of a symbiotic system. 

We have also seen that recursive systems are different 
from systems that allow linear-like, tree-like or network-like 
representation.  

It is somewhat obvious that the paradigm of Pulsation is 
different from what is understood as a process of evolution 
that tends to preserve only strongest ‘individuals’. A similar 
kind of evolution can be recognized in self-organized 
systems. Edward de Bono [3], one of recognized experts of 
practically exploitable creativity and innovation, has 
characterized such a self-organizing system by the fact that 
“an idea may be logical and even obvious in hindsight but 
invisible to logic” of externally organized systems. 
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Conversely, in externally organized systems, any idea which 
is logical in hindsight must be accessible to logic in the first 
place. This last assertion is true for the classical systems but 
not for our SRPS. Pulsative systems are externally organized 
by human creators and developers. However, in pulsative 
systems no conceptual switch can be considered as logical in 
hindsight. This follows from the fact that the axiom (or 
system of axioms) Ai+1 that extends a theory Ti is logically 
independent from the previously constructed theories. In 
consequence, Ai+1 cannot be logically explained in Ti. 

Moreover, the main problems of Pulsation are 
construction of systems and development of completion-like 
procedures for these systems. The decision procedures are 
secondary and dependent on the developed construction and 
completion-like procedures. In Pulsation, all ‘individuals’ 
collaborate symbiotically towards one goal that is informally 
specified from the start.  

This means that SRPS are complementary to non-
recursive systems that are usually considered in science or 
business. In order to capture the essential difference between 
the paradigms implicitly present in standard science and the 
complementary SRPS, we call these paradigms Newtonian 
and Cartesian Intuitionism, respectively. 

 
The main difference between Newtonian and Cartesian 

paradigms is easily perceptible from comments pronounced 
by Newton and Descartes themselves.  

In a letter to Robert Hooke, Newton wrote: “If I have 
seen further (than you and Descartes) it is by standing upon 
the shoulders of Giants.” 

Newtonian science can be seen as established on logic of 
sequential ‘observational’ research. In a little more systemic 
way, we can thus describe the Newtonian way  by a sequence 
of advancements built one upon the other from a ‘beginning’ 
until an ‘end’. We say that this research is observational 
since, at each step of advancement, it does not require that 
the previous results are fully recreated. They are only 
observed externally and adopted as true. This is a model of 
what means “standing upon the shoulders of Giants.”   

 
Descartes wrote his first rule in the Discourse on the 

Method of Rightly Conducting the Reason, and Seeking 
Truth in the Sciences [4] in a following way: “The first was 
never to accept anything for true which I did not obviously 
know to be such; that is to say, carefully to avoid 
precipitancy and prejudice, and to comprise nothing more in 
my judgement than what was presented to my mind so 
clearly and distinctly as to exclude all ground of doubt.” 

This formulation could be looked upon as being similar 
to Newton’s except that Newton expresses the utmost 
confidence in the ‘giants’ while Descartes wants to check, or 
rather re-create everything by himself before accepting a new 
knowledge. Indeed, Descartes always recreated all the 
knowledge useful to him when it had been previously 
obtained by someone else. This means that, if ever standing 
on ‘giants’ shoulders’ took place, it had to be very carefully 
checked in order justify any extension of it.  

Descartes justifies these possible extensions by stating 
that they have to lead to some obvious truth obtained by 

what he called ‘intuition’. He describes what this ‘intuition’ 
is in his Rules for the direction of the mind (Regulae ad 
directionem ingenii [5]). When examining his definition 
from a recursive systemic point of view, we get hints that 
intuition, for Descartes, is a symbiotic, possibly recursive, 
composition. The process by which these hints are shown to 
be reasonable is complex and explained in detail in [8].  

The same thing is expressed by Descartes in a little more 
complicated way by saying that “beginnings … can be 
persuaded well only by the knowledge of all the things that 
follow later; and that these things which follow cannot be 
understood well, if we do not remember all those that 
precede them.” [4], p. 797. Note that our description of a 
Pulsation, in Section V. above, looks like an explicatory 
paraphrasing of Descartes’ way of speech. From a more 
formal systemic point of view, we may state that the 
demarcation of a notion is not the initial stage, as it is the 
case in the Newtonian paradigm, but the final stage of its 
formation. 

We thus see that Descartes’ work, as we present it, 
contains a basis for SRPS systemic research. We introduce 
therefore Cartesian Intuitionism as a paradigm 
complementary to the Newtonian one. For us, Cartesian 
Intuitionism is nothing but a systemic science relevant to 
SRPS. In [9] we provide a more detailed comparison 
between Cartesian Intuitionism and Newtonian approach in 
the framework of Program Synthesis (PS). PS is a basic 
problem to be solved in the technological vision described in 
the next section.  

 

VII. A PULSATIVE TECHNOLOGICAL VISION 

 
In the previous parts, we have introduced the basic 

notions for a rough understanding of SRPS. Further work is 
necessary to provide a deep understanding of systemic 
emergence, i.e., the ‘how’ behind Pulsation. Symbiosis and 
recursion of parts of a system are reason why SRPS cannot 
be well understood externally. It is necessary to study them 
in the framework of a concrete creational referential system. 
In Computer Science, automation of recursive Programs 
Synthesis in Incomplete Domains via Inductive Theorem 
Proving (PSIDITP) already provides a usable experimental 
creational referential system. A formalization of this problem 
as well as a description of one particular approach built on 
systemic science of SRPS can be found in [9]. This approach 
is called Constructive Matching Methodology (CMM).  

Let us make precise here what we call a methodology in 
a technological framework: Given a non-trivial goal, its 
solution relies on a fully formalized ‘algorithmic’ description 
of all problems that arise in achieving this goal. In this 
context, this special description is what is called a 
methodology (for the solutions of these problems). In other 
words, a methodology is a full ‘know-how’ for successfully 
achieving the given goal. 

From the point of view of Pulsation presented here, it is 
interesting to note that the goal of CMM is to build a 
program synthesis system (‘Idea’) providing a ‘Solution’ to 
the problem of program construction in incomplete theories. 



44

International Journal on Advances in Intelligent Systems, vol 11 no 1 & 2, year 2018, http://www.iariajournals.org/intelligent_systems/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

We thus globally work with the second paradigm. However, 
in our everyday research (which means to acquire fruitful 
experiences enabling to build relevant knowledge), we work 
locally with the first paradigm while keeping in mind the 
second paradigm. This means that we mentally oscillate 
between two paradigms. The second paradigm presents a 
global vision and the direction of the solution we seek and, to 
make this goal achievable, we perform our everyday work in 
the framework of the first paradigm following nevertheless 
the direction imposed by the second paradigm. It is important 
to note that we are still at the level 0 of pulsative 
development of CMM. In other words, we work on defining 
a powerful primitive recursive f0 with respect to the overall 
goal of resulting non-primitive recursive SRPS for CMM. 
This means that level 0 has already required several decades 
of research and many useful results not known in PSIDITP 
were obtained so far. A full bibliography of these results can 
be found in [12]. We have to underline here that, obviously, 
an informal version of the Pulsation model was used from 
the start of our research. Recently only we formalized it 
enough to be presented in [1]. Our experimental 
implementation in [7] reflects this pulsative feature of our 
research. 

 
In the long term, an expected success of the mentioned 

approach to PSIDITP provides fundamentals for a pulsative 
technological vision that may roughly be described by three 
contributions of PSIDITP. Indeed, PSIDITP seems to be a 
way how robots, in the future, will be able to 

  
• formalize recursively unknown domains (e.g., in 

space research) handling perfectly control, rigor and 
evolutive improvement;  

• perform experiments necessary for finding such 
suitable formalizations; 

• program themselves autonomously with the help of 
the formalizations found. 

 
Formalizing an unknown domain is a progressive 

exploration aimed at acquiring experiences – through 
experiments – that lead to facts enabling some progress in 
the formalization of this domain. 

Of course, a successful achievement of this technological 
vision will require other tools than the ones presented in [9], 
[11]. New tools developed in Machine Learning, Big Data, 
Computational Creativity will certainly be also necessary. It 
is even quite possible that some of the necessary tools will 
appear in the future, born from pluridisciplinary cooperation 
and from yet unknown scientific fields developed in the 
course of research in PSIDITP. 

 

VIII. PULSATION, SRPS AND ANCIENT’S SYSTEMS 

The above presented construction and role of 
Ackermann’s function as a model for infinite pulsation 
provides a very good sieve through which it is interesting to 
study or revise the systemic foundations of Ancient 
civilizations. Eternity, Timelessness and Progress are three 

essential themes upon which grow these ancient foundations 
(see [6], [2]). In modern interpretations these notions are still 
embedded within philosophical opinions. In our opinion, the 
pulsation model provides another point of view, a more 
mathematically oriented one.  

We use a feature central to Ackermann’s function, 
namely its representations by a specific infinite sequence of 
different and non-trivial functions, which constitutes a 
computable representation of eternity. Each of these 
functions plays an important role throughout the progressive 
growth of the sequence. 

Timelessness might be represented by the fact that each fi 
contains in a sense all the previous fj (for j < i) and thus there 
is no obsolescence.  

Finally, the fact that fi+1 represents a sort of a conceptual 
switch extending the potential power and action of fi and of 
all previous fj (for j < i) is a rigorous representation of 
progress, though perhaps a bit limited one.  

This means that Ackermann’s function seems to be a 
very good start for a more mathematically rigorous model of 
the three ancient symbiotic notions of Eternity, Timelessness 
and Progress. 

This kind of thinking leads us to detect possible roots of 
our SRPS approach in ancient philosophy: It could quite be a 
particular “déjà-vu” of what has been understood in Ancient 
times as Universal Mathematics. In this case, it follows that a 
systematic study of the systemic links between all these 
ancient systems of thought and SRPS might bring many new 
ideas and technological visions for modern Science in 
general and for the development of secure dynamic evolutive 
systems in particular. 

 

IX. CONCLUSION AND FUTURE WORK 

 
Recognizing the symbiotic character of systems is vitally 

important, namely for security reasons and for preserving the 
essential properties of systems that are designed for showing 
no decline. We have shown that recursion is able to handle 
symbiotic information in systems and participates in their 
rigorous control and prevention. For real-world applications 
it seems therefore useful not only to recognize but also to 
develop symbiotic systems whenever conceptual switches 
are needed. With respect to the incompleteness of human 
knowledge, such a development must be strategically 
planned in order to avoid hindering future systems 
evolutions. We have therefore defined a non-trivial model, 
called Pulsation, for creation of symbiotic recursive systems. 
This model shows the essential features expected for a 
smooth evolution of human knowledge and for the design of 
ambitious real-world applications, namely 

 
• possibility of infinite evolution (i.e., no decline) 
• possible coherence of new results with previously 

developed systems, i.e., no rejection, 
• rigorous security and prevention handling (i.e., no 

accidents). 
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In this way, the paper substantially completes and refines 
our definitions of Cartesian Intuitionism and Symbiotic 
Recursive Pulsative Systems introduced in our previous 
work. 

We have mentioned in the paper the pragmatic and 
structural character of the notions developed. We have also 
mentioned a real-world application in which these notions 
are embodied. Their dynamics, i.e., their algorithmic 
descriptions started to be described in [13], where we 
provide a simple illustration a particular feature of Pulsation. 
Next, we plan to extend and generalize our experience 
acquired mostly in the process of the application mentioned 
in this paper. 

Because of their rich potential, we foresee that Cartesian 
Intuitionism and Symbiotic Recursive Pulsative Systems will 
play an important role in the innovation process without 
needing to compete with standard Newtonian paradigms. 
However, once the complementary and non-competitive 
character of symbiotic systems is well understood, together 
with their rich potential, Cartesian Intuitionism and 
Symbiotic Recursive Pulsative Systems will certainly be 
highly exploited regardless of the particular ways of thinking 
they require. 
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Abstract – It is well-known that analytical modeling and 

computer simulation of the physiological systems is a complex 

problem with a great number of variables, equations, and non-

linear relations. There are several approaches for such 

modeling. One of them is so-called compartment modeling. 

Each compartment is assumed to be a homogeneous entity, 

within which modeled entities are equivalent. Another 

approach is multi-agent modeling, which consists of creating 

agents with a more complex structure in comparing with the 

compartment and a more complex logic of behavior and 

communication. In the paper, we decided that before building 

a multi-agent model to try to describe the communication of 

the system elements using the rules of the class 'state-action' 

and transferring such relations to the properties of the agents. 

In order to analyze the dynamics of the behavior of the multi-

agent system, the matrix description method was proposed. As 

an example, we investigate in the article the different models of 

the insulin-glucose physiological system. 

Keywords – multiagent system; agent; linear algebra; matrix. 

 

I.  INTRODUCTION 

 
The models used for modeling of any kinds of physical 

phenomena are the tools utilized to obtain an answer to 
questions concerning the tested system, without the need for 
performing the actual experiment. Among the variety of 
models, i.e., psychological, word or physical models, there 
are also mathematical models whose relations observed in 
the system are described by mathematical formulas. The 
possibility to perform such experiments is called simulation 
(lat. simulare – simulate). It is a cheap and safe alternative or 
a complement to experiments with the system.  

The quality of simulation’s results depends entirely on 
the quality of the model. Fundamentally, there are two 
approaches to building a model representing a particular 
system. The first type of approach is based on the knowledge 
taken from literature or experience of experts in each domain 
and could be used for building more and more precise 
description of the investigated phenomenon  (more complex 
models are generated). The second one is based on 
observation of the phenomenon and its behavior on one level 
of description (using similar agents) and after that building 

the model and identification of parameters (agent-based 
approach). 

The created model in both approaches needs to be 
described in a handy form, especially if one wants to analyze 
it with the use of digital machines. Having the model built, it 
is necessary to verify the correctness of obtained results. The 
credibility of the results provided by the model can be 
acquired using verification or validation.  

This paper focuses on the use of MAS a multi-agent 
system (MAS) for the modeling of the insulin-glucose 
system responsible for the blood glucose homeostasis. Even 
by designing the simplest model based on the multi-agent 
paradigm, one must rely on a complex analysis of 
interactions between agents. For this reason, there is not one 
general formalism of description of these interactions, which 
would additionally allow an easy analysis of the functioning 
of such a multi-agent system. In most cases, the used 
approaches are chosen depending on the category of the 
problem that is solved by the system. If MAS was designed 
to address the issues of game theory, then this formalism 
would be used to analyze the multi-agent system. When 
MAS was created for optimization problems, these problems 
will be used to analyze this system [9,14]. What is presented 
in this paper is a demonstration of the use of two modeling 
techniques for the general description of a multi-agent 
system. On one hand, the theory of compartment models has 
been used to describe the interaction between the different 
body regions, called compartments. On the other hand, graph 
theory introduces a general and universal tool for describing 
the interaction between beings that can represent any 
mathematical or physical concept. Combining these two 
techniques allows us to describe the interaction between 
agents in MAS in two ways. Firstly, it could help to describe 
the dynamics of the entire multi-agent system, showing the 
connections between agents, their behavior, and the ability to 
investigate the whole system. Secondly, it makes possible to 
include in the same formalism the information associated 
with each agent. This should be understood as the ability to 
get information, about which behavior is implemented in the 
body of the agent, which is used to communicate with the 
environment, and which is only the internal behavior of the 
agent. One can also get information, about which agents are 
receivers of the messages and, which are senders of those 
messages. 
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 The proposed approach allows describing MAS in two 
complexity scales – the system as a whole and the agent and 
its impact on the system. The proposed advantage is a 
technique, which can extend the behavior of compartments 
using fuzzy logic and make their behavior more complex by 
describing their internal structure using agent description [1]. 
We illustrate the MAS description and communication of the 
glucose homeostasis. The selected analytical model 
(Stolwijk-Hardy model [11]) was converted to MAS in a 
lossless fashion. As a result, individual members of this 
model became the determinants of behavior of individual 
agents, and in addition, the analysis of such model was 
maintained by compartmental methods. 

The structure of the paper is following. Section II 
describes the compartment models and their applications in 
physiologic systems.  In Section III we introduce the fuzzy 
logic models and illustrate them in the example of the 
insulin-glucose system. This model will be a base of agent’s 
behavior in the next section. 

Section IV gives a short introduction to multi-agent 
systems and draws attention to components of agents and 
their communication standards. In the next section, the 
matrix representation of MAS is proposed. Section VI 
illustrates the authors’ approach with two simple examples. 
The conclusion and references summarize the article. 

 

II. COMPARTMENT  SYSTEMS 

 
The concept of a compartment is not unambiguous and 

may represent different features depending on what is being 
discussed. Usually, the compartment describes the structures 
of a living organism characterized by similar properties in 
relation to the test substance [5]. The compartments may be 
either separate areas of the body or substances. In the first 
case, the compartment can be considered an organ or 
intercellular space, in the latter case, it may represent blood  

 
 

 
 

Figure 1. An example compartment model  
(the model has three compartments). 

 
plasma. If the test substance is in the biological system in 
several areas of the organism and it is possible to determine 

its movement between these areas and changing its 
concentration, then such areas can be considered as separate 
compartments (Figure1). The description of the transport of 
substances in the body is considered for the mass balance (or 
concentration) in individual compartments. The main reason 
for using this description is the ability to determine the time 
course of substance exchange streams between 
compartments and between the body and the environment. 

The considered models are constructed assuming the 
constant volume of compartments. In this case, the mass of 
substance in the compartment is proportional to its 
concentration. The equations describing the transport can be 
summarized for both mass and concentration. The transition 
from the first description to the second one consists only in 
dividing both sides of the equation by a constant factor, 
which is the volume of the compartment. 

Considering the i-th compartment, the mass of substances 
in this compartment can be changed as a result of the 
algebraic summation of the input and output streams of this 
compartment: 

 
𝑑𝑚𝑖(𝑡)

𝑑𝑡
= ∑ 𝜙𝑖𝑗(𝑡)𝑗=0

𝑗≠𝑖

− ∑ 𝜙𝑗𝑖(𝑡)𝑗=0

𝑗≠𝑖

, 𝑖 = 1,2, … , 𝑛  (1) 

 
where 𝜙𝑖𝑗(𝑡) denotes an input stream flowing from the j-th 

compartment to the i-th compartment; 𝜙𝑗𝑖(𝑡)- the output 

stream flowing from the i-th compartment to the j -th 
compartment; n - a number of model compartments. 
By grouping the streams in the right order: resultant 
interconnection exchange rates, the elimination stream, the 
dosing flow and considering the biological availability 𝐹𝑖 
equation (1) for the mass balance of the i-th compartment 
can have the form: 

 
𝑑𝑚𝑖(𝑡)

𝑑𝑡
= − ∑ 𝜙𝑖𝑗(𝑡)

𝑗=1
𝑗≠𝑖

+ ∑ 𝜙𝑗𝑖(𝑡)
𝑗=1
𝑗≠𝑖

− 𝜙0𝑖(𝑡) + 𝐹𝑖𝑑𝑖(𝑡), 

                       𝑖, 𝑗 = 1,2, … , 𝑛                                            (2) 

 

The subscript 0 denotes the connection of a given 

compartment with the external environment, where 

𝜙𝑖0(𝑡) = 𝐹𝑖𝑑𝑖(𝑡) is the substance dosing flow to the i-th 

compartment, and 𝜙𝑜𝑖 is a stream of elimination flowing out 

of the i-th compartment. Biological availability 𝐹𝑖 is a 

fraction of the given dose 𝑑𝑖(𝑡), e.g., a medicinal substance 

that has been absorbed into the i-th compartment. This 

parameter meets the condition 0 ≤ 𝐹𝑖 ≤ 1. In cases of linear 

pharmacokinetics, this equation acquires the features of a 

differential linear equation. The following types of linear 

pharmacokinetic models can be distinguished: 

• full-time or part-time, 

• without delay or with a delay. 

In linear stationary models, the streams are of the donor 

type, i.e., they form a function of mass 𝑚𝑗(𝑡) in the 

compartment, from which they flow and are proportional to 

this mass: 
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𝜙𝑖𝑗(𝑡) = 𝑘𝑖𝑗𝑚𝑗(𝑡) 

 

where 𝑘𝑖𝑗 is the constant speed of exchange. 

The counterpart of equation (2) is a linear differential 

equation with constant coefficients: 

 
𝑑𝑚𝑖(𝑡)

𝑑𝑡
= − ∑ 𝑘𝑖𝑗𝑚𝑖(𝑡)𝑗=1

𝑗≠𝑖

+ ∑ 𝑘𝑗𝑖𝑚𝑗(𝑡)𝑗=1

𝑗≠𝑖

− 𝑘0𝑖𝑚𝑖(𝑡) +

𝐹𝑖𝑑𝑖(𝑡)𝑖, 𝑗 = 1,2, … , 𝑛    (3) 

 

where: 𝑘𝑗𝑖 , 𝑘𝑖𝑗 , 𝑘0𝑖 are constant inter-compartment exchange 

rates and elimination velocities, respectively. 

In the case of the two-compartment model (Figure 2),  

 

 

 
Figure 2. An example of the two-compartment model. 

 

 

the equations describing the mass balance take the form: 

 
𝑑𝑚1

𝑑𝑡
= −(𝑘01 + 𝑘21)𝑚1(𝑡) + 𝑘12𝑚2(𝑡) + 𝐹1𝑑1(𝑡), 

 
𝑑𝑚2

𝑑𝑡
= 𝑘21𝑚1(𝑡) − (𝑘02 + 𝑘12)𝑚2(𝑡).  (4) 

 

In the general case of a multi-compartment system, the 

system of equations looks like this: 

 
𝑑𝐦(𝑡)

𝑑𝑡
= 𝐀𝐦(𝑡) + 𝐅𝐝(𝑡)   (5) 

𝐜 = 𝐂𝐦(𝑡)    (6) 

 

satisfying the initial conditions: 

 

𝐦(𝑡 = 0) = 𝐦(0) 

The solution of equation (3) is defined by the formula: 

 

𝐦(𝑡) = 𝑒𝐀𝑡𝐦(0) + ∫ 𝑒𝐀(𝑡−𝜏)𝐅𝐝(𝜏)𝑑𝜏
𝑡

0
  (7) 

 

Below there is an example of such a model for the 

regulation of the insulin-glucose system [13] (Bergman and 

Cobelli model) 

 
𝑑𝑔

𝑑𝑡
= −[𝑎1 + 𝑥]𝑔 + 𝑎1𝐺𝐵, 

𝑑𝑥

𝑑𝑡
= −𝑎2𝑥 + 𝑎3[𝑖 − 𝐼𝐵], 

 

 

(8) 

𝑑𝑖

𝑑𝑡
= 𝑎4[𝑔 − 𝑎5]+𝑡 − 𝑎6[𝑖 − 𝐼𝐵], 

 

in which the test substances are insulin and glucose, which 

levels we denote by i and g, respectively. Depending on the 

parameters of the model (8), simulations, as well as analyzes 

of the normal state and diseases of diabetes can be made. 

 

 
 

Figure 3. An example of insulin-glucose dynamics for a healthy person 
and person with diabetic I 

 

Analysis of the dynamics of a multi-compartment system is 

given by the state equations (5), the output equations (6) 

consists in examining the features of solving (7), 

controllability and stability by analyzing the eigenvalues of 

the fundamental matrix A. Usually, such analysis is carried 

out by using the Laplace transform. 

The optimization of the systems (5), (6) depends on 

calculating the given dose 𝐝(𝑡), by means of which the 

quality functional for the solution (7) is minimized, for 

example, the preservation of a given mass change program 

m(t)→m*(t). Well-known methods of control theory allow a 

solution, in which regulators are used, which are “tuned” 

through the selection of appropriate settings. Thus, we apply 

the classic methods of analysis and optimization. 

The advantages of the compartmental model can be 

described in a uniform description of all organs that 

communicate with each other by means of substance 

transfer. The disadvantages of such a description can be the 

inability to describe hierarchical models and the difficulty in 

estimating the values of all parameters in the case of a non-

linear model. 

 

III. FUZZY LOGIC MODELS 

 

Biological systems can be described using a quantitative 

or qualitative way. Unfortunately, the quantitative approach 

using the compartmental description and linear models (5) 
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and (6) does not bring the desired results. Due to the non-

linearity of physiological processes, the complexity and 

uncertainty of the biological system and the occurrence of 

delays and measurement deviations, it is difficult to build a 

model with correctly selected parameters. These specific 

features of the biological system force the use of a different 

type of modeling.  

Qualitative models are relatively simple and require 

basic knowledge about the modeled system to correctly map 

it. Quantitative models simulate the analyzed system very 

precisely, but they require knowledge of accurate kinetic 

data, which are sometimes not known satisfactorily or are 

simply missing. There is one more approach to building 

models - it is a semi-quantitative approach that uses tools 

such as fuzzy systems and fuzzy logic [4]. They allow the 

description of the system in a satisfactory way even when 

the data related to the kinetics of the biological process are 

not complete. This incompleteness can also be seen as the 

external and internal variability of the biological system. 

The assumptions that should be met by the modern model of 

the biological system are presented in the article by Parker 

[8], in which the author lists the elements necessary for such 

a model like that: prognostic skills within the input-output 

process, the ability to perform calculations using the Internet 

for control and optimization. 

The use of this type of modeling comes to combining 

functional blocks in a proper way (Figure 4) and 

implementing the methods used in a given simulation 

technique in their structure. 

 

 

 
 

Figure 4. Fuzzy logic model. 
 

 

The general principle of creating a system consists in 

breaking the model into several functional blocks: 

• input block – responsible for entering heterogeneous 

input data into the system and their conversion to the 

internal format (for fuzzy logic this process is a 

fuzzyfication), 

• processing block – processing of the received 

information using a knowledge base for this purpose - 

rules of fuzzy logic (for fuzzy logic these will be 

inference procedures), 

• output block – the transformation of the calculation 

result generated in the processing module to the format 

of the user-understandable model or to the format used 

by the rest of the model (for fuzzy logic this process is 

defuzzyfication). 

To create a system, it is worth to use graph models, in 

which the nodes are individual elements, and the edges are a 

substance and information transferred from one element to 

another.  
For each of the individual organs of the insulin-glucose 

system, we create sets of rules describing its behavior 
according to the knowledge of its internal state and 
parameter states in other organs.  

The rule has a structure of recursive relationships that 
combine the state at a discrete time k and k+1: 

 
If X1k = NB and X2k = ZE and… Xjk = NS Then 

Xi,k +1=PS,    (9) 
 
where Xjk are variables that characterize the content of 
substances in the body j, and NB-negative big, NS-negative 
small, ZE-zero, PS-positive small, ... are linguistic variables 
that use the membership functions to determine the full range 
of the value of the respective substance. 
 

 
 

Figure 5. Dynamic of glucose transportation. 

 
Type (9) rules allow creating dynamic relationships, for 

example, for the insulin-glucose system (Figure 5). Each 
block of the system contains a model of fuzzy logic. 

One of the main advantages of the fuzzy model is a very 

simple way of describing the communication of organs of 

the physiological system in the form of rules (9) and the 

selection of parameters as membership functions of 

linguistic variables. The disadvantage of such a system is 

the difficulty of analyzing and creating the optimal control 

of such a system. 

IV. MULTI-AGENT SYSTEMS 

 
We present here the basic ideas concerning multi-agent 

systems. 
 

A. Concept of the  multi-agent system and agent   

MASs are complex systems of agents communicating 
and cooperating with each other. This construction of the 
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systems enables solving problems of a diffuse or complex 
calculation. In the studies applying multi-agent systems, the 
concept of an agent is presented as an autonomous object 
having the initiative of action based on the observation of the 
environment, in which it is located. It also has the ability to 
use the resources of the environment and the motivation to 
solve the problem it has to face. Such definition of the agent 
forces it to have inputs called sensors (through which it will 
be able to receive signals from the environment) and 
effectors, which can be used to influence the surrounding 
environment. The most important task of the agent is to 
decide, which of the possible courses of action is best, at the 
time of acquired knowledge about the problem, in order to 
achieve the goal. 

The issue „agent” is wide and diverse. Nowadays, the 
term is so broadly used that is best described as comprising a 
heterogeneous body of research and development [2,7]. 
Different communities refer to it in various ways. Some 
scientists will characterize agents as initiatives and reactivity 
of objects; others emphasize independent learning and 
communication skills. What can also be invoked is the 
characteristic that unifies modeling agent the most – it is 
their decentralization. An extensive discussion of multi-agent 
systems can be found in positions [15,12].  

In contrast to the dynamic system or actions based on 
models, MAS does not have a special place of centralization 
where the dynamics of the system is fixed. In addition, the 
global behavior of the whole system is determined based on 
the individual behavior of all agents. Each agent has its own 
internal behavior as a set of rules and behaviors for 
interacting with the environment and other agents. This 
description creates a dynamic interaction of agents based on 
the rules. 

In many situations, there is a doubt linked to the lack of 
understanding of the philosophy of using multi-agent 
systems and returning toward object-oriented programming. 
What is characteristic of multi-agent systems can be 
presented in the following subparagraphs:  

• Agents possess internal awareness and defined goals to be 
achieved. The goals can, but do not have to be identical 
to the objectives of the other agents who are in the same 
environment. In such case, information obtained from 
another agent can be considered only if it is coincident 
with its own objective.  

• An agent is a dynamic instance, which adapts its activity 
to instantaneous changes in the environment and has 
certain fixed parameters and characteristics only for it 
that do not change regardless of the extent of the changes 
observed in the environment. 

• Each agent possesses at least one strand, which is 
responsible for its behaviorism.  
The general difference between instance of an agent and 

an object lies in the fact that the object has variables that 
change, while the agent variables can be changed only when 
the agent accepts the request of the sender to change the 
value of a variable in an immediate way or after the act of 
negotiation. 

 

B. Communication in multi-agent system 

 
In an environment where there is more than one agent, 

there must be a mechanism for the exchange of information 
between the environment and the agent, and between agents. 
Communication mechanisms are essential for the agents 
grouped in structures that facilitate co-operation so that they 
could achieve their goals. Since the multi-agent 
environments [6,10] are dynamic environments, it is 
necessary to introduce a mechanism that would allow for 
informing the agents of the existence of other participants in 
the system. The literature [3] distinguishes the following 
approaches: 

• Yellow pages, where agent can place information about 
services it provides, 

• White pages – the list of all agents in the environment,  
• Broker – intercessory agent. 
To create a message and then send it to another agent in 

such a way they can receive it and understand it, it is 
necessary to define a common communication language. It 
should be noted that the communication language, which is 
independent of the field, is separated from the language of 
messages content. Among the communication standards the 
most popular ones include: 

• KQML (Knowledge Query and Manipulation 
Language), 

• ACL (Agent Communication Language). 
 
Among the examples of the language of message content, 

the following should be distinguished: 
• KIF (Knowledge Interchange Format), 
• FIPA standards:  

− SL (Semantic Language), 

− CCL (Content-Language). 
Having a tool for communication, agents can 

communicate with each other to achieve a common or an 
opposing goal. In the first case, we have to deal with the 
concept of co-operation, in the second case - with the 
competition concept. As a rule, multi-agent systems are 
designed to solve complex problems, in which agents have 
control (or can observe) only over a certain part of the 
environment (Figure 1). If MAS can solve the problem, the 
agent has to have knowledge and control over the entire 
environment. To do this, the agents are organized into a 
structure, in which they can interact with each other. 
Interactions between structures and agents are supposed to 
bring them benefits. Each agent has its preferences for the 
state, in which environment it should be (this is its goal). To 
describe this preference, the concept of utility ν was 
introduced, which causes the state of alignment of the 
environment Ω due to the agent's preferences.  

 

 ν : Ω → ℜ   (10) 

 
The environment that corresponds to preferences of the 

agent will have greater utility value (in other words: the 
agent will “feel better”). 
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V. MATRIX DESCRIPTION OF THE MULTI-AGENT SYSTEM 

 
The paper key objective is to propose a modeling 

glucose-insulin paradigm in the form of MAS starting with a 
mathematical description and finishing the implementation 
of the program. This solution shows how we can implement 
features of agents for both the macro and micro processes in 
homeostasis of glycemia. Moreover, at the same time, we 
can allow operating on two scales: organs and cells scale. 
This approach results in a new quality of information. To 
describe the multi-agent system, the authors used the 
approach describing compartment modeling and using the 
rationality of graph theory. This approach simplifies the 
interpretation of what is happening in the multi-agent 
system, therefore, the behaviors of individual agents and 
their influence on other agents can be easily identified in the 
considered system. 

This approach simplifies the interpretation of what is 
happening in the multi-agent system, therefore, the behaviors 
of individual agents and their influence on other agents in the 
considered system can be easily identified. 

The analysis of MAS is a difficult task to implement due 
to the existence of the asynchronous relationships between 
agents occurring in the system. Additionally, each agent, 
which takes an active part in MAS has at least two 
behaviors: the first one is to receive incoming messages from 
other agents, and the other one is used by it to send the 
information to the chosen agent. By verification of the 
model, one can understand two aspects. The first one 
concerns information about the acceptable range of internal 
parameters of the model, which guarantees the stability of 
the model for the incoming information/extortion from 
outside. The second aspect concerns the range of input set, 
which ensures the correct stability and expected 
representation of the behavior of the modeled system. 

We propose to describe MAS by using a comparison of 
network connections between the agents with the 
connections between vertices forming a graph. Nomenclature 
of the vertices is extended by the occurrence of behaviors 
that identifies the agent’s behavior. In this perspective of the 
problem, the graph, which describes the interactions between 
agents with their associated behaviors is obtained. The 
assumptions are: 

• Behaviors implemented in a given agent create a set of 
behaviors for the agent, which is a subset of behaviors 
occurring in the multi-agent system: 

 

  ∑ 𝐴 ∈ Φ                                      (11) 
 

    Φ ⊆ Ω                                                        (12) 

  

where: 

A - represents some behavior of an agent, Φ - 

represents a set of behaviors of a given agent, Ω - 

represents a set of behaviors of a multi-agent system.  

• Agents who present the same behaviors are not 
identical with each other. It causes independent actions 

in the terms of time and each agent using the same 
behavior performs them in various time slots. 

 

• Graph A=(V,E); |V|=n, |E|=m represents MAS basing on 
the assumption that: 

o n: number of graph vertices (number of agents), 
o m : number of behaviors appearing in MAS. 

 

• Adjacency matrix K∈M(n×n;N) is defined in such a 

way that value in i-th line and in j-th column equals: 
o 0: if there is no communication between agents  

(no connection), 
o 1: if there is communication between agents 

(connection). 
Whereby: 

o kii represents the cyclical route of agent i-th, 
o kij represents the route from agent i-th to agent j-

th. 

• The sum of the same behaviors is one behavior: 
  

∑ 𝐴1𝑖𝑖 = 𝐴1                      (13) 
 

• Behavioral matrix 𝐴 ∈ 𝑀(𝑛 × 𝑛; 𝐵) (where B 
designates the set of behaviors within the scope of the 
multi-agent system) is defined in such a way that a value 
in i-th line corresponds to behavior responsible for 
communication between agent i-th and agent j-th, 
whereby: 

o Behavior Aii represents internal behavior 
(cyclical) of agent i-th, 

o Behavior Aij represents information exchange 
from agent i-th to agent j-th. 

 
Taking the above assumptions into consideration, it is 

possible to describe MAS with the use of matrix equation: 
 

𝐴𝑇𝐾 + 𝐷 = Φ                     (14) 
 
where: 
AT is the transpose of a matrix of agents’ behaviors; K is a 
matrix of connections between agents; D is a matrix of 
agents’ internal behaviors; Φ is a matrix representing the 
multi-agent system.   

Analysis of the above equation will be presented on 
examples of multi-agent system. Both examples will rely on 
a different number of behaviors occurring in the multi-agent 
system. 

 

VI. EXAMPLES 

 

In this paragraph, authors demonstrate examples of the 

use of a matrix to describe MAS and to select unknown 

behavior. 
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A. The example of two-agent description based on  the 

matrix representation  

Let us consider the multi-agent system, where two agents 
A1 and A2 have predefined behaviors, and  A11 and A22 are 
internal behaviors and A12 and A21 are external behaviors 
(Figure 6). 

 

 
 

Figure 6. Two-agent system. 

 
For the following example, adequate matrixes will be 

defined: 

𝐴 = [
𝐴21 − 𝐴12 𝐴12

𝐴21 𝐴12 − 𝐴21
]         () 

 𝐴𝑇 = [
𝐴21 − 𝐴12 𝐴21

𝐴12 𝐴12 − 𝐴21
]  () 

 𝐾 = [
0 1
1 0

]  () 

 𝐷 = [
𝐴11 0

0 𝐴22
]  () 

Substituting to equation (15) we obtain a representation of 

MAS in the form of:  

 [Φ] = [
𝐴11 + 𝐴21 𝐴21 − 𝐴12

𝐴12 − 𝐴21 𝐴22 + 𝐴12
]  () 

 

Conducting a detailed analysis of the matrix Φ we receive 

information about: 

• First minor (φ1) of a matrix Φ represents internal and 

incoming behaviors to agent A1: 

 𝜑1 = 𝐴11 + 𝐴21 () 

• Second minor (φ2) of a matrix Φ represents behaviors of 

data exchange between agents A1 and A2: 

 𝜑2 = 𝐴21 − 𝐴12 () 

• Third minor (φ3) of a matrix Φ represents data exchange 

between agents A1 and A2: 

 𝜑3 = 𝐴12 − 𝐴21 () 

• Fourth minor (φ4) of a matrix Φ represents internal and 

incoming behaviors to agent A2: 

 𝜑4 = 𝐴22 + 𝐴12 () 

• Trace of a matrix represents behaviors occurring in the 

multi-agent system: 

 𝑇𝑟[Φ] = 𝐴11 + 𝐴21 + 𝐴22 + 𝐴12 () 

The examples were designed to show the application of 

(14) to describe MAS and the equivalence with the use of a 

graph. Description using matrixes is helpful in such a way 

that, in a compact form, it contains a representation of the 

dynamics of the multi-agent system. It is not relevant what 

type of behaviors are written using matrix A. That is why 

the authors consider this record as universal. The results 

matrix Φ contains much information, from which one can 

restore the functioning of the multi-agent system, basing 

solely on the content of individual cells of the matrix. 

Individual cells φi make it possible to obtain information on 

what types of behavior are present in the agent - whether 

they are its own internal behaviors (e.g., A11) or behaviors 

associated with taking or receiving information to/from 

another agent (e.g., A21). Additionally, the sum of the 

behavior of a given line (e.g., φ1 + φ2) is interpreted as the 

behavior occurring in the agent (e.g., for A1). The results 

matrix can also determine whether, in the multi-agent 

system, there is at least one bidirectional communication 

between agents. To verify whether in MAS the exchange of 

information occurs, it is necessary to check whether the 

following identity is met: 

 𝑇𝑟[Φ] = ∑ 𝜑𝑖𝑖  () 

To verify the above relationship, the examples discussed 

earlier can be used: 

𝐴11 + 𝐴21 + 𝐴22 + 𝐴12 = 𝐴11 + 𝐴21 + 𝐴22 +
                𝐴12 ⇔ 𝑇𝑟[Φ] = ∑ 𝜑𝑖𝑖   ()

   

B. The example of matrix representation for identification 

of desired  behavior   

 

The experiment is quite specific. This uniqueness is 

based on the use of the matrix record, introduced in Section 

III, to determine unknown behavior in the multi-agent 

system. The experiment was based on a two-agent 

representation of the glucose homeostasis system. The first 

agent represents the entire mechanism of normoglycemia in 

the case of type 1 diabetic patient. The second agent 

represents insulin delivery in the form of external 

administration (Figure 7). The purpose of this experiment is 
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to define the behavior responsible for sending "information" 

from Agent A1 to Agent A2 so that the dose of insulin 

delivered contributes to the metabolism of glucose. 

 

 
 

Figure 7. Diagram of MAS for the experiment. 

 
Based on the concepts introduced in the section above, 

we can define the appropriate arrays, and so the matrix A: 
 

𝐴 = [
−𝐴12 𝐴12

0 𝐴12
]      (26) 

 
matrix K: 
 

𝐾 = [
0 1
0 0

]                                     (27) 

 
matrix D: 
 

𝐷 = [
𝐴11 0

0 𝐴22
]                     (28) 

 
The matrix of MAS is defined by the corresponding 

relation between the previously mentioned matrices so that 
the system matrix is: 

 

Φ = [
𝐴11 −𝐴12

0 𝐴22 + 𝐴12
]                  (29) 

 
The trace of the matrix: 

 
𝑇𝑟𝜙 = 𝐴22 + 𝐴11 + 𝐴12                 (30) 

 
 

In this particular case, the meaning of the individual 
behavior is as follows: 

• Behavior A11 is responsible for the insulin production 
that will eventually be introduced into the system. This 
behavior may also represent a buffer that stores a 
certain amount of insulin. 

• Behavior A22 represents all the phenomena occurring in 
the glycemic homeostasis system, along with the ways 
of insulin utilization. 

• Behavior A12 is responsible for the exchange of 
information (from agent A1 to agent A2) - this behavior 
should be determined. 

The purpose here is to define the behavior A12 
   in such a way as to ensure insulin levels of φA2=7 [uIU/ml] 
for Agent A2. Below, a procedure to achieve our goal is 
presented: 

 
1. Simulation for the conditions specified for a person with 
type 1 diabetes (without insulin infusion) (Figure 10). 

 
2. Transform the pattern (22) into a form that allows us to 
calculate the desired behavior. In this case, we get: 
 

𝐴12 = 𝜑𝐴2 − 𝐴22                             (31) 
 
3. Perform curve fitting procedure (Figure 14) to the points 
obtained. This procedure was performed in MATLAB 
environment using the “fctool” command. The fit was done 
using a linear function. The following form of function is 
given: 
 

𝑓(𝐴12) = −0,0914𝑡 + 6,14                      (32) 
 

 4. The last step was to implement the equation described in 
(24) into the body of the insulin dispensing agent. The 
simulation was started and a comparative analysis of data 
from the insulin-free model and from the model, in which the 
found behavior A12. 

Below are the following drawings corresponding to the 
mentioned above points. 

 

 
Figure 8. Simulation result for a person with type 1 diabetes - without  

insulin. 
 

As can be deduced from Figure 10, the concept of using a 
matrix description to identify unknown behaviors is the most 
appropriate approach.  

 

 
 

Figure 9. Chart for variability of behavior A12. 

 
Using (22), it is possible to select unknown behavior in such 
a way that the preset value can be maintained throughout the 
system under consideration. By focusing on the selected part 
of matrix φ, there is an opportunity to declare such an 
unknown behavior that will result each value from the agent 
the minor describes. This is the second case presented in this 
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experiment. As a result of matching A12, it has become 
possible to maintain insulin levels of 7 [µIU/ml] by the agent 
A2.  

 

 

 
Figure 10. Simulation results for two cases: without insulin (blue 
curve), including the behavior of insulin dosing into the multiple 

agent system (red curve). 
 

 
Of course, the quality of the curve fitting to the measurement 
points (Figure 8 and 9) directly affects the quality of the 
results generated by the multi-agent system. 

 

VII. CONCLUSIONS 

 

In this paper, we consider the problem of investigation 

of the complex biological system using compartment, fuzzy 

and multi-agent approaches. 

We performed the analysis of MAS with the use of 

graph theory and matrix calculus. This approach can help us 

analyze the operation of such system in two ways: 

quantitative and qualitative ones. The use of matrix record 

enables performance of analysis of the internal multi-agent 

system involving the assignment of behaviors to particular 

agents. External analysis of MAS with the use of introduced 

record allows the description of the relation between agents 

and selection of such unknown behavior of an agent, which 

will meet the intended purpose or criterion implemented by 

the multi-agent system. In the second example, it is shown 

how using matrix equation allows finding the desired 

behavior of multi-agent system. For the general case, in 

which the agents (and the multi-agent system) process 

several volumes, each of these factors must be represented 

by a separate graph of accurate dependency. Generally 

speaking, each value can represent a different graph of 

connections between agents, and agents can have different 

numbers and behaviors intended to process these values. 

Matrix equation (15) proposed by authors, will be the 

subject of further work towards stability study of the multi-

agent system. 
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Abstract— This article presents a methodology of analyzing the 
appropriation of groupware in the context of collaborative 
design via the idea of aspectuality (punctual, iterative, durable, 
inchoative, and terminative), well known in the field of 
Greimassien semiotics. This idea guides us in the definition and 
the categorization of the modes of appropriation of tools, as 
well as the passage from one tool to another during a 
collaborative activity. To do this, our research focuses on the 
study of an innovative device, associating two tools for remote 
synchronous collaborative design: HIS (Space Hybrid Ideation 
of Hybridlab), and SkeSha (Sketch system of sharing from 
LUCID-ULg). These two tools enable the annotation of 
graphical objects in real time. HIS enables immersion into the 
interior of a virtual representation of a designed space, the 
other (SketSha) enables the possibility to share and to act on 
the 2D documents. In our experiments, these two tools were 
associated to form a system enabling two groups of student 
designers to work together remotely and in real time. Two 
questions came up in this original experimental situation: the 
first concerns the singularity of each tool and the second 
touches on the degree of compatibility of the two devices 
making up a system for synchronous exchange and 
collaboration. To answer these questions, we will describe the 
experimental protocol put in place in the simultaneous use of 
these two tools. Then, we will present our methodology of 
analyzing the data based on self-analysis as well as the 
qualitative and quantitative treatment of the data put to work 
in the experiments. Finally, we explain in detail in which 
manner the two devices are complimentary and can be 
articulated in the preliminary phases of architectural design. 

Keywords-component; groupware; appropriation and tools 
uses; semiotcs; aspectuality; computer human interaction. 

I.  INTRODUCTION 
The rapid evolution of operating technologies in the field 

of collaborative design raises not only the question of the 
singular use of each tool, but also the influence of their 
association in this activity and during the action. In this 
context, we present here an analysis of the modes of 
appropriation of an innovative device, associating two tools 
to instrument distant and synchronic collaborative design. In 
this paper, we explore a previous study, presented in [1]. The 
two tools are the Hybrid Ideation Space (HIS), developed at 
the Hybridlab, a laboratory of University of Montreal [2, 3], 
and the Sketch Sharing system (SketSha), developed at 

LUCID, a laboratory of University of Liege [4, 5]. Both are 
based on the notation of graphic artifacts in real time. One 
(HIS) allows immersion in the interior of a virtual 
representation of a conceived space, the other (SketSha) 
makes it possible to share and act on 2D documents. In the 
experiment, these two tools were associated to allow two 
groups of student designers from University de Liege and 
School of Architecture of Nancy to collaborate, under the 
direction of the HybridLab team. Two questions emerge 
from this original experimental situation: the first concerns 
the singular implementation of each tool and the second 
concerns the degree of programmatic compatibility in the use 
of a device, which integrates various tools for exchange and 
synchronic collaboration. To answer these questions, Section 
II first describes the experimental protocol implemented in 
the simultaneous usage of these two tools. In Sections III and 
IV, we present the methodology of data analysis based on the 
notion of aspectuality (punctual, iterative, durative, 
inchoative and terminative), well known in the field of 
Greimasian Semiotics. This notion guides us to the definition 
of determining categories to explain the switching from one 
tool to the other during the collaborative activity.  

Our approach focuses on the methodological aspect to 
enable the analysis of complex collective activities involving 
new technologies. This is why our state of art only concerns 
the methods and shows why we have resorted to aspectuality 
to address this kind of problem (see Section III). 

Based on quantitative and qualitative analyses, Section V 
will show that the degree of familiarization of users with the 
new technologies is a determining factor to characterize the 
issues and the limits of this superposition of tools. Finally, 
we will also detail to what extent these two complementary 
devices can be articulated in order to support preliminary 
phases of architectural design. 

II. FRAMEWORK AND RESEARCH QUESTIONS 
This research is part of collaboration between the LUCID 

laboratory at the University of Liège and Hybridlab at the 
University of Montreal. Both HIS and SketSha devices, 
developed in in the universities of Liege (Belgium) and 
Montreal (Canada), were enabled to instrument collaborative 
design. 

SketSha software enables real-time sharing of drawings 
and annotations, via a digital tablet horizontally placed in 
front of the designer, drawn by using an electronic pen 
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during a remote meeting. Images, PDF, DXF drawings or 
other documents can be imported and made available to all 
partners of the project. These documents are shared on the 
basis of a stack of semi-transparent tracing paper that users 
can annotate, store, superimpose or manipulate in real time.  

HIS is a device based on an immersive system for 
placing various remote users within their graphic 
representation, their sketched freehand drawings and three- 
dimensional models "on which they interact by manual and 
digital actions". This complex device mainly consists of two 
parts: (1) a digital tablet placed horizontally showing a 2D 
image of the project. The image is chosen by the designer 
and depicts the localization of the project intervention. This 
image allows drawing and annotation via an electronic pen; 
(2) a piece of canvas that is hung vertically to close the work 
space in which the designers act. The same image that is pre-
treated to provide users with a 360 ° view of the inside the 
project can be projected on its surface. This projection helps 
designers immerse themselves in real time in their sketches 
while drawings appear on the tablet in front of them.  

An experiment involving these two devices to design a 
project was set up (Figure 1). Two groups of designer 
(students of University of Liege and the School of 
Architecture of Nancy), who were geographically distant, 
worked for about 3 hours. The synchronous use of HIS and 
SketSha at this collaborative meeting involved two virtual 
work spaces that share a resembling feature, namely the 
sharing of graphic documents in real time on the digital table 
between the users taking part in the meeting from two 
geographically distant offices. However, these two devices 
are distinguished by the HIS-device’s immersive dimension. 

 

 
Figure 1.  Context of experiment. 

Therefore, our first research question relates to the 
activity of actors in each work space called (Work HIS and 
Work SketSha). Thus, we will study the "duration" and 
"occurrence" of the two main activities of actors were 
studied, namely designing and being able to look in both 
work spaces. Our second research question concerns the 
modes of switching from one work space to another. Our 
hypothesis is based on the existence of two types of 
switching used by the actors: (1) switching between Work 
HIS and Work SketSha, (2) switching between 2D and 3D.  

It should be noted that although the HIS requires physical 
precedence of some immersive space throughout the 
meeting, the mode of the presence of the immersive space 
for the meeting depended primarily on the activities of users 
and how they made this immersive space (from 2D to 3D) 
real. On the other hand, it was necessary to compare these 
remarks with collective operations involved in this 
collaborative architectural design. This parallelism enabled 
us to notice the specific particularity of time used for each 
tool during a collaborative session. Once we determined the 
decisive moments of the two types of switching, we noticed 
the specificity of these changeovers and then analyzed them 
from the point of view of the aspectualization defined in the 
field of linguistics and semiotics. 

III. METHODOLOGICAL POSITION 
The question that we pose is: how can the ideas related to 

the notion of aspectuality help us describe the complex 
collective activities and enable us to specify the methods of 
changing from one immersive work space to another work 
space? In fact, other scientific fields have taken an interest in 
the analysis of collective activities. For example, in 
sociology, the question has been asked in terms of the 
organization of actors’ roles in a team [6]; or in terms of 
recognition, personal satisfaction and confidence among the 
different members of a team [7]. In cognitive ergonomics, 
the questions are centered on the interactions between 
partners, on the synchronization of the collective activity of 
design and on the cognitive aspects [8]. When the activities 
involve new technologies, one finds oneself in the scientific 
fields of CSCW (computer supported cooperative work). 
Moreover there are different points of view to analyze this 
kind of complex activity [9, 10, 11]: 

1) the point of view of the physical aspects of the work: 
this point of view is only interested in the ergonomic and 
physical aspect of the space in which the designer works. We 
speak of the physical space with its acoustic and thermal 
properties, gestuality, movements, postures, etc. 

2) the point of view of the affect is concerned with the 
psychological or emotional aspects of the designers. This 
aspect measures the subjective feelings of the designers in 
relation to their surroundings and their collaborator. Thus, it 
deals with hierarchical relations and feelings of confidence 
that unite the different members of a team; 

3) The cognitive point of view looks at the cognitive 
aspects of the design process that are linked to the situation, 
the actors and the subject in question. In this case, the 
conscience of the group, the intermediary objects and the 
shared reference are parameters to be considered to study 
these situations;  

4) The organizational point of view’s objective is to 
define the modalities of assistance to the situations of group 
work or to help in managing group-design documents. 

Our paper proposes another point of view, which tackles 
the collaborative design activity involving new technologies: 
semiotics. The reference to the notion of aspectuality in 
linguistics and in Greimasian semiotics [12, 13] helps us to 
address the question of the appropriation of these two tools 
considering time, occurrence and switching. The definition 
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of Holt [14], p. 6, is one of the first attempts to define aspect. 
According to Holt, aspect concerns "different ways of 
conceiving the flow of process". The nucleus of this 
definition remains unchanged. The notion of aspect is 
currently used in linguistics as a grammatical category that 
expresses the subject representation of a process denoted by 
a verb [15] p. 53. Thus, a verb, an adjective or a noun can be 
analyzed in terms of aspectualization. For example 
negotiation or decision-making are aspectualized 
substantives, insofar as the first is considered as an 
unfinished act and the second as an act already completed. 
For Bertrand [16], "aspect modulates the semantic content of 
the predicate, whether it is in past, present or future". Via this 
notion of aspectuality it is possible, for example, to address 
the issue of the progress of a process otherwise than by time. 
For example, if the aspect is taken in terms of time, it is 
called "punctual" or "durative". The aspect can be described 
as "terminative" when it is approached from the point of 
view of its completion and "inchoate" when it is intended to 
be the beginning. Here, the process is not only related to time 
but also concerning the state of its switching (see Section V). 
This specification in the synchronous use of two tools, 
supporting collaborative design in an architectural design 
project, led to the issue of proportion via the aspectuality 
relative to time, occurrence and switching.  

Our methodology is therefore based on this concept of 
aspectuality with the aim of analyzing quantitatively and 
qualitatively complementary data from this experiment. A 
coding scheme was defined for the transcription of a user's 
activities before the semiotic analysis of the processed data. 
In concrete terms, it is a matter of leaning of the three 
fundamental to elements of aspectuality (time, occurrence, 
and switching) to analyze the method of appropriation of the 
system and to evaluate more precisely the stakes, the limits 
and the perspectives of each single modality ("drawing" and 
"looking") and complex ("collective operations of design) 
during the use of these two tools. Thus an adjustment 
practice was put forward including speech, drawings and 
looks. The manners were specified in  the two tools have 
been appropriated by the different participants / designers. 
But before going directly to the presentation of the results, 
we propose to clarify the context and the protocol of this 
experiment. 

IV. EXPERIMETAL PROTOCOL 

A. Experimentation 
Our protocol is part of a defined framework, which 

involves the following parameters. 
• Role of the actors participating in the experiment: 

the participants are formed with a sponsor (Actor C 
is in Montreal and is also the moderator of the 
session) and 7 designers divided into 2 groups 
(group A is in Liège and group B is in Metz); 

• Hierarchical relations between the designers and 
their expertise related to the use of the tool: these 
designers are trained by experts (represented by 
teachers who are used to using the two tools) and 
novices (represented by students who have already 

used Sketsha several times but have worked with 
HIS only one time); 

• Training of the designers: Group A includes 3 actors 
of whom 2 are students in Master’s Engineer-
Architect and their teacher at the University of Liège 
(A1, A2, A3) while Group B includes 4 actors of 
whom 2 are architecture students, their teacher in 
architecture and another teacher specialized in 
ergonomic psychology (B1, B2,B3, B4): 

• Problem of design, pointed out by the sponsor, in 
relation to the rearrangement of a library: to solve 
this problem graphic elements (images of the interior 
space treated in 360° able to be projected on the HIS 
screen and some plans as well as simple pictures 
taken in the space can be used and annotated directly 
on SketSha) were made available to the designers 
and shared. 

All the actors were first invited to use the whole system 
(HIS and Sketsha simultaneously) at least one time. This 
experience 0 gave them the opportunity to take in hand the 
tool and to exercise in a completely different context before 
doing the experiment concerned by this study. 

All the geographically remote actors work in the same 
kind of environment that associate HIS and SketSha. The 
designers share the graphic annotations and exchange orally 
via the video conference in real time. The problem the 2 
teams must work on consists to more precisely rethink the 
library of the future starting from an existing site and a real 
context. The designers formed from groups A and B are led 
to think about the possible uses of current spaces of the 
library in order to propose a rearrangement of the space 
better adapted to contemporary uses and new TIC 
technologies. Their work is about graphic documents that 
already exist on SketSha and pictures taken in the library and 
prepared to be visualized in HIS. On SketSha, 3 documents 
are shared: (1) a plan of the present floor in consideration 
with the furniture; (2) a plan of the present floor in 
consideration without the furniture; (3) a view of the ground 
and the insertion of the building on the site. On HIS, 
different views in human scale are projected, annotated and 
manipulated. 

At the end of this experiment, 3 hours and 15 minutes of 
video recording had been taken by the Montreal team. To 
make the work of the researchers easier, this recording is 
made up of a juxtaposition of 4 views showing (Figure 2): a 
shot of all the traces made by SketSha (upper left), a view of 
the HIS environment in Montreal, appearing in the same way 
as on all the other sites (upper right), a view from the 
webcam in Metz (bottom left) and a view from the webcam 
in Liège (bottom right). 

Only 2 hours were treated in the framework of our study. 
The first quarter hour of set up was deleted and an hour and 
the end of the work seance during which the designers could 
no longer communicate because it was interrupted by 
recurring moments of bugs caused by the video-conference 
system. 

At the end of the experiment, we had a semi-open 
interview with the designers in order to get their spontaneous 
feedback. In the context of our study, only the designers 
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from group A were questioned because we were 
geographically in the same place. We did not try to separate 
the designers during the interview because our research did 
not focus on the designers’ individual use. On the other hand, 
we were more interested in the appropriation of the system 
by a group of users participating in a collaborative activity. 

 

 
Figure 2.  Juxtaposition of 4 views: graphic elements produced by the 

designers and views from Montreal, Metz and Liège sites. 

B. Methods of data processing: from self-analysis to video 
processing 
In the logic of complementary data and inspired by the 

field of cognitive ergonomics, our methodology of data 
processing was divided into two steps. First, we applied the 
method of ergonomics with group A with the aim of getting 
their feelings (tiredness, concentration, stress, annoyance, 
discouragement, enthusiasm, etc.) and their feedback in 
relation to their use of the tool, but also in relation to their 
appropriation of the whole system. To do this, we used the 
semi-directed interviews made at the end of the experiment 
to construct our chart of self-analysis. Secondly, we 
processed the video by making cuts in relation to a coding 
scheme, which was specified by our state of the art, but also 
by that which was cleared and highlighted in the framework 
of the self-analysis with group A. 

 
1) Protocol of the self-analysis 

Lasting about 3 hours, several steps made up the self-
analysis done with group A in the context of our study: 

• we reminded the designers the context of the 
experiment and the main steps, which made up their 
design exercise; 

• then we explained the modalities of the self-analysis 
that consists of commenting on 10 short sequences 
of about 4 minutes from the video recorded during 
the experiment. These 10 sequences were selected in 
a way to cover the group of phases, which made up 
their design exercise; 

• in addition to the video placed on the table, we gave 
them a frame of reference made up based on the 
interview carried out with them following the 
experiment. This chart took into consideration the 
following points: 

 - relationship between the actors, 
 - evolution of the project over the time, 
 - modalities of communication between the actors, 
 - specific use of each tool, 
 - appropriation of the system using the two tools 

  when they were used simultaneously. 
An example of this frame was placed on a table 

in front of them, near the video (Figure 3). Opposite 
them, on the wall, were posted 10 examples of this 
chart representing each of the 10 sequences selected 
for this seance of self-analysis; 

 

 
Figure 3.  Self analysis set up. 

• after looking at each sequence, the chart was 
collectively filled in with the researcher using pens 
(with different color codes related to the feelings of 
each actor) but also post-its so they had the 
possibility to add something if they think that an 
example, an explanation or an argument should be 
added to one or another element than the chart 
offered. The designers also have the possibility to go 
back while looking at the video in order to verify 
something that was said or one of their feelings; 

• when all of the charts shown on the wall were filled 
in, the designers were asked to re-do a synthesis 
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relative to their individual or collective or 
collaborative activity on the tool, or their collective 
activity or interaction with the other group. In other 
words, it means firstly, to spot their concrete actions 
on this or that tool and, secondly, the moments 
where they think they could have collaborated with 
group B. Then we asked them to also spot moments 
when each group isolated themselves on the side 
without the possibility of negotiation or 
collaboration between the two groups; 

• at the end of this exercise, a feedback on the use of 
HIS/SketSha was requested in relation to their 
experiment 0 by which they had learned for the first 
time to use the system. 

At the end of this self-analysis, the participants 
highlighted the contribution of this kind of method which, 
according to them, enabled them to " show the other aspects 
of what had happened… it was while watching the video that 
I realized the impact of the tools on our communication over 
distance and our group work...". 

2) Protocol of data processing via SketSha Replay 
The coding done here concerns the video of the 

experiment. It enabled us afterwards to quantitatively 
analyze the data in addition to that which had been caught 
qualitatively during the self-analysis. For this coding, the 
data were treated via SketSha replay. This software, designed 
and developed in the LUCID laboratory, enables the coding 
of a video recorded the coding of a collaborative seance 
according to exclusive criteria. In our case, these criteria 
were specified thanks to elements that were highlighted by 
the designers during the self-analysis. The coding criteria 
centered most precisely on the three following criteria: 
"drawing", "looking", and "doing together", the objective 
being to spot participants’ actions in the two work spaces, 
immersive and non-immersive, in relation to the use of HIS 
and SketSha. Out of the three main activities two types of 
categories emerged: simple and complex. The first takes into 
consideration the individual intervention of the users in the 
shared graphic space; the second was deduced from the 
collective activity of each of the two groups of collaborators 
(A and B). To do this, we first proceeded with a temporal 
cutting of the sequence (from 1 to 6) in relation to the 
different steps of the designing process. From this temporal 
cut, we then selected a sequence, which especially shows the 
switching from one tool to the other, as well as the use of the 
two. 

3) Division into sequences. 
This division remains nevertheless subjective even if it 

was validated during the self-analysis. It depends mostly on 
the objectives researched in the framework of this study. A 
sequence indicates, in our opinion, " a series of sequential 
choices forming a narrative unit that answers to a general 
problem by the actors during the designing process". Each 
sequence involves thus a beginning and an end marking the 
passage from one subject to another and/or the 
transformation from one state to another (and/or a proposal) 
but does not systematically end with a solution (and/or an 
answer to this proposition) [17], p.185. 

In this way the work seance being studied here is cut into 
six sequences (Figure 4): 

• Sequence 1 (45 minutes) – Understanding the 
request: this sequence is the longest in the design 
process. Now, the sponsor (C = commanditaire) 
explains his request and all the other actors try to 
undeerstand the objectives aimed at by the new 
project. The actors begin by visualizing on SketSha 
then on HIS all of the elements that they have been 
given. Then, they try to construct a common 
understanding of the plan that has been given to 
them by SketSha. After this, all of thee actors try to 
clarify the request in order to specify the new 
elements to be integrated in the project. 

• Sequence 2 (6 minutes) – Increasing the space 
dedicated to reading: after discussion, the 2 groups 
of designers decide to increase the space dedicated 
to reading estimating that it is the first priority for 
the arrangement the future library. 

• Sequence 3 (14 minutes) - Integrating the light: in 
negotiating the arrangement dedicated to reading, 
the designers decide to create two kinds of space 
(zones of conviviality and zones for reading) 
according to their proximity to openings. 

• Sequence 4 (18 minutes) – Integrating new 
technologies: by trying to optimise the space, the 
designers question certain existing functions and 
thus decide to integrate more adequate new 
technologies to the future library. 

• Sequence 5 (21 minutes) – Calling into question: 
the designers call into question the whole current 
program of the library and try to answer the 
question "What function to give to the future 
library"? 

• Sequence 6 (12 minutes) – The first attempt to 
rearrance: after the intervention of the sponsor, the 
designers decide to work immediately on one of the 
main spaces of the present library having good light 
quality and whose facade has an non-standard 
shape: that of a bite. 

In the context of this article, we have chosen a coding 
aimed at a particular segment in order to gather our 
quantitative data. 

4) Choosing the segment. 
To choose this segment, we first proceeded with a cut 

relating to the work spaces used by the actors during the 
design process. We based this on the verbalisation and the 
intention expressed by the actors when they asked to modify, 
explicitly, the work space to validate a point of view. We 
proposed this code for the entire length of the work meeting 
with the objective to tafe into account all the switches from 
one tool to another during the experiment, which is perfectly 
coherent with our objectives from the start. We also stressed 
the importance of the moments during which the designers 
did not work together: "Bug" moments caused by problems 
with the video conference and moments of "Logistic" 
management. Thus, this first cut was done according to the 
following criteria: 
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• "HIS" work space: here, the actors used the HIS 
device (by drawing in 2D on the digital tablet placed 
in front of them and looking at their interventions 
projected on the screen with 3D printing) for 
synchronous sharing of the documents, the 
discussions and evaluation of their proposals. 

• "SketSha" work space: here, the actors used the 
SketSha software (by drawing in 2D on the digital 
tablet put in front of them) during the meeting. 

• "Logistics" moment: all the moments when the 
actors communicate in order to adjust the problems 
concerning the logistics are coded as belonging to 
the logistic. 

• "Bug" moment: it concerns technical and computing 
problems that caused the interruption of exchanges 
in the actors’ communications. 

 

 
Figure 4.  Progress in the design process 

and selection of the treated segment. 

This first cut then enabled us to focus our analysis on the 
segment centered on sequence 3 that was characteristic of 
marking several switches between the two tools. In order to 
assure the coding precision of this sequence and thus 
decrease errors of interpretation, we included in this segment 
a bit of the sequence that preceded it and a bit that followed. 
Thus, on the temporal axis of the observed meeting, the 
segment we dealt with according to our coding scheme 
began at 50 minutes and ended at 1h10. Nevertheless, only 
the data that concerned sequence 3 were analyzed 
quantitatively, in the context of this article, in order to not 
alter our specific results to changes made during the 
sequence. 

Thus, we proceeded with a second cut of this selected 
sequence in sub-sequences relating to the work space used, 
the objective being to more precisely observe the 
appropriation of each tool separately (SketSha / HIS), as well 
as the change from one to another (1 SketSha / 2 HIS / 3 
SketSha). Like the first cut, we emphasized the indications 
relevant to the verbalization marking this change from one 
work-space to another (Figure 5):  

- A2: "Is it important that one can switch on the 
HIS?" 

- B1: "Shall we switch to SketSha?". 
 

 
Figure 5.  Progress of sequence 3 according to the designers’ work spaces. 

5) Coding the sequence 3 with SketSha Replay 

Two types of codes were done for sequence 3 via 
SketSha Replay: the first (simple category) takes into count 
the individual intervention of each user in the shared graphic 
space ("Drawer" Category and "Watcher" category); the 
second, "Doing Together" comes from the collective activity 
of each of the two groups of collaborators (A and B). 

a) Simple Category: drawing and watching 
Drawing. This category involves three criteria (Figure 6): 
• drawing SketSha: actors draw on SketSha; 
• drawing HIS: either actors draw on the tablet (2D) or 

they draw on the immersive space (canvas gives a 
3D effect); 

• not drawing: the players do not draw. 
 

 
Figure 6.  Drawing SketSha, drawing HIS and no drawing actions. 

 

 
Figure 7.  Looking SketSha, Visio, Unidentified looking, lookinh HIS 2D, 

HIS 3D and looking at another in situ actions. 

Looking. This category involves six criteria (Figure 7): 
• looking SketSha: actors look at and follow the 

documents on SketSha; 
• looking HIS 2D: actors look at documents on HIS 

2D; 
• looking HIS 3D: actors look at the documents on the 

HIS in the immersive space; 
• looking Visio: the actors make contact with their 

partners in inter-teams by looking at the 
videoconference; 

• looking at the other in situ: actors see their partners 
in the same team; 

• Unidentified looking: looks are not identified (e.g., 
out of sight for observer). 

b) Category complex: collective operations of design 
Processing of this category is to detect the different 

operations carried out by each of the actors working together. 
To do this, the analyses were based on the plots and words 
exchanged between the designers (Figure 2). We have 
identified nine types of action [18]: 

• listening: this operation involves taking information 
from a program or other participants; 
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• informing/sharing: this operation enables the 
designer to inform others and/or share their 
references, details of program or context; 

• declaring intentions or choices/raising a question: the 
designer suggests and/or declares a new intention or 
question without trying to represent or to formalize 
it; 

• taking action on a subject: by this action, the 
designer formalizes his/her intention or ideas by 
graphic representation; 

• discussing/evaluating/questioning: this operation is 
reflected in the fact that an actor checks and/or 
discusses the proposals of another; 

• validating/collective decision-making: to confirm or 
exclude an entire proposal related to the designed 
object; 

• isolating: this process occurs when a group is 
isolated from the other group, either by choice or by 
the bugs, and cuts the Internet; 

• coordinating/constructing the strategies of group: for 
this operation, the group is organized and/or sets up 
the meeting and / or tasks in order to work together, 
to validate group work strategies and/or to resolve 
disagreements between designers; 

• intent break: this operation is involved when one 
actor interrupts the discussion to say something, for 
example, to tell a joke. 

C. Methods of Data analysis: from a generalized analysis 
to the specification of sequence 3. 
To approach the idea of appropriation of different tools in 

relation to time, the occurrence and switching, we based our 
studies on ideas presented above in the state of art (Section 
III). This is where lies the originality of our method based on 
complementary data: being the middlemen between two 
fields, that of cognitive ergonomics and semiotics, between 
qualitative data on the whole experiment and specific 
quantitative data about one particular sequence.  

We relied on these three elements (time, occurrence and 
switches) to analyze the mode of appropriation of the system 
and to evaluate more precisely the stakes, the limits and the 
perspectives of each modality when the two tools are used. 

To do this, we used a visualization tool to process our 
data. Called COMMON Tools, it is a web platform initiated 
in the framework of the ARC COMMON project and 
developed by LUCID of the University of Liège [19]. The 
tool is made available to researchers enabling them to 
transform data from the coding frame (in our case SketSha 
Replay after the coding of the data) into consolidated data 
then quantified and translated according to different choices 
of visual formalism (pie, stacked columns, time line, 
crossing, clouds, etc.). A range of graphics is thus proposed 
for the analysis of the collective design activity. It enables 
the formalization of quantitative data, but also to cross them 
(Figure 8) in relation to time, occurences, and the specificity 
of each actor involved in the collective design process, which 
corresponds totally to what we want to analyze in the context 
of this article. 

 

 
Figure 8.  Example of crossing data: "Drawing" x "Operation". 

V. INVOVEMENT OF THE SYSTEM IN THE PROCESS OF 
NEGOTIATION AND DISCUSSION-MAKING 

The results emphasized in this section come from the 
qualitative analysis of the entire work meeting. 

Here, we investigate the involvement of the two tools on 
the way the actors are brought to work together. It means 
questioning their collaboration from the point of view of 
leadership and the transmission of each one’s ideas. To what 
extent can the Groupware encourage or not the collaboration 
or the idea of leadership? What does the synchronous use of 
the two tools imply the way the actors will manage a 
collaborative meeting? What are the risks of 
instrumentation? Does it mean destabilization or the fixing of 
ideas?  

To answer these questions, we crossed two determining 
axes in the tooled communication activity: (1) updating 
through its use and (2) the contextualization. The updating 
through use corresponds to the way in which the potentials 
of the association of the two tools have been exploited. The 
contextualization includes the essential environmental 
parameters from the user’s point of view. 

A. The idea of leadership in leading interactions 
The interactions between group A (with 2 student 

participants from Liège A1 and A2) and group B(that was 
mainly co-directed by the two teachers from Metz: B1 and 
B2) were not along the same line during all of the work 
meetings, between the first to the last sequence. 

In fact, the hierarchical relation between the designers 
and their expertise relating to the tool, the training of 
different actors and the problem of designing experience 
exposed by the sponsor played an important role in the 
appearance of the leaders during the designing process. 

In the first phase of the process (that lasted 45 minutes), 
groups A and B focused on understanding the order and the 
graphic elements at their disposal (phase of pooling of 
assets). Nevertheless, 2 types of leadership began to appear. 
The first that could be called "organizational leader", is the 
teacher specialized in ergonomic psychology (B2) who 
proposed a team work plan and who took charge of 
switching from one work space (HIS) to another (SketSha). 
It was also him who made several jokes to lighten the 
atmosphere or re-motivate the two groups. He was used to 
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using these two work environments and had already 
manipulated them in several experiments being a researcher 
himself. The second that could be qualified as the ‘decision -
leader" is the architecture teacher (B1). Being himself in 
practice and being the one who is the best master in the use 
of SketSha (tool regularly used in the teaching context) he 
kept the pen almost all the time in group B. He was the one 
who drew the most and who made the choices ("in fact, 
listen… what needs to be done is..."). The actors in group A, 
with whom we did the self-analysis, claimed that 2 
parameters should be taken into account in the B1’s stand as 
the decision leader. The first is linked to the 
contextualization relating to actor B1, as much as by his 
knowledge of the tools as by his architectural experience. It 
means that a hierarchy is created by experience in the use of 
the device as well as in the actual design experience. When it 
means proposing an idea that is convergent to that of the 
experienced user, there should be, according to them, much 
more certitude and much more energy to transmit the idea. 
But does the active use of the device decrease the risk of an 
imbalance caused by the recurrence of interventions of an 
experienced member instead of users who have less 
experience? 

This is where the second parameter comes into play, 
linked to the actualization by the use of the video-
conference, by its location as well as the tone of the sound 
that it emits. In fact, the video-conference being completely 
on the right side of the screen, the actors in group A do not 
have direct contact with the other collaborators as was the 
case on SketSha (where the designers were put face to face 
via the vertical and centered projection of the webcam on the 
screen). According to them, "we lose a space of eye contact". 
In addition, the video-conference passes all the sounds with 
the same tone that makes the idea of proximity or distance 
lost in relation to the camera: "as if we listen to the radio … 
there was no question as to what they proposed… we had the 
impression that certain choices were imposed or that they did 
not listen to us...". These two phenomena due to the use of 
the video-conference privileged, in their opinion, the gap and 
the hierarchy between the actors. 

The first proposal for intervention on the plan (related to 
the increase of reading space) came up in the 2nd phase, via 
some annotations on the SketSha work space. Here, also, the 
relationship between novices and experts was felt very 
strongly between Liège and Metz as much by the asides that 
were imposed by group B (group A did not hear anymore 
what was said between them) as the inter-group B or B1 kept 
the pen in hand during the whole phase. The actors of group 
A also insisted on their ‘impression of rejection". 

Furthermore, HIS enables one to illustrate a localized and 
selected point of view that depends on what is chosen and 
that decides to put it common. The B1 and B2 leaders, being 
more used to using HIS, chose their opinions, which 
reinforced their positions as leaders. 

In the third phase, group A tried to propose a new 
method of work centered on the definition of the program of 
their future library. But this proposal was rejected by B1, 
followed the entire group B. A bug in the video-conference 
system created a feeling of being abandoned in group A. The 

two groups thus continued to work on the furniture to put in 
the library. According to them, until that point, there had not 
been effective collaboration since the lead in decisions had 
been kept by B1. 

But this hierarchy was called into question in phases 4 
and 5. Group A tried to show their disagreement as to the 
method of design that was chosen, which was supported by 
the organizational leader B2 who intervened in order to build 
consensus between the two groups: "let’s go back to the 
objectives in the beginning… otherwise everyone will have 
the idea that we are not making progress". According to 
group A, his intervention gave back some legitimacy to their 
proposal, which also helped in re-balancing the statutes 
between the actors, especially in phase 6. 

B. The transmission of ideas and the risk of destabilization 
During the self-analysis, the members of group A noticed 

that in the first phase of the work, they had nearly forgotten 
the very existence of the two specific interfaces of each of 
the tools. The information exposed in one helped to better 
understand what was projected in the other. In fact, HIS 
enabled a life-size view of the interior spaces of the library 
giving a feeling of the kind of atmosphere, the quality of the 
present arrangements, the luminosity, etc. The view of the 
plan on SketSha enabled, on the other hand, to situate these 
views and to understand the project as a whole, with practice 
in interpretation and continual recognition between the view 
offered by HIS and that of SketSha. This observation 
highlights (1) the flexibility of changing from one to the 
other and (2) the complimentarity of the views offered by the 
two tools. 

Gradually, as the project continues, the users referred in a 
casual way to each of the two tools. When an arrangement 
was drawn on the plan via SketSha, it was redrawn in 3D and 
simulated in the immersive HIS space ("this enabled us to 
reinforce the idea not to put little armchairs in this double-
high zone… isn’t there another way is to consult the book"?). 

The users then went back to SketSha to increase their 
knowledge and realize the idea in a more global scale. HIS 
did not enable them to get a view of the whole, it showed a 
localized viewpoint selected in the space. Going back to the 
plan each time thus seemed necessary in this phase of the 
designing process. 

Furthermore, by putting this experiment in parallel with 
their first experiment 0 using HIS and SketSha, group A 
explained that the way the program had been first formulated 
interfered a lot in their way of appropriating the tool. In fact, 
in the first experiment they referred to the immersive space 
(HIS) to decide on very precise questions whose answers 
demanded verification and simulation of the proposals made 
on the life-size plan with the help of HIS. In this case, the 
use of HIS was optimal, even if A1 and A2 did not master it 
very well. It was not the same in this experiment where the 
problem demanded thinking first about the program and the 
general objectives of the project before even rearranging the 
spaces. Through the association of the collaborative tools, 
going deeper, even if the added value of SketSha remained, 
the rapid zoning of the spaces and the common 
understanding of the whole building and organization, the 
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added value of HIS concerned more the simulation and 
evaluation of the shared ideas in order to make them evolve. 
If, with SketSha, they had to try to better define the project 
and clear up certain ideas, with HIS, they could visualize in a 
virtual way, their hypothesis on the arrangement of spaces 
taking into account the scale and the double-height. In other 
words, they estimated that the targeted use of HIS during the 
entire collaboration was advantageous in the process of 
collective design. 

Furthermore, another question was about the necessity 
for short chosen private discussions (and not imposed by a 
system bug) between the members of a team during a 
collaborative meeting. Did it seem to be an advantage in the 
eyes of the group A designers to isolate themselves to 
discuss together and come to an agreement before 
communicating their choices to the other group? In fact, 
during the first phase when the designers had to understand 
the demand and appropriate the graphic elements that they 
had been given, the aside, in this case, was beneficial. This 
moment enabled them more felt by group A, who remained 
passive, to agree on the feeling between them before 
beginning to work with group B that was geographically 
separated. Nevertheless, these moments must remain, in their 
opinion, very short to not destabilize the communication and 
cause a de-synchonisation in the joining of choices. This 
phenomenon was felt more strongly by group A, who 
remained passive, during phase 2 when group B, acting 
directly on the tool, went aside and worked without trying to 
interact with the others. Two types of use of the tool are to be 
distinguished: passive and active. From the moment of this 
observation, a hypothesis needed to be developed according 
to which a correlation is established between the two 
elements of time and interaction that we reformulate in the 
following diagram. The farther we go in the project, the more 
the users get involved in a collective effort of collaborative 
design. According to the users, a collective effort of mutual 
understanding is indispensable to assure the balance in the 
interaction and avoid destabilization of the interaction. 

As for the instrumentation of the collaborative activity, 
the diagram shows us that the transmission of an idea can 
only be done through the active use of the tool once the 
actors are engaged in collective designing. 

Consequently, it is important to reduce as far as possible 
the inter-team asides to succeed in transmitting one’s ideas 
during all of the collaboration. Even if, during phase 6, this 
aside served the project. In fact, group A began to work on 
the plan and to propose a new arrangement relating to what 
group B was drawing on HIS. Here, the complementarity of 
the two tools directly served the design because two 
drawings emerged in parallel from two different viewpoints. 
One served the creation by simulation in 3D (via HIS), the 
other served the validation by putting the arrangements back 
on the 2D plan and checking that what was proposed in 3D 
does not contradict with the general organisation of the space 
in 2D (via SketSha). In the same way, group A emphasized 
the importance of not only synchronous, but perhaps 
simultaneous use of the two tools via two connected tablets: 
one for SketSha, the other for the space of HIS drawing. 

VI. AN ADJUSTMENT PRACTICE 
The results in this section focus more on the quantitative 

analysis of the sequence we selected for the study of the 
switchover from one tool to another. 

Each of these sub-sequences was analyzed by using the 
proposed categories ("looking", "drawing" and "working 
together") with respect to the concept of "aspectuality." This 
concept allows a more accurate assessment of the issues, 
limitations and perspectives of each mode during the use of 
these two tools. 

The time enables the measurement of duration of the act 
of looking, drawing and working together for each actor in 
his/her workspace. For example, depending on the relative 
length of the action, we distinguish two categories. The first 
is called "Punctual" when the designers decide to go from 
one tool to another. The second is related to actions that last 
such as when the designers discuss a problem related to the 
project being designed. This action is thus called "Durative". 

The occurrence allows us to measure how often an action 
took place during the design process. In reference to 
semiotics, if an action is repeated (in relation to another) in a 
rhythmic manner and more or less orderly in a specific 
workspace (Sketsha or HIS), the aspectuality of this action is 
qualified as "Repetitive". For example, if each time an actor 
draws on the Sketsha tablet, the other actors look at the HIS 
canvas, there is repetition. If this repetition does not seem to 
correspond to a rule or logic, it will be qualified as being 
"iterative". For example, it is not systematic if an actor picks 
up his pen and draws to discuss an idea or to suggest a 
solution. 

There were also cases in which the action happens only 
once in a specific workspace. This occurrence that denotes 
"single" seems significant because it can highlight the 
manner that a user, with regard to the tools, can appropriate 
his/ her work environment. 

Finally, switching enabled the analysis of the data 
qualitatively according to the time of passage from one 
workspace to another (SketSha > HIS / HIS > SketSha). 
With reference to semiotics, aspectuality of the action is 
described as "Inchoate" if the action is at the beginning of a 
workspace. But, the action is called "Terminative" if it takes 
place around the end of the workspace. So, we rely on the 
three elements (time, occurrence and switching) to analyze 
the mode of appropriation of these tools. 

A. Appropriation of "duplicate" and "distinctive" practices 
according to the time and occurrence 
In this part, we distinguish duplicate practices from 

distinctive practices in the concept of appropriation. 
According to a common functionality permitted by SketSha 
as well as by HIS (synchronous sharing and remote graphical 
annotations via a tablet), actors can work together by passing 
from a 2D representation to an immersive representation in 
order to collectively design the architectural project. 

The duplicate practice corresponds to the use of this 
common functionality between two tools. But, the distinctive 
practice is the use of an additional functionality. For 
example, the HIS also allows the use of immersive space via 
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the 360° projector on the canvas surrounding the actors. But 
this immersion function is not permitted via Sketsha.  

The appropriation of the use of a device combining these 
two systems presupposes an adjustive practice, which is 
halfway between duplicate practice and distinctive practice. 
To better understand the implications of this adjustive 
practice, our concern extends to the drawings, looks and 
words, as well as to collective operations involved in the 
context of architectural design activity. It must be 
remembered that in this experiment the actors are all invited 
to design a futuristic library where the need of improvement 
and increase of space is raised. 

B. Word exchanging, drawing and looking 
Since there is only one pen for each team, actors in the 

same team cannot draw at the same time on the same 
workspace. However, the partner who does not have a pen 
can "show" items on the shared tablet, he/she can "look" and 
comment on the projected images on immersive space and 
can "discuss" with all the others. As the action of "drawing" 
can be combined with other actions such as "looking", 
"showing" and "discussing", it cannot be involved except (1) 
in the HIS work space, (2) in the Sketsha work space. The 
actors can never draw simultaneously in both HIS and 
Sketsha workspaces. From the perspective of occurrence, the 
act of drawing is considered single in a workspace. But it is 
important to note that throughout the process, the act of 
drawing in Sketsha (about 10 %) is double compared to that 
performed on the HIS (about 5 %). The rest (85%) of the 
actions, which are considered as "not drawing", 1/6 of the 
design process in this sequence is dedicated to words and 
discussions between participants that are not represented 
graphically. Nevertheless, it becomes iterative at the end of 
process because when more designers advance in their 
choices, the percentage that is dedicated to drawing increases 
too. 

From the point of view of time, drawing in a punctual 
manner corresponds to the plans' zoning. This enables actors 
to show zones that relate to the discussion about the project. 
By this action, they focus their discussions on shared 
graphics and make sure that all participants share the same 
"common ground" [20]. The act of drawing is durational 
when it comes to act on the subject or to discuss and evaluate 
potential opportunities and eventual choices for the project. 
By sharing this chart, they shape their discussions and 
synchronize cognitively the proposals of each other [21].  

Therefore, drawing is done by punctual actions as well as 
by durative actions in both HIS and Sketsha workspaces. The 
punctual drawings play a demonstrative role while durative 
designs play an explanatory and / or argumentative role.  

On the other hand, in the sequence studied, an adjustive 
practice specific to words, drawing and looking drew our 
attention. Certainly, realization of ideas happens mainly 
through statement and discussion between the actors because 
the words are meaningful, insofar as they provide elements 
to specify how actors contribute to the progress of the 
collective design. However, by comparing the action of 
"speaking" with "drawing", considering the time, "drawing" 
becomes a punctual adjustive practice during the 

conversations in order to clarify and explain an idea. 
Furthermore, aspectuality of action (durative for speaking 
and punctual for drawing) could be significant when 
combined with the activity and the space in which it 
operates.  

Indeed, it is necessary to understand how the use of a 
functionality of a specific tool seems relevant or not at a 
specific time of collective design. The proof is the example 
of a designer who asked first to switch from SketSha to HIS 
(immersive space) because of a disagreement about the 
quality of light on shelves. This was then followed by a new 
switching when another designer requested to switch back to 
SketSha in order to graphically show a point that needed to 
be developed. 

"Looking" is considered as punctual action in some cases 
and durative in other ones. In both work spaces, watching 
videoconference and looking the other participants in situ are 
relatively punctual actions (considering the time) but also 
repetitive (considering the occurrence). In HIS, we found 
fewer effects of going back and forth between 
videoconferencing and the image projected on the canvas 
(3D) or the one that is produced on HIS 2D tablet.  

It seems that actors focus more on their annotations and 
graphical elements shared and produced on tablet rather than 
expressions of their remote partners in video conferencing or 
in immersive space. In occurrence, more than 3/4 of looks 
are directed to the workspace for the annotation in 2D. For 
example, "watching a videoconference" only makes 
participants sure about the presence of the other or about the 
interest of the others in conversation or the reactions of 
others to what has been proposed. In this case "looking at the 
other one who is in situ" is significant. The actors look at the 
others in a punctual manner (in time) but repetitive (in 
occurrence). " When I look at the other one, it puts my mind 
at rest and then I go back to my job," said one participant.  

Furthermore, the action of "looking" becomes durative 
when one of the designers acts on the subject by using the 
system of SketSha for annotation. In this case, all 
participants look continually in the direction of the tablet. 
Some also look at the picture projected on the canvas.  

However, when actors use only the HIS system, the one 
who is drawing looks rarely at the canvas (HIS 3D). He/she 
focuses mostly on the tablet (HIS 2D). At the same time, 
other users look only at the canvas on which the produced 
sketch is projected in 360 degrees. 

 "Looking at the immersive space" is involved in a 
punctual manner (when it comes to check punctually the 
validity of a choice of 2D in 3D space) and in a durative 
manner (when it comes to test a choice in 3D space).  

In terms of occurrence, this involvement is nevertheless 
iterative and non-repetitive as designers look at the 
immersive space according to their needs and the project's 
progress without any apparent or pre-decided logic. 

C. Specificity of collective design 
"Evaluating", "validating", "informing" and "declaring" 

appear to be punctually involved in the process, while other 
operations (such as "listening", "discussing" and "acting on 
the subject") are rather durative.  
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Furthermore, it is important to note that the actors never 
tried to isolate themselves deliberately. Sometimes punctual 
and sometimes durative, this operation is more related to 
bugs caused by a network outage or disconnection of 
videoconferencing. However, almost all of these bugs were 
consistently tracked by re-questioning (via the "discussing" 
operation). Sometimes, they caused conflict, which, 
according to the users, would not have existed if the 
communication had been continued. Indeed, the actor 
interrupted by a bug is obliged to re-state what has been said 
before, and this sometimes causes tensions between groups.  

"Isolating", "pausing" and "coordinating" operations are 
durative (considering the time) and iterative (considering the 
occurrence). They are involved here as part of the group's 
organization and work on several subjects for designing.  

"Informing" is a punctual action whose occurrence is 
single in the third division in workspace (3. SketSha) while it 
operates iteratively in the first two divisions (1. SketSha and 
2.HIS). This may be related to the project development and 
the mastery of problem by designers when the need for 
information sharing becomes less and less necessary but the 
action on the subject gains more importance at the end of 
process.  

"Acting on the subject" is not only a durative operation, 
but also iterative because it does not follow any rule and can 
occur several times during the discussion. 

 "Validating" is punctual and repetitive because it is 
preceded every time by a discussion.  

"Discussing" is a durative operation (by time) and 
iterative (by occurrence). If the operation involves a 
disagreement, it usually induces the request for switching 
from a workspace to another. 

D. Appropriation relative to the time and the occurrence of 
the proces 
Based on quantitative data from codings, we correlated, 

in entire process, the specificity of time and occurrence of 
three categories: "looking" (in Figure 9), "drawing" (in 
Figure 10) and "working together" (in Figure 11). These 
three schemes summarize the correlations for the whole 
process. This correlation can chart the actions and operations 
using both types of aspectuality; one relating to the time and 
the other to the occurrence. 

Returning to the aspectuality of actions of each of the 
three sub- sequences in each workspace (see Appropriation 
of a "duplicate" and "distinctive" practice according to the 
time and occurrence) we deduced identical results. 

The parallelism between these results and those put 
forward by charts shows that the actors appropriately 
duplicate practice in the same way in HIS and SketSha. 

However, this parallelism is not easy concerning the 
distinctive practice. Indeed, we note that aspectuality is not 
the same from one workspace to another. If the actors refer 
in a punctual manner to the immersive space when they act 
in SketSha, they look for a long time at immersive space 
when switching their work to HIS.  
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Figure 9.  Correlation time/occurrence for " looking " (%). 
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Figure 10.  Correlation time/occurrence for " drawing " (%). 
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This contrast can be explained by the degree of 
conformity between the functions basically provided by each 
tool (during their development) and uses that designers make 
(after combination of two tools in this experiment). The 
actors seem to adopt an adjustive practice (a practice 
between duplicate and distinctive) that seems to be in 
accordance with the potential of the tool and the manner it is 
set up by the user. 

E. Appropriation of a collective practice of switching from 
one tool to another 
To better understand the modes of switching from one 

workspace to another, we refer to the aspectuality called 
inchoate or terminative in this context (see Figure 3).  

Qualitative analysis shows that the terminative aspect is 
related here to the discussion. In fact whenever there is: (1) 
Either a disagreement between actors about a proposal by 
one of them (2) Or uncertain understanding of participants 
about a new choice announced, designers suggest switching 
to another work space (from SketSha to HIS and HIS to 
SketSha). In this experimental context, the terminative 
element is imprecision and disagreement. As long as 
switching from HIS to SketSha is a way to check what was 
decided in the immersive space, actors have the opportunity 
to look at the same time at the canvas where annotations 
previously made in 3D by HIS are projected and at the tablet 
exposing documents and new annotations made on SketSha. 
So, actors can easily compare their choices for workspace. In 
this case, the designers are in a distinctive practice. The 
converse is not correct because during the switching from 
SketSha to HIS, the workspace for the first one disappears 
from the display on the tablet, and leaves the interface to the 
HIS workspace. The designer draws on the tablet (HIS 2D) 
while the other participants look at the annotation performed 
in the immersive space of the canvas (HIS 3D). In this 
second switching, designers are in a duplicate practice.  

Therefore, considering the operations of "challenging" 
the actions performed on the object and "statement" of new 
proposals as terminative elements in the process of switching 
from one work space to another, the validation becomes an 
inchoate element in the process. This element marks the 
beginning of each switching in the use of a tool. This 
operation is then followed by several operations that enable 
the users to act on the object to be designed.  

An iterative process between questioning, validation and 
acting on the object continues throughout the work of 
designers while the use of a particular tool plays a 
predominant role in making decisions. Indeed, even if two 
systems originally offer the same function for real-time and 
remote sharing of graphical annotations, their specificity 
(immersive space / non-immersive space) suggest another 
perspective on the object to be designed. This specificity 
provides a new workspace, negotiation and consensus- 
building between participants and allows them to test and 
validate their choices. 

VII. CONCLUSION	
Contribution. Our research concerned the modes of 

appropriation of an innovative collaborative platform, to 

instrument distant and synchronic design by associating two 
tools, which support artifact annotation in real time.  

This work allowed us to develop an analytical method 
that uses concepts related to semiotics in order to observe 
systemically the collective activity of design using various 
tools at the same time. In fact, through our data analysis and 
by using this method at the border of the fields of cognitive 
ergonomics and semiotics, we could clearly identify the use 
of 2D, the use of 3D and switching from one to another. In 
other words, what makes an actor switch from one to 
another? The observation of this practice that is at once 
"duplicate" and "distinctive" showed that look, drawing, and 
word (representing "working together") play an important 
role. 

It is obviously possible to draw in a tool and look 
simultaneously at another workspace, and this was observed 
during the use of SketSha (2D plans on tablet produced 
parallel to the interior image of library, which was projected 
in the immersive space. In this case, it was not a switching 
from one tool to the other but an oversizing of the 
workspace. The activity was not just in 2D or 3D, but it was 
oversized to offer two different perspectives simultaneously 
for a single area of the designed object. Even when actors 
worked in space dedicated to SketSha, they occasionally 
referred to the immersive space. However, in the context of 
use of the HIS device, the interface of HIS 2D appearing on 
the tablet involves systematically the disappearance of the 
SketSha workspace. A definite switching from one activity 
on a tool to a new activity on another tool is marked.  

Moreover, aspectuality related to switching of certain 
collective operations shows the effectiveness of the 
combination of two tools in order to validate the collective 
choice in the collective and remote design of a project. In 
both cases of switching (1) from SketSha to the HIS and (2) 
from HIS to SketSha, appropriation of a tool's specific 
functionality allows designers to better understand the ideas 
expressed, to build a common ground and to move forward 
together in a preliminary design phase. Nevertheless, the 
recurrent problem of bugs and sound dropping during the 
videoconferencing due to network disconnection did not help 
to build awareness among participants. This even caused 
some conflict between them. Both findings highlight the 
notions of completion and accomplishment throughout a 
permanent evaluation of ideas in the process. If all the 
operations that we have emphasized are essential in these 
early stages, it would still be considered a privileged place 
for punctual operations such as "informing", "declaring" or 
"validating together", which require good functionality of the 
tool.  

Limitations. Focusing on the modes of simultaneous 
appropriation of these two tools for collaborative design, this 
research is certainly not intended to be generalizable to other 
cases of tool and device combination. Nevertheless, the 
method implemented for processing and analysis of this type 
of combination is still interesting because it combines 
quantitative and qualitative data in a systematic, repeatable 
and disciplined approach. To further this approach and prove 
its validity, it is necessary to confront other contexts of using 
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combined tools by exploiting the concepts from the field of 
semiotics.  

In addition, semi-structured interviews were conducted as 
part of this experiment, but these data were only used 
partially in our analysis.  

The in-depth processing of designers' feedback will 
enable the issue of aspectuality to be addressed in greater 
detail from the users’ perspective by reference to how they 
describe their experiences of appropriation of combined 
tools.  

Prospects. We plan to apply our approach (1) on one 
hand in longitudinal observations to analyze the evolution of 
this appropriation process in time and (2) on the other hand, 
to observe new collective activities such as participative 
production of a same artwork from distance. 
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Abstract—Human exploration of large data sets becomes incre-
asingly difficult with growing amounts of data. For this purpose,
such data sets are often visualized as large graphs, depicting in-
formation and interrelations as interconnected vertices. A visual
representation of such large graphs (for example, social networks,
collaboration analyses or biological data sets) has to find a
trade-off between showing details in a magnified—or zoomed-
in—view and the overall graph structure. Showing these two
aspects at the same time results in a visual overload that is largely
inaccessible to human users. In this article, we augment previous
work and present a new approach to address this overload
by combining and extending graph-theoretic properties with
community detection algorithms. Our non-destructive approach
to reducing visual complexity while retaining core properties of
the given graph is user-guided and semi-automated. The results
yielded by applying our approach to large real-world network
data sets reveal a massive reduction of displayed vertices and
connections while keeping essential graph structures intact.

Keywords—Complexity reduction; graph visualisation; big data
exploration; graph metrics; community detection.

I. INTRODUCTION

Processing data sets is becoming increasingly easier. With
the rise of big data and powerful computing devices, the
collection and processing of large data sets has become a
common thing in both research and industry. This article ex-
tends beyond our previous work on reducing visual complexity
in graphs [1] with the introducing of our framework and an
extended evaluation.

Many fields profit from the capability to reveal new insights
and connections that can only be detected by analyzing large
amounts of collected data.

However, Moore’s Law [2] does not apply to the ability
of human users to understand and explore such big data
sets. Making large data sets accessible to human users is
difficult and becomes increasingly more difficult with ever-
growing data sets. Human-centric data analysis techniques
usually employ visualization of the data sets. Visualizing real-
world data sets as graphs quickly results in an inaccessible
chaos of large amounts of interconnected vertices due to the
large amount of information to be shown. See Figure 1 for
a visualization of a part of the Facebook social network [3].
In order to comprehend relations within such a graph, a user
needs to magnify the visualization a lot. This magnification
implies a loss of overview, so that a user might be able to

understand specific relations within a part of the graph, but
loses track of the overall structure.

Fig. 1: User relations in a social network (data taken from
Facebook).

This issue of simultaneous visualization of both details and
overall structure complicates the process of exploring data sets
when the intended outcome is unknown. This is a common
scenario for exploratory data analysis. As such explorative
scenarios often call for human creativity as the aim is to find
new insights, connections and cross-references that are not
yet algorithmically formalized. Pre-defined and well-specified
analyses can be processed automatically without human invol-
vement, and thus, without the need for visual representation.
However, exploratory data analysis usually does not allow
for automated pre-filtering of data sets to obtain a human-
centric, decluttered view on the data and the information to
be discovered.

The framework and methodology we present in this paper
combine and extend graph-theoretic properties with commu-
nity detection. The assumption is that concealing less impor-
tant vertices (and their connections) from a graph leads to
a compressed and easier-to-understand visual representation
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that still contains the information intended to be discovered.
The framework is designed to assist a user-guided iterative
process of data reduction. For every iteration step, the user
first selects a vertex as template, thereby defining a selection
criteria value (SCV). All other vertices are filtered depending
on their SCV in comparison with the selected SCV. Vertices
of lower importance are concealed while ones with equal or
higher importance are retained. This step can be combined
with community detection, which reduces clusters of similar
vertices to a single vertex, retaining the structure of the
graph, but not the data density. This semi-automated, non-
destructive approach to reduce visual complexity is assumed
to identify core insights to be yielded from the data while
side-information is hidden.

The proposed framework and methodology aim at impro-
ving human-lead analysis and understanding of huge data sets;
efficiency and scalability aspects in automated processing of
such data sets are not in the focus of this research.

Our results indicate a massive reduction of displayed verti-
ces and links between them in every iteration of our proposed
approach. Therefore, only one to three iterations effectively
reduce graphs as the one shown in Figure 1 to a representation
that is easy to comprehend for human users (see Figure 3 for
the results of just three iterations).

The article is structured as follows: in Section II, we
discuss relevant related work on complexity reduction in
graphs; in Section III, we discuss fundamental methodological
background information to our contribution by introducing the
graph-theoretic metrics and community detection mechanisms
incorporated in our framework. For every method, we discuss
why and how we assume it is beneficial to our goal of
removing unnecessary data. Section IV, the general approach
to apply community detection and SCVs to iteratively filter
vertices is presented. Our framework itself is presented in
Section V, discussing both the internal structure and the
visual user interface. Our assumptions and framework are
experimentally evaluated in Section VI, in which we describe
the simulation setup and discuss the obtained results in detail
for various data sets. We conclude with a summary and future
research directions in Section VII.

II. STATE OF THE ART

In this section, we discuss related work with respect to
the field of complexity reduction in graphs. Most of these
contributions are related to the field of human computer inte-
raction (HCI) and aim on making complex datasets accessible
to humans.

Kimelman et al. [4] proposed techniques like ghosting,
hiding and grouping of edges. The vertices and edges of the
graph were removed based on various techniques like weights
of edges, labels of vertices, etc., but these techniques were
concerned with dynamic graphs. Differently, Holten et al. [5]
reduced only the visual cluttering of edges by bundling them.

Fisheye techniques [6] [7] tend to concentrate only on the
interesting regions of the user. The zooming feature in such

techniques is only responsible for making a very small region
of a graph appear larger. They do not remove any vertices or
edges. So, the overall graph content remains the same. Fisheye
views that retain structure are introduced by Furnas [8]. Abello
et al. [9] introduced hierarchical clustering and depiction of a
tree-map in addition to a compound fisheye view technique but
never concentrated on reducing the overall size of a network.

Various approaches towards creating communities in large
graphs are presented in [10] [11] [12]. These techniques
provide a significant level of understanding of the kind of
vertices and their properties in large networks but never used
the same to reduce the overall content in a large network and
provide a simpler view.

Sundararajan et al. [13] introduced rectangular partitioning
and Voronoi partitioning techniques. The former involved
partitioning the area of display into four quadrants while the
latter involved the partition area being closer to the concerned
vertex. This only reduces the distortion in the graphs.

Batagelj et al. [14] took a mathematical approach through
the usage of matrix. Large graphs were reduced to k-cores.
Later, the graphs are represented as an adjacency matrix or
a contextual matrix based on their size. But when the graphs
grows really large, managing the matrix becomes a enormous
task.

All before mentioned techniques reduce complexity based
on a global perspective, disregarding the current interests of
a user. Thus, these techniques may maintain and highlight
information that is not relevant the user’s current situation
while rejecting important information from the user’s slant.

III. METHODS

In this section we introduce our terminology and the various
graph-theoretic metrics we apply to measure the importance
of vertices within a graph. The reason hereby is to distinguish
important vertices that are relevant for the human observer
from those vertices that can be removed from the visualization.
Less important vertices are considered to be non-essential
for the visualization and, as such, can be removed from
the visualization without altering the general information the
graph explorer is looking for.

A. Terminology: Graph-based Data Representation

Most data sets can be represented by a Graph G = (V,E)
that is formed by a set of vertices vi ∈ V , which represents the
pieces of data. Relations and connections between these pieces
of data are represented by edges E ⊆ V ×V , i.e., connections
are represented by pairs of vertices (vx, vy). Considering
our exemplary application scenario of a social network, each
vertex represents a user and edges represent the connections
between users. Another example is the model of (research)
citations as citation graph where publications are represented
as vertices, and a citation is represented by a directed edge.
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A graph G can be directed or undirected. In a directed graph,
an edge ek can exist between a vertex vi and vj while the other
direction (el: vj to vi) may or may not exist, independent of
the existence of ek. In an undirected graph, the existence of
before-mentioned edge ek implies the existence of el. A social
network like Facebook applies undirected connections, thus, if
user Alice is connected to user Bob, Bob is also connected to
Alice (Alice and Bob are “friends”); in contrast to that, Twitter
applies directed connections. Thus, Alice may be connected to
Bob (Alice “follows” Bob), but Bob may not be connected to
Alice.

The number of connections of a vertex vi is noted as the
degree dvi of vi. In case of a directed graph, the degree of a
vertex has to be specified for outgoing connections: the out-
degree and for incoming connections: the in-degree.

A connection between any two vertices is called a path p.
A path between adjacent vertices has the length 1; yet, a path
may include intermediate vertices to connect them. A path p
is represented by an sequence of edges p = (e0, e1, ..., en).
The shortest path between two vertices is the path with least
edges.

B. Selection Criteria Values

Vertex selection is one of the fundamental steps in reducing
the complexity of a graph, i.e., it is the selection of an
appropriate subgraph. Selecting a set of vertices based on
specific parameters helps in creating a subgraph that retains the
inherent properties of the graph and reflects the user’s interests.
The vertices are identified based on selection criteria values.
An SCV acts as the basis of vertex selection in our framework.
For a vertex to be selected as part of a graph, its SCV must be
greater than the SCV of the user’s interest. Here, we express
the user’s interest by selecting a (start) vertex whose SCV is
compared with every other vertex in the graph.

The SCVs include graph-theoretic properties and centrality
measures but are not limited to just these presented measures.
We focus this paper on the usage of importance, connectivity,
and distance measures as these appeared most promising in our
literature research. The importance measures are PageRank
and Betweenness Centrality; the connectivity measures are
Clustering Coefficient and Degree Centrality; the distance
measure is Closeness Centrality. In the following sections, we
discuss every SCV to understand their significance to our idea
of reducing visual complexity.

1) Closeness Centrality: Closeness centrality determines
the closeness of vertices in a network, i.e., it determines
the distance of vertices in a graph. The vertices that have
high closeness centrality values are considered to be closer to
other vertices in the graph. For example, in a network where
information flows from one vertex to another, transmission of
information takes place quickly due to their high closeness
centrality values.

The rationale for using closeness centrality is as follows:
a set of vertices that are close to each other may form a
center of information within a graph. Close neighbors are
thereby thought to attribute to the general information that a
human user is looking for. Vertices that are far away from this
information center only contain auxiliary information and can
be omitted during graph exploration. Closeness is generally
attributed to the quickness in flow of information in the
network. The quicker the information arrives at or departs
from a vertex, the closer is the destination or the source vertex
respectively [15].

According to Freeman [16], closeness centrality of a vertex
is defined as:

”The sum of graph-theoretic distances from all other
vertices, where the distance from a vertex to another is

defined as the length of the shortest path from one to the
other.”

For example, in a social network scenario, this could mean
when an information is shared between two individuals, the
chances of such information propagating in the network is
higher with those who are immediate friends or neighbors.
For a given vertex pi, closeness centrality [17] is calculated
using (1), where |V | denotes the total number of vertices in
the graph, i and k are integers where i 6=k, d(pi, pK) denotes
the number of edges in the shortest path between pi and pk.

CC(pi) =
|V | − 1∑V

k=1 d(pi, pk)
(1)

2) Betweenness Centrality: Betweenness centrality depicts
influence or powerfulness of a vertex in a network. The
vertices that have high betweenness centrality values are highly
influential as they act as bridges or shortcuts for interactions
between several pairs of vertices or even information centers.
Vertices with low betweenness centrality are considered to be
less influential than others and can be removed from a graph
without changing the structure of its information flow.

According to Freeman [16], the betweenness centrality of a
vertex is defined as:

”The share of times that a vertex i needs a vertex k (whose
centrality is being measured) in order to reach a vertex j via

the shortest path.”

For example, in a social network scenario, where individuals
form friendships with individuals who in turn have a large
group of friends tend to have an influential clout due to their
connections with such individuals.

Betweenness centrality [17] can be calculated using (2),
where gjk denotes the total number of shortest paths between
pi and pk, and gjk(pi) denotes the number of shortest paths
containing pi.

CB(pi) =
∑

i6=j 6=k∈V

gjk(pi)

gjk
(2)
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3) PageRank: PageRank [18] provides a rank to every
vertex in a graph. It extends the idea of computing citations
to a web page by ensuring that all rank values are normalized
based on the total number of links on a page instead of treating
all web pages equally.

A transition matrix is created based on the transfer of
importance from one to another. Initially, we apply a uni-
form distribution based on the initial grade structure. Then,
depending upon the incoming connections we re-calculate the
PageRank value [19].

A high number of incoming links is thought to indicate
high importance of the respective vertex. Transitive importance
is given by PageRank as those who have incoming links
from vertices with a high PageRank inherit this importance.
As such, vertices with low PageRank values are not closely
connected to those vertices, which contain the core information
in a graph. By only keeping the important vertices within
a graph, this core information is retained even if all other
vertices are hidden from the human user.

The most prominent example for PageRank application is
the world wide web network: a web page that is referenced in
many other web pages will have a high PageRank value. In
a social network scenario, individuals with higher PageRank
are generally highly powerful due to a lot of connections
whose betweenness centrality value is also high. The concept
of PageRank is closely related to the betweenness centrality as
it measures the importance by the number of vertices that are
(transitively) pointing towards another one; the transitive pro-
pagation of importance is, however, unique to the PageRank.

4) Degree Centrality: Degree centrality portrays the level
of connectivity of a vertex in a network. The vertices that
have high degree centrality values are more influential or
important. In difference to PageRank, degree centrality is
not inherited from connected vertices, but only measures a
degree of connectedness. Anyhow, similar to PageRank, highly
connected vertices are considered to be of higher importance
to retaining the information in a graph than vertices with only
few connections. The latter ones are hidden from the user by
our framework.

The degree centrality is computed as presented in (3) and
given by the number of adjacent neighbors.

CD(pi) = deg(pi) (3)

For example, in a social network, a vertex with a high
number of connections is powerful and highly visible when
compared to others [11].

5) Clustering Coefficient: As stated before for the centrality
metrics, we assume the existence of information centers within
graphs. Our framework is tailored towards identifying and

retaining these information centers while removing as many
less important vertices as possible from the graph.

The clustering coefficient gives an indication of clusters in
a network. The higher the clustering coefficient, the closer
a vertex is to a cluster, i.e., vertices with a high clustering
coefficient are parts of clusters. Vertices with a low clustering
coefficient are considered outliers with respect to information
centers and, therefore, can be removed from the graph without
a change to the information a user is looking for.

According to Zafarani et al. [20], the clustering coefficient
can be defined as shown in (4).

CC =
3× (Number of triangles)

Number of Connected Triples of V ertices
(4)

For example, in a social network, vertices with high clus-
tering coefficients have a desire to form close bonds or
friendships with their neighbors [21].

C. Community Detection Algorithms

Community detection allows to group vertices that share
similar properties. The properties vary depending on the type
of the used community detection algorithm (CDA). For exam-
ple, Louvain algorithm optimizes communities with respect to
maximizing their modularity while direct K-means community
detection optimizes on the spread of communities.

We use the found communities to reduce complexity in
larger steps, being able to remove larger portions of the graph
in the first few complexity reduction cycles. CDAs form one
of the core evaluation criteria in our implementation. The four
algorithms used in our framework are Hierarchical Clustering,
Original Louvain, Louvain with Multilevel Refinement, and
Direct Clustering. In the following sections, we will discuss
the CDAs that help us in understanding the way in which
various clusters are formed.

1) Hierarchical Clustering: The hierarchical clustering
method by Jain and Dubes [22] involves obtaining a series of
partitions that are nested by transforming a proximity matrix.
The proximity matrix represents the distance of the individual
vertices.

Based on this matrix, vertices are merged in an iterative
process. First, the two closest, trivial clusters of one vertex are
merged; after that, the next two closest clusters are merged. As
the algorithm is applied, a hierarchy of clusters is established.
Those clusters are usually visualized using a dendrogram, as
shown in Figure 2.

We utilize the complete-link clustering method in an ag-
glomerative (bottom up) setting in our implementation. One
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Fig. 2: Hierarchical Agglomerative Clustering visualized.

of the main advantages of this method is the avoidance of
chaining-effects. Also, the clusters are balanced and smaller
when applying this method.

2) Original Louvain: The original Louvain algorithm by
Blondel et al. [23] detects communities in two steps that are
repeated:

1) establishing communities by locally grouping vertices
such that the graph modularity [24] is maximized. For
the modularity maximization, vertices are moved bet-
ween communities [25].

2) replacing the communities with single vertices to reduce
the complexity of the graph.

These steps are repeated until no improvement of modularity
is achievable and a hierarchy of communities is established.

3) Louvain with Multilevel Refinement: Louvain with Mul-
tilevel Refinement algorithm was formulated and conceived
by Rotta et al. [26]. The algorithm is similar to the original
Louvain community detection, but the adds a refinement phase
at the end to the community detection algorithm. In this
refinement phase, the achieved clustering hierarchy of the
original Louvain method is visited in reverse order, i.e., from
the coarsest communities to the trivial communities.

This multilevel approach provides communities exhibiting
better modularity values at the cost of higher computation
effort.

4) Direct K-means: The direct K-means algorithm by Al-
sabti et al. [27] establishes k communities. For that, the
following steps are repeated until the algorithm converges to
its solution:

1) k vertices are selected at random and form the centers
of the k communities.

2) the remaining vertices are assigned to their closest
community.

3) for each community, it is evaluated, which vertex is the
actual center of the community by computing the mean
position.

4) the vertices that are closest to the mean position of their
respective community are selected as the center of their
community.

5) repeat from step 2)

IV. COMPLEXITY REDUCTION APPROACH

In this section, we present our iterative and human-centric
approach to reduce the data complexity in graphs using SCVs
and CDAs.

A. Subjectivity of Visual Complexity

Visual complexity is a subjective measure. Every user has
a different understanding of visual complexity of a data set,
depending on previous experience, expert knowledge, and
familiarity with the respective subject. Hence, the challenge
of visual complexity reduction cannot be solved with a “one
for all” approach.

To overcome this subjectivity challenge, we provide a
user-interactive round-based complexity reduction method that
allows to reduce the visual complexity in succeeding iterations
until the user is able to understand the data set well enough
to collect the desired information.

B. Start Vertex Selection

Selecting a start vertex is highly dependent on the analysis
goal of the user. Thus, prior knowledge beyond the scope of
this paper is required. However, this knowledge is available
to the user. That is why the proposed approach employs an
interactive start vertex selection, which (i) suits the analysis
goal as well as (ii) solves the issue of aquiring appropriate
prior knowledge. The interactive start vertex selection may
be implemented using a graphical repesentation of the overall
graph, in which a human user simply points and clicks on
the desired start vertex. Otherwise, explicitely naming or
describing the vertex by a set of properties or by a name is
possible as well.

The evaluation in section VI is non-interactive. Therefore,
a random start vertex is selected in every iteration. As the
evaluation is to analyse the effectiveness of visual complexity
reduction, selecting a “random” analysis goal seems reasona-
ble.

C. Visual Complexity Reduction

Our method to reduce the visual complexity is a two-step
process, which also allows to parallelize the computation to
reduce computation time. We give an algorithmic description
in Algorithm 1. In the first step, we apply a community
detection algorithm to group similar information. According to
lines 3-6 of Algorithm 1, we compute the disjoint communities
and proceed with each of them individually. At this point, we
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1: function REDUCEVISUALCOMPLEXITY(g, r, s, id,
typeg , calg)
g: Input graph
r: Number of iterations
s: Selection criteria
id: Start vertex (picked by user or at random)
typeg: Graph Type (directed or undirected)
calg: Community detection algorithm
greduced: Output graph with reduced complexity

2: greduced ← new Graph();
3: for i← 1 to r do

. loc: List of Communities
4: loc ← getCommunities(id, g, algo, g type)
5: for j ← 1 to sizeOf(loc) do
6: community ← loc.get(j)
7: for k ← 1 to sizeOf(community) do
8: vk ← community[k]
9: if getSCV(vk, s) > getSCV(id, s) then

. compute shortest path
10: sp ← getSP(vk, id)
11: addToReducedGraph(sp, greduced)

. break if applied w/ community detection
12: if loc > 0 then
13: break loop
14: end if
15: end if
16: end for
17: end for
18: i++
19: end for
20: return greduced
21: end function

Algorithm 1: Iterative Reduction of Visual Complexity.

can easily parallelize the computation, having the communities
being handled concurrently.

In the second step, we have to differentiate whether com-
munity detection was applied in the first place or not. If
community detection is not applied, we calculate the SCV
of each vertex and compare it with the SCV of the vertex
representing the user’s interest. When the SCV of the inspected
vertex is higher than a threshold, which is in our case the SCV
of the user’s interest, the vertex is retained in the reduced
graph. To preserve the relation and connection of the user’s
interest and inspected vertex, we retain not only the vertex but
also the vertices on the shortest path. In our social network
scenario, these vertices represent the chain of friends between
two subjects and, thus, may be relevant to the user.

If community detection was applied in the first place,
we only retain representatives of each community and hide
the remaining vertices of a community. This way, we can
easily achieve a massive complexity reduction in only a few
iterations. Yet, the user can select the representative of a

community as next interest, restarting the process from this
new perspective and gain new insights into the data set.

These two steps are then repeated until the user is able to
sufficiently comprehend the graph. Our algorithmic description
uses a predefined number of iterations, yet an application
would delegate this decision to the user, who might request
further iterations.

In Figure 3, we visualize the iterative complexity reduction
process. On the left-hand side, the original graph, which fed
into the visual complexity reduction mechanism, is visualized.
In three steps, visualized towards the right-hand side, we
reduce the visual complexity of the data set considering a
randomly chosen vertex to reflect an otherwise user-selected
interest. The user interest is marked by the green vertex with
the ID 12 in Figure 3. The original data set, labeled “Start”,
is the Facebook data set already presented in the introduction
in Figure 1.

D. Optional Application of CDAs

The application of CDAs is optional in our framework
and approach. If the user assumes the presence of “distinct”
communities or clusters, the application of CDAs helps to
preserve this structure.

Without application of CDAs, the SCVs focus on absolute
values that they compute and, therefore, they select the absolut
top vertices according to their graph metric. In combination
with CDAs, the representative vertices that are retained in each
iteration are selected from the different communities. Thus, a
higher diversity is achieved.

However, without inherent community structure in the
graph, the application of CDAs may be a) misleading and
b) a waste of computing resources.

V. FRAMEWORK

In this section, we describe design decisions and compo-
nents that are considered while developing the complexity re-
duction framework. The framework is released to the research
community on a public GitHub repository [28].

A. Internal Structure

Our framework for complexity reduction is based on the
graph analysis framework GraphStream [29], a framework by
researchers of the University of Le Havre and members of the
RI2C research team. GraphStream is extended by the CDAs
and the SCVs and a graphical user interface to enable human
users to explore complex data sets visually.
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Fig. 3: Complexity Reduction of Graph in Fig. 1 by applying Algorithm 1 (first three iterations shown).

1) GraphStream: GraphStream is a Java-based library for
modeling and analyzing dynamic graphs. For that, Grap-
hStream provides a graph model that enables vertices and
connections between them to appear and to disappear over
time. Static data sets and graphs can be modeled by ignoring
the dynamic capabilities of GraphStream.

GraphStream provides capabilities to visualize—and there-
fore, to layout—graph-based data sets and to calculate graph-
theoretic measures to analyze and understand graph-based
data sets; moreover, by using the dynamic capabilities of
GraphStream, we are able to alter the data sets to reduce their
visual complexity.

a) Data Handling: Users can load their specific data set
into the application. Today, the dataset should be structured
according to the dgs-format of GraphStream; in this format, a
graph and its dynamic changes are described according to time
steps (or clock ticks) and a number of changes (events) within
in these intervals—a static graph is described by skipping
the time step declaration such that every change (event) is
performed at the beginning. The format is as follows:

DGS004 ........................../ file format & version
<name> <#time steps> <#events>
st 0 ................................../ time step w/ id 0
an n1 .................../ add vertex n1 w/o parameter
an n2 x=1, y=3 / add vertex n2 w/ parameters x, y
cn n2 x=2, y=2 ....../ change parameters x, y of n2
dn n2 ................................../ delete vertex n2
ae n1 n2 ............../ add connection between n1 n2
ae n1 > n2 .........../ add connection from n1 to n2
ae n1 < n2 .........../ add connection from n2 to n1
ce e1 w=10 ..../ change parameter of connection e1
de e1 ............................./ delete connection e1

Providing a continuous flow of these events, for example,
using a network interface, dynamic changes of the data base
can visualized.

To enable the subsequent evaluation in this article, a reader
for simple adjacency lists (i.e., a list where each entry is a
tuple “n1 n2” representing a connection between vertices n1
and n2) is implemented.

More readers for different file formats can be added easily,
which is a necessity when considering the usage of our

framework in vastly different application scenarios. For that,
the user has to provide a file parser that generates the vertices
and connections between vertices according to their very own
specifications and semantic.

b) Layout and Visualization: The standard layout algo-
rithm in GraphStream is force-based, i.e., the layout algorithm
in GraphStream applies repelling forces to each vertex and
contracting forces to each connection. These forces ensure
that vertices are placed with distance to each other and, yet,
connected vertices are grouped.

Force-based visualization already supports human users in
understanding large and complex data sets by arranging the
graph according to its connection-structure and its clusters,
for example, the initial graph in Figure 3 reveals seven groups
of vertices. By this grouping, the distance between groups and
the placement and concentration of connections, a human user
is able to get first insights by taking his application knowledge
into account.

2) Control Flow: The internal control flow in the frame-
work is depicted in Figure 4. First, the user loads a data set
into the framework. Using the graphical user interface, the user
can then configure the complexity reduction by choosing a
selection criteria value and an (optional) community detection
algorithm. With the selection of their interest, the user passes
the control to the complexity reduction module, which is
composed of the community detection (using the CDAs) and
computation of the SCVs.

In the complexity reduction module, the optional communi-
ties are established and the representatives for each community
are computed; after that, the vertices are removed accordingly.
This step is then repeated until either of the following termi-
nation conditions is fulfilled:

• Iterations done: after n iterations, the complexity re-
duction step is completed and may be restarted by the
user.

• No change: if two subsequent graph representations are
equal, i.e., computing communities and selection criteria
values does not enable the removal of additional vertices,
the complexity reduction is completed. By selecting anot-



75

International Journal on Advances in Intelligent Systems, vol 11 no 1 & 2, year 2018, http://www.iariajournals.org/intelligent_systems/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

her vertex as interest, the user may restart the complexity
reduction.

After completing the complexity reduction, the control is
passed back to the user interface where the reduced data set
is visualized to the user. From here, the user can refine their
interest and select another start vertex for another complexity
reduction.

UI

Community

Community Detection

Reduction

Selection Criteria

Restart/Next Iteration
Complexity Reduction

1

2

3

4a
4b

5

HC

OL

LM

DC

CC

CB

PR

CD

CC

ISCV

Fig. 4: Control Flow.

3) CDAs and SCVs as Modules: The CDAs and SCVs are
the core components of our framework. By their ranking of
vertices, CDAs and SCVs do also define, which properties of
vertices are distinguishing the vertices to preserve from the
ones to remove.

The actual properties defining the importance of vertices are
highly depending on the application scenario and use case, i.e.,
the type of information the user is looking for. For example:

“Reducing complexity in a social network when searching
‘influential people’ will look for dense communities and the
highly connected people in these communities.”

To account for this variability of required properties, the
implementation of CDAs and SCVs follows a modular struc-
ture that allows easy extension by researchers or users of the
framework.

The CDAs are encapsulated in their own class, the actual
implementation of the community detection algorithms is
based on the S-Space [30] repository of Jurgens and Stevens
from UCLA.

The SCVs are hidden behind the interface
ISelectionCriteria to provide their functionality
without enforcing a stronger coupling of different modules
with the core framework.

B. User Interface

The focus of the user interface is the visualization of the
graph. From this perspective, the user is able to explore their
data according to their application scenario. Figure 5 visualizes
the framework from a user’s perspective.

From the initial view, the user has the ability to load a
data set provided in the aforementioned dgs-format—or to
generate a synthetic network, for example a Barabàsi-Albert
network.

After visualizing the initial “root” graph, the user can select
the SCV fitting their requirements as well as the number of
iterations, and whether a community detection algorithm is to
be applied or not.

The reduced graphs of all iterations are visualized in a
“Graph Grid” tab such that the user is made aware of the
different stages of complexity reduction and the respective
implications.

VI. EVALUATION

In a simulation study, we evaluated the performance and
effectiveness of our proposed technique to reduce the visual
complexity of data sets. In the next section, we provide insights
into our experimental setup and details of our simulation study.
After that, we present and discuss our results for different
network classes.

A. Experimental Setup

In this section, we describe and discuss our selection of data
sets, followed by the description of our simulation setup.

a) Networks: To provide useful insights, we decided
to perform our simulation based on samples of real-world
networks. We imagine the usage of our technique in appli-
cations based on social networks (with respect to to social
ties), in (scientific) libraries (with respect to to co-authorship),
biological data (with respect to protein interactions), and com-
puter networks (with respect to to the logical interconnections)
as described in Table I. We restrict our simulation to the
largest connected component of the data set, as accounting
for importance and relationship of non-related information is
out of scope of this paper.

As the representative for a social network, we decided to
use a sample of Facebook’s social graph [3]. This data set (FB)
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Fig. 5: Framework after loading the initial Dataset. Complexity reduction mechanism can be configured visually.

TABLE I: Large Network data sets

Class data set Vertices Connections
Social Facebook (FB) 4,029 88,234
Library Arxiv gr-qc (CA) 4,158 13,428

Biological Vidal (VI) 3,133 6,726
Moreno (MO) 1,870 2,277

Computer p2p-Gnutella08 (P8) 6,301 20,777
p2p-Gnutella09 (P9) 8,114 26,013

consists of 4,029 vertices and 88,234 connections, representing
users of Facebook and their respective interconnections.

As the representatives for library-based and collaboration-
based data sets, we selected a co-authorship data set [3] that
reflects the research collaborations and co-authorships in the
Arxiv gr-qc (General Relativity and Quantum Cosmology)
area. This data set (CA) consists of 4,158 vertices and 13,428
connections in their largest connected component.

As the representatives of biological networks, we selected
the protein interaction networks vidal [31] and moreno [32].
These data sets reflect interactions of proteins on a molecular
level. The vidal data set (VI) consists of 3,133 vertices and
6,726 connections; the moreno data set (MO) consists of 1,870
vertices and 2,277 connections.

As the representative of computer networks, we selected
a sample of the Gnutella network [3] that reflects the inter-
connections of users in the Gnutella network. The sample
(P8) is sampled on August 8th, 2002 (p2p-Gnutella08) and
consists of 6,301 vertices and 20,777 connections. The second
sample (P9) is sampled one day later on August 09th, 2002

(p2p-Gnutella09) and consists of 8,114 vertices and 26,013
connections.

b) Simulation Setup: We perform a reduction of vi-
sual complexity on each of the aforementioned data sets
and calculate graph-theoretic properties that are also used as
SCVs, namely closeness centrality (CC), betweenness cen-
trality (CB), PageRank (PR), degree centrality (CD), and
clustering coefficient (CC).

We perform the complexity reduction on each of the data
sets with each pairwise combination of selection critera values
(SCV) and community detection algorithms (CDAs) been des-
cribed in Sections III-B and III-C and compare and interpret
the results represented by the statistical mean values and
number of removed vertices.

We need a user interest expressed as one “preselected” piece
of information from the data set to apply our technique to
reduce visual complexity. To account for this, we selected a
random vertex as user interest and repeat this whole process
15-times.

In Table II, we summarize the details of our simulation
study and used abbreviations.

B. Results

In this section, we present the results of our simulative study.
The results are structured according to the class of networks
as aforementioned. Detailed measurements are shown in Ta-
ble III.
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TABLE II: Simulation Details

Property Value(s)

SCV

Closeness Centrality (CC )
Betweenness Centrality (CB)
PageRank (PR)
Degree Centrality (CD)
Clustering Coefficient (CC)

CDA

Hierarchical Clustering (HC)
Direct Clustering (DC)
Original Louvain (OL)
Louvain w/ multilevel refinement (LM )

Repetitions 15
Iterations 3
User Interest V.getRandomVertex()

a) Social Networks: Social networks, here the FB data
set, exhibit a strongly connected core, the so-called rich club.
These vertices are connectors between various clusters. This
structural behavior leads to comparable short paths, i.e., the
closeness centrality is comparably high, and core vertices
exhibit a high betweenness and degree centrality. Moreover,
due to the “clustering” of vertices, the clustering coefficient is
also high (in the FB data set: 0.6055).

Our complexity reduction technique reduces up to 4,035
(99.9%) vertices in the three iterations. All combinations but
one of the SCV and CDA combinations preserve the core of
the data set, which is indicated by the high CB , CC , and
CD values. These indicate that the retained information is
representative for their clusters. The drop of PR and CC
indicate that the preserved structure roughly follows a star-
topology, which is also shown in Figure 3.

Using CC as only SCV leads to a different result where
different information is retained, yet, this is expected. The
core vertices have by definition a lower CC value and are,
thus, not likely to be above the threshold. These vertices are
connected to a multitude of different other vertices that are
forming their own, smaller clusters.

b) Library/Collaboration Data Set: A collaboration, or
library, data set yields a similar structure to a social network.
Collaborators establish clusters and an inner core of highly
influential people and publications. The gr-qc data set reveals
a high CC (0.5296) and a strongly connected core. While the
diameter of the data set suggests otherwise, the core of the data
set still shows a high connectivity and tendency towards short
paths. That is evident when comparing the diameter (17) and
the diameter when only 90% of vertices have to be connected
(0.9-percentile effective diameter: 7.6).

Our complexity reduction technique removes up to 4, 196
vertices in the three performed iterations. We can see that most
combinations of SCV and CDA perform similarly, producing
star-topology-like results retaining relevant information of the
core of the data set as indicated by higher CB and CD. The
drop of the CC supports the star-topology again.

However, using CC or CD as SCV produces different re-
sults. Using one of these properties as SCV retains information
revealing the significantly higher CC, CD, and PR and lower

CD values. Thus, retaining representatives of smaller but better
and tighter connected clusters.

c) Biological Data Set: Protein interaction networks
reveal a different structure, the spread between average and
maximum degree is between factor 23 and 30; this factor
is by a magnitude smaller than in the previously discussed
social networks. This drop in degree goes hand in hand with
increased diameter (13–19) and a massive decline in the CC
(0.035–0.055 compared to 0.6055 on the Facebook data set).

Our complexity reduction technique removes up to 3,125
(99.74%) vertices on the vidal protein interaction network
and up to 1,860 (99.47%) vertices on the moreno protein
interaction network. Our technique performs similarly on both
data sets, and produces star topologies regardless of the used
combination of SCV and CDA. Thus, the resulting CB is
comparably high, and the CC is very low < 0.0001. The CC
also drops to 0.01–0.0004 and endorses the star topology as the
remaining vertices are hardly forming local clusters. The PR
is similarly low. Yet, the CO-DC combination retains local
clusters, which is indicated by higher CC and CC values.

d) Computer Networks: Computer networks, in this case
the samples from the Gnutella network, are resembling either
AS-networks with social-like structures on a large scale or,
if consisting of only “a few” computers (compared to the
whole population), random networks. As the Gnutella network
were comprised of only a small subset of all Internet users,
the Gnutella sample is akin to a random network. Yet, the
degree distribution reveals on the base data set exponentially
distributed degrees. Nonetheless, the PageRanks reveal the
lack of a highly connected inner core; this core is essential
to a “social” network.

Our complexity reduction techniques removed up to 6,299
(99.97%) vertices on the P8 data set and up to 8,132 (99.85%)
vertices on the P9 data set. The consistently high CB shows
that some well-connected vertices are retained, but the retained
vertices are distant from each other, thus, resulting in very low
CC values; only PR used as SCV preserves closer vertices.
Using CC , CC, or PR as SCV results in retaining local
clusters in the results while the other SCVs do not keep
clusters in their reduced data sets – this is visible by the high
CC and PR values for these SCVs.

C. Destructive vs. Non-Destructive Complexity Reduction

The complexity reduction can be performed in two variati-
ons: a destructive and a non-destructive one.

First, the execution can be destructive by removing vertices
that are not matching the user’s interest, i.e., removing vertices
when their SCV is lower than the threshold and if they are
not selected to be a representative. During execution, the
data set will shrink and, thus, free memory and reduce the
computational complexity of the calculation of SCVs with
each performed complexity reduction iteration. However, the
user cannot revert the reduction process to earlier stages of
complexity reduction.
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TABLE III: Properties of Complexity-reduced Data Sets of Facebook, Collaboration, Gnutella, and the Protein Interaction
Networks.

Technique Mean Values
CB CC CC CD PR

FB

CC & DC 2211000 0.3457 0.00038 298.1 0.00215
CC & HC 2356000 0.3478 0.00033 311.9 0.00230
CC & OL 1925000 0.3425 0.00037 260.3 0.00191
CC & LM 1925000 0.3425 0.00037 260.3 0.00191
CB & DC 1453000 0.3327 0.00148 205.9 0.00163
CB & HC 1685000 0.3182 0.00604 219.5 0.00209
CB & OL 2112000 0.3397 0.00291 251 0.00197
CB & LM 2253000 0.3389 0.00356 262.5 0.0021
PR & DC 1520000 0.3308 0.00268 203.9 0.0017
PR & HC 1754000 0.3356 0.00208 223.5 0.00178
PR & OL 1588000 0.3332 0.00284 206.2 0.00163
PR & LM 1809000 0.3339 0.00336 232.6 0.00185
CD & DC 1539000 0.3304 0.0024 219.7 0.00175
CD & HC 1810000 0.3291 0.00492 236.4 0.002
CD & OL 1943000 0.3311 0.0063 236.2 0.00194
CD & LM 2100000 0.3356 0.00451 262.3 0.00211
CC & DC 70010 0.2638 0.07401 14.13 0.00013
CC & HC 79330 0.2639 0.08139 15.11 0.00014
CC & OL 30171 0.27314 2.42765 36.62 2.0282
CC & LM 83490 0.2641 0.08111 15.71 0.00015

CA

CC & DC 73470 0.00005 0.02978 16.36 0.00041
CC & HC 71590 0.00005 0.04217 8.94 0.00031
CC & OL 74020 0.00005 0.02445 17.66 0.00044
CC & LM 73470 0.00005 0.02978 16.36 0.00041
CB & DC 233900 0.00005 0.00592 16.95 0.00058
CB & HC 224500 0.00005 0.00579 16.47 0.00057
CB & OL 158000 0.00005 0.01006 14.12 0.00049
CB & LM 151600 0.00005 0.00884 13.93 0.00047
PR & DC 222000 0.00005 0.0015 20.85 0.00067
PR & HC 98330 0.00005 0.00811 14.92 0.00045
PR & OL 215300 0.00005 0.00445 19.91 0.00063
PR & LM 226500 0.00005 0.00266 20.64 0.00066
CD & DC 28418 4.44 1.57434 8.38 0.88412
CD & HC 28261 4.44 1.57331 8.37 0.88485
CD & OL 28370 4.44 1.57288 8.37 0.88744
CD & LM 97370 0.00004 0.00991 12.61 0.00039
CC & DC 22449 4.17 0.84129 4.83 2.43779
CC & HC 22449 4.17 0.84129 4.83 2.43779
CC & OL 21060 4.14 0.80191 4.63 2.58936
CC & LM 43790 0.00003 0.1903 7 0.0003

P8

CC & DC 38492 0.00023 1.42208 9.55 3.59775
CC & HC 39680 0.00023 0.00003 9.53 0
CC & OL 38492 0.00023 1.42208 9.55 3.59775
CC & LM 38666 0.00023 1.43795 9.54 3.59132
CB & DC 82970 0.00023 0 9.92 0
CB & HC 88810 0.00023 0.00003 9.72 0
CB & OL 162900 0.00023 0 9.84 0
CB & LM 137000 0.00023 0 9.83 0
PR & DC 20920 0.61077 0.58976 3.77 4.02269
PR & HC 20920 0.61077 0.58976 3.77 4.02269
PR & OL 18941 0.61688 0.57661 3.69 4.09170
PR & LM 21934 0.60621 0.59507 3.81 4.14545
CD & DC 119200 0.00023 0 12.68 0
CD & HC 122900 0.00023 0 12.55 0
CD & OL 47420 0.00023 0.00002 10.18 0
CD & LM 47420 0.00023 0.00002 10.18 0
CC & DC 46280 0.00393 2.44391 9.69 3.76677
CC & HC 46304 0.00393 2.44341 9.69 3.76735
CC & OL 46280 0.00393 2.44391 9.69 3.76677
CC & LM 46576 0.00388 2.43269 9.69 3.75996

Technique Mean Values
CB CC CC CD PR

VI

CC & DC 57420 0.00009 0.00196 15.28 0.00107
CC & HC 57420 0.00009 0.00196 15.28 0.00107
CC & OL 58990 0.00009 0.00154 15.73 0.0011
CC & LM 54320 0.00009 0.00232 14.61 0.00102
CB & DC 61750 0.00009 0.00045 15.6 0.0011
CB & HC 58410 0.00009 0.00044 15.06 0.00106
CB & OL 57790 0.00009 0.00046 14.98 0.00106
CB & LM 56350 0.00009 0.00046 14.78 0.00104
PR & DC 62850 0.00009 0.00600 15.86 0.00112
PR & HC 138900 0.00009 0.00133 29.01 0.00203
PR & OL 49980 0.00009 0.00686 13.65 0.00097
PR & LM 85260 0.00006 0.01049 18.23 0.00136
CD & DC 31410 0.00009 0.02806 9.053 0.00064
CD & HC 156200 0.00009 0.00314 31.63 0.00221
CD & OL 83280 0.00007 0.04043 18.82 0.00136
CD & LM 111300 0.00007 0.04704 24.04 0.00172
CC & DC 23410 8.61693 1.67212 7.98 0.00318
CC & HC 30480 0.00008 0.1194 8.65 0.00063
CC & OL 23590 0.00009 0.07014 7.94 0.00057
CC & LM 24450 0.00009 0.08001 8.03 0.00058

MO

CC & DC 33615 0.00005 0.00681 6.31 0.00115
CC & HC 31886 0.00005 0.00596 6.16 0.00114
CC & OL 33467 0.00005 0.00668 6.33 0.00116
CC & LM 42355 0.00005 0.0124 7.32 0.00132
CB & DC 22275 0.00004 0.00152 4.99 0.00096
CB & HC 21245 0.00004 0.00153 4.91 0.00094
CB & OL 62989 0.00004 0.00306 9.87 0.00178
CB & LM 61556 0.00004 0.00312 9.7 0.00175
PR & DC 33375 0.00004 0.00595 6.67 0.00125
PR & HC 30472 0.00004 0.00604 6.34 0.0012
PR & OL 32441 0.00004 0.0062 6.51 0.00123
PR & LM 24884 0.00004 0.00618 5.70 0.00109
CD & DC 25683 0.00004 0.00277 5.82 0.00109
CD & HC 23793 0.00004 0.0028 5.64 0.00106
CD & OL 24978 0.00004 0.00284 5.80 0.00108
CD & LM 61071 0.00004 0.00376 10.53 0.00189
CC & DC 20061 0.00004 0.0867 5.28 0.00099
CC & HC 20061 0.00004 0.0867 5.28 0.00099
CC & OL 20503 0.00004 0.0857 5.33 0.001
CC & LM 21185 0.00004 0.0845 5.39 0.00101

P9

CC & DC 79094 0.00034 0.00133 10.14 0
CC & HC 79094 0.00034 0.00133 10.14 0
CC & OL 79094 0.00034 0.00133 10.14 0
CC & LM 79094 0.00034 0.00133 10.14 0
CB & DC 78569 0.00034 0.00001 9.73 0
CB & HC 115689 0.00034 0 9.93 0
CB & OL 249905 0.00034 0.00002 10.92 0
CB & LM 267735 0.00034 0.00003 11.08 0
PR & DC 28406 0.00014 0.0001 3.69 0
PR & HC 25826 0.00013 0.0001 3.60 0
PR & OL 50534 0.00017 0 4.68 0
PR & LM 46586 0.00016 0 4.60 0
CD & DC 145848 0.00034 0 13.17 0
CD & HC 145848 0.00034 0 13.17 0
CD & OL 163656 0.00034 0.00001 13.18 0
CD & LM 134312 0.00034 0 13.16 0
CC & DC 68933 0.00034 0.00188 9.96 0
CC & HC 68933 0.00034 0.00188 9.96 0
CC & OL 69376 0.00034 0.00179 9.94 0
CC & LM 71280 0.00034 0.00209 9.98 0

Second, the execution can be non-destructive by, e.g., con-
cealing “removed” vertices only without deleting them from
the actual graph. This variation allows moving back and forth
between different stages of complexity reduction. Moreover,
this also allows a user to adapt her interest, i.e., she can use
gained knowledge and re-run the visual complexity reduction
with a different focus/interest.

The main functionality of our proposed approach to visual
complexity reduction remains unaltered by this design decision

as it only affects the ability to move through the different
stages of complexity reduction and the visualization for the
human user.

Our proposed technique to reduce the visual complexity is
capable of removing the vast majority of information in just
a few iterations as we have shown before. In order to over-
come unwated loss of information during the process of data
reduction, our approach always allows the user to track back
and select different vertices as user interest. This, however, is
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infeasible for dynamic data sets, which can be adressed, for
example, by caching results from earlier iterations.

VII. CONCLUSION AND FUTURE WORK

The collection and processing of large data sets got common
with the rise of big data and powerful computing devices.
Human users are hardly able to keep up with the increasing
pace of collecting and accruing data. Accessing and—more
important—exploring as well as understanding these data sets
becomes difficult.

In this article, we present our framework that combines an
interactive, user-guided approach to the exploration of large
data sets with automated complexity reduction based on graph-
theoretic properties and community detection. This approach
reduces visual complexity in order to render visualizations of
data sets more usable for human users. The reduction of visual
complexity is achieved by removing parts of the data sets in a
semi-automated fashion: based on a user-selected information,
i.e., a selected vertex becomes a template for a high selection
criteria value (SCV), other vertexes with a lower SCV as well
as their connections are hidden from the data set. Thereby,
the complexity is reduced, which we assume to render the
visualization easier to comprehend. The computation of SCVs
is based on graph-theoretic properties like closeness and the
detection of communities within the data set.

The presented framework combines this automated compu-
tation and removal with interactive selection of a new template
vertex before each complexity reduction iteration.

Our simulation study has shown that our combination of
graph-theoretic properties, measuring the importance of data
in the data set, and community detection, grouping similar
data in the data set, is able to reduce the visual cluttering
of information efficiently. If performed in a non-destructive
setting, i.e., if discarded data is only concealed and not
removed from the data set, human users can shift their focus
when inspecting a data set to account for new insights gained
by the visual inspection of data sets. The complexity reduction
can then be performed again with a focus on new, shifted
interests.

Our proposed technique opens an additional direction of
research to support user-centric systems in rising exposure
to big data and accruing amounts of data. Future research
may include user studies to select the—per application field—
appropriate graph-theoretic properties in order to achieve an
appropriate visual complexity reduction.
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Abstract—Virtual Worlds are open 3D environments capable of 

simulating a variety of educational practices, thus reducing 

risks and costs with physical laboratories. However, its freedom 

characteristic can cause dispersion and make it difficult to 

navigate and focus. Aiming at improving user navigation, this 

paper analyzes a Heads Up Display (HUD) solution that keeps 

sensing the locations visited by the user, and presents it in the 

form of a “heat map”. The main contribution has two sides: 1) 

a reporting system is presented, which allows teachers to easily 

keep up with students’ behavior in the environment; 2) an 

analysis of experimental data has been performed, focusing on 

the extent and intensity of content observation, with the 

purpose of presenting the potential of the HUD to act as a 

guidance tool in educational Virtual Worlds. 

Keywords-virtual worlds; heads up display; student 

interaction. 

I. INTRODUCTION 

This paper is an extended version of [1], which proposed 

the use of Heads Up Display (HUD) device working as a heat 

map, to create a context-aware Virtual World (VW), coming 

to the conclusion that it helped on students’ navigation. The 

HUD could be attached to any user’s screen by touch, and it 

would keep dynamically inferring its context, changing 

colors according to the locations visited and the frequency 

(or duration) of visitation.  

VW are 3D open environments where users, represented 

by their own avatars, can move around, meet and interact 

with other avatars [2]. This technology is capable of 

simulating whole environments, thus greatly decreasing 

costs and risks of conducting experiments in physical 

laboratories [3].  
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Also, according to Englund [4], it enables to move away 

from traditional classroom learning and to design activities 

with an emphasis not on “learning about”, but with focus on 

“learning by being” or “learning by doing”. Mastrokoukou 

and Fokides [5] highlight that although the development of 

these environments is quite a lengthy process, long term 

benefits of its use may arise, since it can be reused several 

times. 

Chow [6] explains that a VW is characterized by being 

more exploratory, active and participatory, rather than 

centralized in listening and absorbing information. 

Multiusers are encouraged to navigate freely through 

different locations within the environment, to develop their 

own learning processes, according to their own demand [7].  

Due to the great diversity of didactic materials that can 

be inserted in VW, such as texts, images, videos and 

presentation slides, different spaces or rooms can be created, 

separated by, for example, subject or type/category of 

content. Simsek and Can [8] assert that giving students the 

freedom to choose the type of learning material to explore, 

makes them more active individuals in their learning process. 

As the ones who spend more time inside it tend to interact 

more with educational objects [9], it is desirable for the user 

to spend long times navigating the VW. Studies have 

described that the total number of visits to a learning object 

may indicate student interest [10].  
However, these characteristics of discovery-based 

environments, which offer the greatest potential to promote 

learning, at the same time represent the biggest challenge: 

the complexity of the learning experience [11]. According to 

Mayer [12], environments designed to make users discover 
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materials completely on their own are harder to use. Gütl 

[13] discovered that if users spend too much time learning to 

use a complex interface they might leave the environment. 

This leads to several educational implications, as 

engagement hindrance or demotivation, as users may be 

distracted by numerous functions and simulated scenes in the 

VW, disturbing their attention from the learning contents [3]. 

For example, Ijaz, Bogdanovych and Trescak [14] found, 

in an unsupervised experiment, that participants did not 

properly explore the VW: important areas were left 

unexplored. Also, some students faced technical issues and 

did not fully achieve the learning objective; in consequence, 

scored low in the exam. In their study, Griol, Molina and 

Callejas [15] found that the amount of options and tools 

available in the VW had a negative effect in some students, 

who felt disoriented. They suggest this happened especially 

to players of video games, as they are used to follow a script, 

with predefined outcomes.  

This way, Christensen, Maraunchak and Stefanelli [16] 

suggest that the educational use of VW must be carefully 

articulated and organized by the teacher. Csikszentmihalyi 

[17] emphasizes that activities stimulate more flow if they 

embody certain rules and clearly state what the users should 

do.  

Moreover, for immersive learning environments to act as 

it is expected, with students having great flexibility while 

faced with numerous learning opportunities, intelligent real-

time support and guidance is required [14]. This means that, 

in accordance with Tüzün and Özdinç [18], being informed 

about the objects and locations in the environment plays a 

key role in getting to know about other paths. Baydas et al. 
[19] exemplified how reflective guidance, directive signs, 

symbols, footprints and notice boards within the VW can be 

helpful in achieving the learning goals, getting some positive 

results.  

However, one of the most complicated aspects inside 

VW is precisely automatic scaffolding or guidance, since it 

is very large and flexible [18]. As stressed by Soliman and 

Guetl [20], it is not unusual to see the lack of autonomous 

support in VW, and learners find themselves alone with no 

guidance.  

The usual approach to provide automatic guidance on 

VW is concentrated on virtual agents. According to Johnson, 

Rickel and Lester [21] animated agents that can serve as 

guides are an important instructional aid, so students won’t 

become disoriented and lost in virtual reality environments. 

Xie and Luo [22] identified that students performed better 

and in less time because they could find the destinations 

quickly with the help of virtual agents. Also, they felt more 

satisfied. 

In the last decades, ubiquitous computing techniques 

have been used aimed at improving student performance, and 

consequently, beneficiating institutional cost effectiveness 

[23]. In line with this trend, and as an alternative from the 

virtual agents’ scenario, several researches have benefited 

from the use of HUD device capabilities, available to 

implement in most of the VW platforms, as OpenSimulator 

and Second Life, to personalize and dynamize VW in 

different ways.  

Extending the work of [1], in the current research we 

intend to: a) establish a way to enable teachers to easily 

extract reports of student’s behavior in the environment, in 

order to help monitoring educational activities; and b) 

analyze differently the records from the experiment 

previously performed, to verify if the HUD can influence in 

the extent and in the intensity of didactic content observation 

in the environment. Thus, we will try to answer the following 

main research question: how is it possible to (1) report and 

(2) analyze student behavior inside Virtual Worlds? We 

will discuss on how these two aspects can be useful for 

student assessment and pedagogical improvements in 

educational VW. 

The article is organized as follows: Section II presents the 

related work; Section III explains the research method; 

Section IV presents the developed report system; Section V 

shows the analysis performed with the data, discussing 

results found; ending with Section VI, which presents the 

conclusions and future research. 

II. RELATED WORK 

In this section, we present some examples of how HUD 

and heat map devices have been used towards optimizing 

user experience.  
Using Second Life platform, Shah, Bell and Sukthankar 

[24] implemented a recommendation system that suggests 

places to visit, personalized with the user’s destination 

preferences. To acquire data on users’ travel patterns, they 

developed a custom tracker object using the Linden Scripting 

Language (LSL), which periodically prompts the user to 

enter information describing and evaluating its current 

location. The HUD could be worn on the right or left side of 

the screen, and it monitor the avatar current location (x, y, z 

coordinates).  
In the study of Keelan et al. [25] each participant was 

given a HUD that allowed them to indicate up to eight 

emotional states throughout the Second Life visitation, four 

positive and four negative. The goal was to identify and 

analyze which aspects invoked emotional responses, and 

what kinds of information were considered trustworthy or 

untrustworthy by the users.  
One of the promising VW applications that seem to 

demand such a device is the visit of virtual museums. In this 

field, Sookhanaphibarn and Thawonmas [26] emphasize that 

personalization can play a key role for increasing the number 

of return visitors. They mention the idea of using HUD to 

show personalized recommendations in VW, like to what has 

already been implemented for physical museums, but with 

the advantages of requesting simple implementation and no 

additional cost.  
Likewise, Ward and Sonneborn [27] implemented a 

HUD that provides subtitles of dialogue in many languages, 

including English, French, German, Spanish, Italian, and 



83

International Journal on Advances in Intelligent Systems, vol 11 no 1 & 2, year 2018, http://www.iariajournals.org/intelligent_systems/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

Portuguese. Also, the HUD records the avatar’s position so 

users can know where they are in the build and receive audio, 

pictorial and textual information about what they are seeing 

on their visit. 
In the field of displaying or highlighting locations to 

situate the student, the Virtual Learning Environment (VLE) 

MOODLE in more recent versions (2.7 onwards) has a 

plugin that implements the “heat map” concept to help user 

navigation, using a color scheme (yellow, orange and red) to 

represent the “heating”. The heat map highlights areas as 

well as components that highly attracted students’ attention 

by counting the number of clicks.  

Rakoczi [28] developed a similar system, but tracking the 

student’s eye movements to identify areas “more looked”, 

that is, which captured more attention, as shown in Figure 1. 

 
Figure 1. Heat map of MOODLE’s calendar [28].  

 

Similarly to the studies presented, Krassmann et al. [1]  

showed the initial results of the development and application 

of a context-aware HUD that works as a heat map, “heating” 

(changing colors) as the locations in the VW are visited more 

often, allowing the user to be aware of his/her own 

navigation behavior. The authors explored how this device 

could help on improving engagement and interaction time, 

getting some good results. 
In this extended version, we present the development of 

a system that allows teachers to extract reports from user’s 

behavior in the Virtual World, enabling to see patterns of 

students’ access in a simple and intuitive way, facilitating 

monitoring and assessment, without the need for the teacher 

to be in person observing the activity. Also, we analyze some 

of the data gathered from the experiment performed in [1], 

using statistical techniques to investigate new hypothesis, as 

the impact of the HUD in the extent and intensity of content 

observation, and in face of the difficulty level of accessing 

locations in the virtual environment. 

III. MATERIALS AND METHOD 

The research is an exploratory quasi-experimental study, 

with a convenient sample of individuals who had a minimum 

level of computer skills. A region in the Virtual World from 

AVATAR Project [29] (an acronym in Portuguese that 

means Virtual Learning Environment and Remote Academic 

Work) was used. This project intends to investigate, test and 

promote the training and the use of virtual laboratories in 

immersive environments, using the open-source 

OpenSimulator platform. A set of regions are implemented 

in this VW, within different subjects as Physics, Electricity, 

Chemistry, among others. 
Students enrolled in courses at the authors’ university 

and colleagues that work on the project were invited to 

participate in the experiment, which took place on the 

university facilities. Singularity [30] and Firestorm [31] 

viewers were used to enter the VW, being those free 

softwares capable of rendering the 3D graphical 

environment appropriately. 
To explain more in detail the method of research, we 

have created subsections regarding the VW development, the 

heat map HUD implementation and the experiment design 

and execution. 

A. The Virtual World 

Two virtual laboratories, in one region from AVATAR 

Project, were used: Waves and Wireless Networks, which 

are introduced on Krassmann et al. [32]. According to the 

authors, in these environments students from Secondary or 

Technical education have the opportunity to visualize the 

practical side of some abstract concepts that are part of their 

daily life, as the propagation of radio waves and Wi-Fi 

communication.  
To improve the organization of content and provide a 

clear distribution, these two teaching contents were divide 

into 12 topics, distributed along 12 specific locations in the 

two laboratories, which are presented in Table I.  

TABLE I. LOCATIONS AND TOPICS DISTRIBUTION 

Number Content topic/subject 

1 Wave Characteristics 

2 AM and FM Radio Waves 

3 Wave Phenomena 

4 Electromagnetic Spectrum 

5 Introduction to Wireless Networks I 

6 Introduction to Wireless Networks II 

7 Wireless Networks Topologies 

8 Infrared and Bluetooth 

9 Range of Wireless Networks I 

10 Range of Wireless Networks II 

11 Range of Wireless Networks III 

12 Material interference in propagating wireless networks 

 

In each of the 12 locations, different didactic materials 

such as videos, presentation slides, images, texts, animated 

digital media, audios, web pages embedded in QR (Quick 

Response) code and simulations were implemented, 

according to the location subject. Each one was identified as 

to their type through luminous plaques and with short 
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instructions displayed on the bottom, seeking to provide an 

intuitive and independent navigation for users.  

Figure 2 presents a screenshot of the environment 

entrance. It can be seen that a control panel was placed at the 

beginning of the path, containing buttons that give the user 

introductory information, for example, on how to move 

around, use the didactic materials and what is expected in 

this visitation. Also, there’s a green button where the user 

can attach itself the HUD. In this case, the user have already 

pushed the button and the HUD is on the right side the 

screen. 

 
Figure 2. Waves and Wireless Networks Laboratories entrance. 

 To help on student guidance, Figure 3 shows plaques 

simulating wooden material with arrows pointing the 

directions to each location. The aim of this signalization was 

to ensure that users without the HUD could also navigate the 

environment and visit all the locations available.  

 
Figure 3. Plaques with arrows pointing the directions to each location. 

B. The heat map HUD 

The HUD is composed of a numerical map of the 

environment. It can be attached by the user by touching one 

time on the corresponding button, and it goes to its top right 

screen. It works sensing the places visited, recording into a 

database and retrieving this information in real time.  

The HUD is composed of 12 prims (primitives – 3D 

object unit) that are linked. Each prim has its own texture that 

identifies the number and the topic of one location, and its 

own scripts to change its color from white to red, “heating” 

according to the frequency of access or time elapsed on 

visitation. To do this, the classification presented in Table II 

was idealized and adopted. 

TABLE II. HEAT MAP CLASSIFICATION ON HUD 

Color Tag  Frequency Time elapsed 

Yellow Weak    Second time 2 minutes 

Orange Medium    Third time 3 minutes 

Red Strong     Fourth time 4 minutes 

 

In this sense, if the user has remained at one of the 12 

locations for at least two minutes, according to our 

classification, it is assumed he/she is visiting this location for 

the second time, so the prim on the HUD that represents this 

location turns yellow; after three minutes it turns orange, and 

after four minutes it turns red. The sensor checks every five 

seconds for the presence of an avatar and consults in the 

database if this specific user has already visited the place, 

registering it only after every minute (60 seconds), in an 

incremental way. The prim also has the ability, by touching 

it, to tele transport users to the respective location. 

Figure 4 shows the heat map following the user’s avatar 

at two different locations in the VW. It can be seen, for 

example, that this user has visited Location 5 very often 

(red), but Location 3 lacks visiting, as it is still white (top 

screen). It also shows that Location 8 is now changed from 

yellow to red (bottom screen). So it can be concluded that 

this user got back to that location twice more and/or has spent 

more two minutes in the same spot (from yellow – 2 minutes; 

to red – 4 minutes). 

 
Figure 4. HUD following the student in two different locations. 

The identification of locations inside the VW were 

signalized with circles on the floor, with sensors 

programmed to identify avatars presence in a radius of eight 

meters. Figure 5 shows a screenshot of Location 4 

“Electromagnetic Spectrum”, with the gray circle on the 

floor identifying it (“L4”). 
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Figure 5. Screenshot of Location 4 “Electromagnetic Spectrum”. 

Besides LSL programming language, OpenSimulator 

Scripting Language (OSSL) was used to program the HUD. 

To capture data from each user in real time, the sensors 

collect data and send it through HTTP requests. All this 

procedures are managed by a WAMP system (Windows, 

Apache, MySQL, PHP). 

More specifically, the function llSensor was used to 

create an invisible monitoring field, defining the area of the 

sweep (eight meters). This sensor is activated every 60 

seconds, through the use of llSetTimerEvent(60) function, 

whose call is carried out by the instruction. In this way, the 

sensor checks if there are users in its coverage range every 

60 seconds. If so, the avatar name is verified and stored, 

along with the information about the current location.  

The script which performs this sensing operation in the 

VW environment works in the following way (written in 

pseudocode).  
 

1. Set the time: llSetTimerEvent(60) 

 

2. When time reaches, activate sensor: 

llSensor("", NULL_KEY, AGENT, 8, PI) 

 

3. When sensor activates, search for avatar name:  

avatar_name = llDetectedName(x) + avatar_name 

    

4. Once avatar name is captured, gather the data: 

string hud = 

avatar_name+location_id+location_name+time    

     

5. Pass the data to PHP file: 

llHTTPRequest("http://server/heatmap.php?dados

_user="+hud, [HTTP_METHOD,"GET"],"") 

 

6. Get the answer from server: 

http_response(key request_id, integer status, 

list metadata, string hud) 

 

As shown in the pseudocode presented, the information 

is sent through the function llHTTPRequest. The function 

HTTP_METHOD “GET” is the one which enables the PHP 

file in the server to receive the data. The file receives it and 

“explodes” it in an array, separating location id, location 

name and time the user remained in that location. The names 

of each user that were inside the sensor area at the moment 

of data collection are separated and organized. Another 

function works registering time records in which this 

occurred. After all these treatments, data are ready to be sent 

to MySQL database, where they are stored.  

Data are stored in the “heat map” table of the database, 

as follows: a) user’s name; b) name and ID of the location 

visited; c) time user remained in that location (60, 120, 180 

or 240 seconds); d) the current heat map status for the user at 

that location (white, yellow, orange or red); e) time records. 

When visiting a location for the first time, a new complete 

record is inserted in this table, so time and current heat map 

status attributes are subsequently updated, according to an 

incremental analysis of time elapsed.  

Immediately after this procedure, the avatar_name 

attribute has to be cleaned, so it can be received again and 

compared in the table. The http_response then brings the 

answer, which is passed through the channel 225 (selected 

by us) to update the HUD, if necessary. 

This process can occur simultaneously for several users, 

receiving all interactions occurred from the sensors inserted 

inside the environment, allowing the sensing of multiple 

users in different locations, without competition problems. 

C. The experiment 

Data from an experiment performed in Krassmann et al. 

[1] is analyzed. As described by the authors, on the occasion 

16 individuals, divided into control and experimental groups, 

were informed about the experiment goals, the voluntary 

aspect of their participation and the complete confidentiality 

of any data gathered about them. Each one received an 

individual login to access the 3D environment. They were 

instructed to freely and intuitively navigate in the VW, 

without any pedagogical path or visitation time previously 

defined. The purpose of this orientation was to provide them 

with freedom to interact in places they considered 

appropriate, visiting the desired materials and remaining in 

each location as long as they were interested. 

Immediately after the session, that lasted for an average 

of approximately 33 minutes, a questionnaire was 

administered, containing demographic questions and items 

regarding the navigation in the environment, including the 

impressions about the heat map (HUD) for the experimental 

group. The main findings are presented in the original paper 

[1]. In this extended version we focus on creating a reporting 

system and analyzing student interaction in a more profound 

way, which corresponds to the two next sections. 

IV. REPORTING STUDENT INTERACTION 

As mentioned by Balderas et al. [33], VWs developed 

using open-source software — such as OpenSimulator — 

allow developers and teachers to access student logs and 

retrieve valuable information on learners’ in-world behavior 

and interaction. This possibility, explored in this research, is 

important not only in terms of assessment: it also facilitates 

the identification of learner profiles and VW behavior 

patterns, which can help improving the environment, as it 

allows the accomplishment of different types of actions to 

assist the students during their interaction [27]. 
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Duncan, Miller and Jiang [34] corroborates that having a 

good understanding of the user’s in-world behavior can help 

on improving the educational use. They suggest that, as 

students virtually participate, it may be hard for the teachers 

to monitor the educational process, being difficult to tell 

whether the students are actually learning or playing in the 

VLE.  

However, a high degree of dependence on the teacher or 

his/her constant intervention in the activity is also 

undesirable. Ijaz, Bogdanovych and Trescak [14] discovered 

that it decreases interactivity and immersion of participants: 

users became less engaged in the experience and were keen 

to finish it quickly. 

In order to improve and facilitate student monitoring and 

evaluation, by the pedagogic point of view and in an 

autonomous way, a reporting web-system was developed. Its 

objective is to facilitate the process of analysis of student’s 

interactions inside the 3D VLE without the need of the 

teacher assistance. The system was basically developed with 

the PHP programming language and the connection to the 

MySQL database, with the previously described “heat map” 

table, which stores all user interactions received from the 

HUD. 

With the data of each user, it is possible to identify which 

places were visited in the environment, since in these places 

sensors are triggered by the presence of a user and record this 

information in the database. In this sense, based on the data 

collected from students interactions in the two laboratories 

(12 locations), we have implemented six different types of 

reports, described as follows.  

1. Student Activity Report: the data of a specific 

user, selected by the teacher, are presented for an individual 

assessment, showing locations the student visited, how long 

he/she remained on each one, and the tags related to each 

time. An example is presented in Figure 6. 

2. Activity Report by Location: in this report all 

interactions occurring in a specific location are extracted, 

allowing the teacher to see an overview of places that have 

been visited the most, and, on the other hand, which need to 

be more stimulated to visitation. For instance, it might be a 

warning for the teacher that a specific location lacks 

attractiveness. Figure 7 shows a clipping of an example of 

this report, showing all user presence captured in Location 8 

“Infrared and Bluetooth”. 

3. Activity Report by Time: the teacher has the 

possibility to investigate, in this report, the interaction that 

occurred in different intervals of time, covering all locations 

and students. For example, it can show all the places and 

users with a 180 seconds tag (visited three times or for three 

minutes). It can be useful for the teacher, for instance, to 

immediately verify places more accessed (time = 240 

seconds) and, on the other hand, places that were never 

visited (time = 0 seconds). 

 

 
Figure 6. Example of User Activity Report (Report 1). 

 

 
Figure 7. Example of Activity Report by Location (Report 2). 

4. Activity Report by Color: similar to the previous 

report, in this case it is possible to perform the analysis of 

student interaction according to the color tags defined in the 

heat map (white, yellow, orange and red), covering all 
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locations. In this case, teacher can use the color tag to 

identify places more and less visited. 

5. Detailed Activity Report: seeking to provide the 

teacher with more details of each student behavior, this 

report presents the summarized data of a selected user, as it 

can be seen in the clipping of example presented in Figure 8. 

It shows the total number of visits in each location, how long 

it was the total visit duration on each place, and the number 

of heat map tags received for each location. In this sense, this 

report allows the teacher to see where a specific student have 

been in the VLE and for how long, allowing, for example, to 

evaluate him/her. 

 
Figure 8. Example of Detailed Activity Report (Report 5). 

6. Full Report: this report aims to provide the teacher 

with all the information stored in the database in a 

summarized way. It enables to have a panorama of the whole 

class interaction in the VW, and to do filtered searches in a 

diversity of ways, seeking to analyze more specific data. It 

also allows, for instance, the teacher to evaluate the activity, 

to analyze if all the locations projected for learning were used 

(or useful). 
  

Each report is ordered decreasingly chronologically, and 

it can be generated in three different periods: weekly, 

monthly and complete, by selecting an option in field “select 

an interval”. In addition, all the reports have the option of 

being exported in Portable Document Format (PDF), or can 

be downloaded in the form of customizable worksheets, so 

the teachers have the freedom to manipulate and store the 

reports according to their preference or need.  

Through this web system, teachers can perform activities 

with a group of students in the Virtual World without the 

need of being present to observe the procedure all the time, 

consequently influencing in the student freedom and feelings 

of immersion [14]. Also, this way, giving proper 

instructions, students can access the environment from 

home. 
The data are easily available on the internet, through any 

device. It can be used to assist the teacher on the self-

evaluation, the analysis and/or the assessment of the whole 

class or each student individually, at any time and from 

anywhere. 

V. ANALYZING STUDENT INTERACTION 

This section aims to complement the analysis presented 

in Krassmann et al. [1], investigating data from the 

experiment performed by the authors in a more thorough 

way.  

The original article did some inferences based mostly on 

students’ self-report, that is, based on subjective opinions 

about the VW, which implicates on individuals personal 

aspects, as personality or mood. Focusing on making a more 

objective analysis, aiming to identify patterns from the 

experimental group (using the HUD), and compare it with 

the control group (that did not use the HUD), data from 

students interactions in the Virtual World were analyzed by 

the light of statistical inference tests, using the software 

Minitab version 17.  

A sample composed of 10 individuals, being six from the 

experimental group and four from the control group was 

selected. This low sample is because not all participants’ 

records were properly registered in the database, due to 

adjustments done in the scripts by the researchers during the 

experiments period.  

The following new research questions (RQ) have driven 

this data analysis:  

 RQ1 - Is there any impact of the HUD in the 

extension of content observation inside the Virtual World? 
 RQ2 - Is there any impact of the HUD in the 

intensity of content observation inside the Virtual World? 
 RQ3 - Is there any impact of the HUD in the 

difficulty level to find locations inside the Virtual World, 

regarding the extension and the intensity of content 

observation?  
To investigate RQ1, it was created a formula that 

identifies the degree of student experimentation of all 

locations, which we named ECO (Extension of Content 

Observation), since each location relates to a topic content, 

calculated using (1). 

∑ 𝑄𝑢𝑎𝑛𝑡𝑖𝑡𝑦𝑜𝑓𝐴𝑐𝑐𝑒𝑠𝑠𝑒𝑑𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛𝑠𝑏𝑦𝑠𝑡𝑢𝑑𝑒𝑛𝑡′𝑖′𝑛
𝑖=1

𝑄𝑢𝑎𝑛𝑡𝑖𝑡𝑦𝑜𝑓𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛𝑠×𝑛
     (1) 

                                                                  n=total of assessed students 
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As result, the ECO of control group had an average of 

0.75, while the value obtained for the experimental group 

was 0.66. It means that, overall, students from control group 

accessed 75% of locations at least once, and the students 

from experimental group accessed a bit less, about 65%.  

Thus, we can answers RQ1 with a yes, there is some 

impact of the HUD in the extension of content observation 

in the VW, but not as we expected: the users with the heat 

map device visited a lower number of locations. In other 

words, higher level of content observation (locations) was 

covered by control group. Some inferences trying to explain 

this fact are made on RQ2 explanation. However, t-tests 

performed to compare ECO of both groups could not reject 

the null hypothesis of equality, with p=0.57 at confidence 

level of 95%. 
RQ2 is concerned with the intensity of access of 

locations, considering to the heat map classification (Table 

II). It is here called ICO (Intensity of Content Observation), 

and is calculated according to (2). 

∑ 𝑄𝑢𝑎𝑛𝑡𝑖𝑡𝑦𝑜𝑓4𝑡ℎ𝑡𝑖𝑚𝑒𝐴𝑐𝑐𝑒𝑠𝑠( )𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛𝑉𝑖𝑠𝑖𝑡′𝑖′𝑛
𝑖=1

𝑄𝑢𝑎𝑛𝑡𝑖𝑡𝑦𝑜𝑓𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛𝑠×𝑛
  (2) 

                                                                 n= total of assessed students 
 

For this measure, instead of considering all locations 

visited by users, it was considered only locations that were 

accessed at least four times (or 4 minutes – strong/red tag).  
As result, the ICO for the control group was 0.25 and for 

the experimental group 0.28. This answers RQ2, showing 

that yes, there is an impact, although small, of the HUD in 

the intensity of content observation in the VW: individuals 

from experimental group visited locations with a bit higher 

frequency. However, the null hypothesis that the ICO of both 

groups is equal has not been rejected, with p=0.82.  
The results for RQ2 indicate a positive impact of the heat 

map in the Virtual World activity and complement RQ1. It 

shows that, although students using the heat map visited less 

locations, they visited it with more intensity (with more 

frequency or stayed for more time). Among the reasons for 

this fact, we speculate that maybe they felt more compelled 

to achieve the heat map completeness (turn red locations on 

the HUD). 

One of the potential advantages of using this concept of 

heat map in VW is to highlight areas that have not been 

explored yet by the users, especially places that may be more 

difficult to find in the 3D virtual space, in consequence to the 

environment design. We investigated this usefulness in RQ3. 

First, we assigned a difficulty level of access for each 

location in the Virtual World, considering researchers’ 

experience while observing student difficulty to find them 

when navigating the 3D VLE. So, it was created the 

classification displayed in Table III.  

 

 

TABLE III.   DIFFICULTY CLASSIFICATION OF LOCATIONS 

Location number Difficulty to find 

1, 4, 5, 6, 7, 8, 10 Easy 
2, 3, 9 Moderate 
11, 12 Hard 

 

Easy locations are the ones considered more visible, with 

no obstacles to reach it. Moderate locations are a little 

hidden, requiring students to go inside rooms and/or to climb 

stairs. Hard locations are the ones in different buildings or in 

more hidden places, as behind walls, for example. Figure 9 

shows an example of a moderate to find location, as the user 

had to climb the stair on the right side of the screen to be able 

to see the wireless propagation simulation (Location 9). 

 
Figure 9. Screenshot of Location 9 “Range of Wireless Networks I”. 

Following this classification, ECO and ICO metrics were 

calculated for each level of difficulty and compared between 

control and experimental groups. The results are shown in 

Table IV. 

TABLE IV.    ECO AND ICO ACCORDING TO ACCESS DIFFICULTY 

Location 

classification 
ECO ICO 

Control Exp. Control Exp. 
Easy 0.78 0.76 0.46 0.40 

Moderate 0.83 0.61 0.08 0.22 
Hard 0.50 0.41 0.00 0.17 

 

This result indicates a clear impact of the heat map, 

especially in ICO metric for the “moderate” and “hard” 

location classifications, since the difference of values 

between groups are bigger (0.14 and 0.17). The data show 

that students from experimental group accessed for much 

more time (with more intensity) the locations classified as 

hard or moderate to find than students from the control 

group. 
Therefore, RQ3 can also be answered with a yes, there is 

an impact, small but positive, of the HUD in the difficulty 

level of access of locations in the Virtual World, regarding 

the intensity (frequency) of access. In this sense, again it may 

be inferred that the heat map have motivated students to turn 

locations red on the HUD, even the ones harder to find, 

frequenting it more. This highlights the benefit of a little of 

gamification implemented in the activity, as the students 



89

International Journal on Advances in Intelligent Systems, vol 11 no 1 & 2, year 2018, http://www.iariajournals.org/intelligent_systems/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

sought to complete their HUD while using it. Still, the t-test 

did not reject the null hypothesis of equality between groups.  

To sum up, these new research questions (RQ1, RQ2, 

RQ3) showed more objective results, which could not be 

obtained only with students self-reports. This justifies the 

need and the importance of automatically keeping track of 

students’ interactions in the VW, recording it properly into 

databases and making it accessible to teachers in an 

organized way.  

However, in spite of some noticeable difference between 

groups, in all cases all p-values were higher than 0.05, not 

rejecting the null hypothesis at confidence level of 95%. So 

a caution must be taken to expand the conclusions of this 

research to a population of students, due to the small sample 

size analyzed in this study. 

VI. CONCLUSIONS AND FUTURE WORK 

Virtual Worlds are tools that simulate the real world in 

3D, providing teachers with many educational possibilities, 

as the creation of virtual laboratories [7]. But the lack of 

autonomous support, while learners are interacting in the 

environment, might prejudice the experience [19].   
In order to contribute with this theme, we have presented 

a solution that takes advantage of users’ context information 
to present a real-time heat map, using the HUD device 
available in most VW platforms. The goal is to help on user 
navigation in the VLE, highlighting places visited according 
to the frequency of access, keeping students aware of their 
activities (places visited), and at the same time, personalizing 
their experience. First results of this application 
demonstrated that it can increase engagement and interaction 
time [1].  

In this paper we have tried to answer our main research 
question: how is it possible to (1) report and (2) analyze 

student behavior inside Virtual Worlds?  
To answer (1) we have introduced a web system that 

allows the teacher to easily extract reports from students’ 
behavior inside the VW, retrieved from sensors implemented 
using LSL, OSSL and PHP programming languages. This 
way, the educator does not need to stay monitoring students 
to evaluate the activity progress, and in consequence, it 
minimizes possible negative influences of his/her presence 
on students’ immersion and interactivity. Six different types 
of reports were constructed, allowing to see, for example, 
locations less visited, which may, in result, indicate the need 
for adjustments in the environment to improve visitation in 
those places. 

To investigate (2), we have performed a deeper analysis 
of data from a previous experiment [1], to identify the 
usefulness of the heat map HUD in providing guidance inside 
the VW, in order to help the students to reach the learning 
objectives. Three new research questions were investigated, 
which using statistical techniques, demonstrated the 
existence of an impact of the HUD in the extension (number 
of places visited) and in the intensity (frequency of location 
visitation) of educational content observation inside the 
environment. Overall, the results have shown how the 
contribution of the gamification aspect of the HUD device 

motivated students to achieve the “red” tag on the heat map, 
even in places more difficult to find. In this sense, we have 
also presented some possibilities of data analysis in 
educational Virtual Worlds.  

As the main contribution, we showed that, concerning 
student guidance, intelligent agents are not the only solution; 
other types of autonomous support may be helpful. The HUD 
has as advantages being flexible, as it can be attached to any 
particular user, and it functions individually, different from 
common agents that usually are not personalized for each 
user. In addition, the device is different from common heat 
maps, which highlight items or places visited by all users. All 
the tools used are open source, allowing researchers and 
educators from around the world to reproduce the same or 
better solutions.  

As future works, regarding (1), we plan to integrate the 
ECO and ICO formulas to the report system, to automatically 
obtain the levels of student interaction in the VLE, regarding 
extension (the number of locations/topics visited) and 
intensity (the frequency of location/topic visit). In the same 
manner, we intend to include a function to attribute notes for 
student performance, measured by visit duration or coverage, 
allowing them to see their own reports after the experience. 

 Concerning (2), we will apply the VW with the HUD and 
the reporting system with more teachers, from different areas 
and environment designs, to compare the results and 
optimize the tool, gathering data that can be analyzed to 
increase the validity of results. Based on these new results, 
we will construct a model to improve student’s unsupervised 
learning process inside Virtual Worlds. 
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Abstract—In ambient and mobile learning contexts, 3D 

renderings create higher states of immersion compared to still 

images or video. To cope with the considerable effort to create 

3D objects from images, with the NEMO Converter 3D we 

present a technical approach to automatically reconstruct 3D 

objects from semantically annotated media, such as photos and 

more importantly video footage, in an automated background 

process. Although the 3D objects are rendered in a quality 

acceptable for the scenario presented in this article, they still 

contain unwanted surroundings or artifacts and will not be 

positioned well for, e.g., augmented reality applications. To 

address this matter, with 3DEdit we present a web-based 

solution allowing users to enhance these 3D objects. We present 

a technical overview and reference pedagogical background of 

our research project Ambient Learning Spaces, in which both 

the NEMO Converter 3D and 3DEdit have been developed. We 

also describe a real usage scenario, starting by creating and 

collecting media using the Mobile Learning Exploration System, 

a mobile application from the application family of Ambient 

Learning Spaces. With InfoGrid, a mobile augmented reality 

application, users can experience the previously generated 3D 

objects placed and aligned into real world scenes. All systems 

and applications of Ambient Learning Spaces interconnect 

through the NEMO-Framework (Network Environment for 

Multimedia Objects). This technical platform features 

contextualized access and retrieval of media. 

Keywords—Mobile media; Mobile learning; Ambient 

Learning Spaces; 3D Conversion; 3D Editing. 

I. INTRODUCTION 

Today, in our networked society people are living within 
their digitally enriched environments. Together with ambient 
and mobile technology, these various individual 
interconnections between physical and digital worlds play an 
important role. Thus, being and acting in the physical world is 
accompanied by the creation of technology-assisted 
environments, like through the creation and visualization of 
3D objects [1]. 

Contemporary pedagogical approaches follow the 
assumption that humans learn individually and during all of 
their life. In our research context, one important goal is to offer 
these ubiquitous learning environments; we called them 
Ambient Learning Spaces (ALS), as described by Winkler et 
al. [2]. The relatedness of body and space supports the 
individuality of the learning process. Together with the loss of 
spatial distance and the exponentially growing quantity of 

information, this induces new technical requirements, as a 
single individual is no longer capable of consuming and 
structuring the globally and permanently available 
information in its entireness [3]-[5]. ALS enables learners to 
structure information themselves using ambient technology in 
web-based applications like in mobile contexts on their 
smartphones. This seems to be fostering the construction of 
sustainable and mindful knowledge. In this setting, 3D 
renderings empower imagination, creativity and learning 
compared to still images or video [6]. In our research project 
funded for more than seven years by the German Research 
Foundation (Deutsche Forschungsgemeinschaft, DFG),  ALS 
consist of a mixed reality where body and space are extended 
by digitally artifacts. These are represented by peripheral, 
tangible, mobile, and wearable media [2] and are illustrated in 
Figure 1, which shows the proximity relationship of each class 
of media to a learner in ALS. 

In ALS, media in general and especially mobile media 
become the carrier of information utilized in various contexts 
[7]. This supports the following learning objective: the learner 
creates contextualized and personalized media stored as 
digital data, which can be enriched by digital properties. 
Together, media and their digital properties form will be 
called enriched media. 

For the backend of ALS, we have developed the Network 
Environment for Multimedia Objects (NEMO), which is used 

 

Figure 1. ALS shell model of media visualizing the proximity relationship 

between media classes and  the learner [2]. The system concept of ALS is 

based on this structure. 
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as technical foundation of ALS in its latest implementation [8] 
based on the original concepts of Lob et al. [9]. NEMO is a 
web-based framework serving, among other capabilities, as a 
repository for enriched media. For this purpose, NEMO stores 
media such as text, still images, video, 3D objects, animations, 
and audio. Digital properties are stored in dynamic sets of 
semantic annotations and extend these media [8]. Apart from 
serving as a media repository, NEMO provides computational 
logic through a service-based interface for other applications 
developed for ALS. Using NEMO together with these ALS 
Applications provides a digital overlay for physical objects 
using enriched media within ALS.  

Together with ALS applications, the NEMO framework 
stores media from users as enriched media, as outlined. These 
enriched media also contain images or video footage, which 
often originate from the same physical objects, only differing 
in visual angle, lightning or framing. With the NEMO 
Converter 3D (NOC3D) this paper presents a solution to make 
use of such footage collectively for example created by school 
students during field trips, converting these media into single 
3D objects automatically without the need of user supervision. 
Additionally, the learner’s experience of digital 3D worlds can 
further be enhanced by using the 3D Editor for ALS (3DEdit) 
making the use of a 3D editing program on a dedicated 
graphics computer system obsolete. 

In this contribution, in Section II, we regard related work. 
In Section III, we present a real scenario using a smartphone 
application from the ALS application family. In Section IV, 
we introduce these ALS applications in more detail. The 
NEMO-Framework is outlined in more detail in Section V. In 
Section VI, we focus on the realization of NOC3D and 
describe 3DEdit in more detail in Section VII. In Section VIII, 
we present our findings and conclude with a summary and 
outlook in Section IX. 

II.  RELATED WORK 

Semantic media comprises the integration of data, 
information and knowledge. This relates to the Semantic Web 
[10] and aims at allowing computer systems as well as humans 
to make sense of data found on the web. This research field is 
of core interest since it yields naturally structured data about 
the world in a well-defined, reusable, and contextualized 
manner. 

The field of metadata-driven digital media repositories is 
related to this work [11] as well. Apart from the goals of 
delivering improved search results with the help of meta 
information or even a semantic schemata, the NEMO 
framework distinguishes itself from a mere repository by 
containing and using repositories as internal components, 
delivering more sophisticated features through the NEMO 
logic described below. 

NEMO facilitates collecting, consuming and structuring 
information by interacting device-independently with 
enriched media, whereas the linked data research targets 
sharing and connecting data, information and knowledge on 
the Web [12]. 

Various implementations exist in order to reconstruct 3D 
objects from photographic images. Those we have examined 
in our work have in common that they are not integrated into 

a fully automated web-based framework making use of 
semantically annotated data in mobile contexts providing 
background services for ambient learning environments.  

In addition, various implementations exist in order to edit 
3D objects, also in web-based applications. However, the 
implementations examined provide features for advanced and 
professional users and are directed at creating and editing 3D 
objects. Performing manipulations required for our scenario 
would require many complex steps of interaction and would 
not allow editing 3D objects in a touch-only application as 
needed in our learning scenarios. 

In the research field of e-learning, other work connecting 
semantic structures with learning can be found [13]-[15]. In 
contrast, our work focuses on linking educational contents 
with the living environment (Lebenswelt) and thus engaging 
learners in communicative processes through contextualized 
and personalized enriched media. For this purpose, NEMO 
provides means of connecting formal and non-formal learning 
inside schools or outside of schools like in museums. NEMO 
is not used to examine or track the learner’s performance, 
provide standard learning materials or collect homework, such 
as Moodle [16]. 

III.  SCENARIO 

Michelle, a fourteen year old student, joins a field trip 
through the Hanseatic City of Luebeck at school. Prior to the 
excursion, Michelle’s teacher prepared some exercises for the 
students with the help of the ALS-Portal. They have to answer 
questions like “What is communication?” using the ALS 
application MoLES. While exploring the city, Michelle 
answers this question with MoLES running on her 
smartphone. Michelle uses MoLES and takes photos and tapes 
videos of what she thinks is related to the question at hand. In 
this case, for instance, she discovers a sculpture of four adults, 
two standing next to each other, and two sitting on a bench. 
From their body language, it seems that they are talking to 
each other. Michelle uses MoLES on her smartphone to take 
a few photos and to record videos. For every medium she 
creates, Michelle also takes notes using MoLES in form of 
some keywords and sentences to remember her thoughts later 
on. MoLES uploads these enriched media automatically into 
NEMO over a secure connection. 

Back in school, Michelle prepares a short presentation of 
her findings from the field trip. In the meantime, Michelle 
found out, that the sculpture she took photos of is called 
“Neighbors in Conversation” and belongs to a series of artistic 
work. She logs on to the InteractiveWall located in the foyer 
at school. She browses through her media using swipe 
gestures on the multi-touch screen. Among her media, she 
discovers that the sculpture she took photos of is meanwhile 
available as an automatically created 3D object. Using the 
ALS InteractiveWall, she views the 3D object in full screen 
mode and notices that the sculpture is shown from its 
backside. She rotates the 3D object using swipe gestures until 
she is satisfied with the position. Looking at the sculpture 
from a bird’ eye view, she notices that there are disturbing 
artifacts around the sculpture. Using 3DEdit, which is 
embedded into the InteractiveWall, she cleans up the model 
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by selecting only the sculpture and thereby removes the 
artifacts. After finishing, she is happy with the orientation and 
presentation of the rendering. 

Now, Michelle incorporates the 3D object into her 
presentation. During the presentation, some of her classmates 
are surprised that they did not notice the sculpture themselves 
before. 

With the help of the mobile application InfoGrid, they are 
now able to take a closer look at it from all sides. They are 
astonished to hear from Michelle’s presentation on what she 
thinks is associated with the topic at hand. 

Sometime later, Michelle is engaged in another school 
project and logs on to the ALS Portal. She browses through 
her media to find something suitable to use for the new 
project. She again comes across the sculpture of the 
“Neighbors in Conversation” and notices that a woman sitting 
on a bench is holding her child. She uses the 3D editor module 
inside the ALS Portal she used before on the InteractiveWall 
to cut out only the child-holding woman she then uses in her 
new project. She is satisfied that she can use the media again 
in other contexts. 

IV. ALS APPLICATIONS 

In the following section, we are describing the frontend 
applications in ALS already mentioned and referred to in the 
scenario in more detail.  

A. Mobile Learning Exploration System 

The Mobile Learning Exploration System (MoLES) is a 
mobile ALS application running on smartphones and was 
originally introduced by Winkler et al. [17]. In a mobile 
context, students create enriched media to answer given 
questions for a specific task assigned by their teacher whilst 
conducting an exploration outside of school. They take photos 

 

Figure 2. School students use MoLES to take photos and record videos to 

answer questions during a field trip. 

  

 

 
Figure 3. Start screen of the InteractiveWall, taken from one of our project partners. Apart from learning games and educational tools, the InteractiveWall 

visualizes media created by school students. These are shown in sections ‘Latest’ as well as ‘Random’ directly on the schools InteractiveWall.  

MediaGallery gives access to an overview of the entire media school students have access to. 
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and record audio or video footage from objects they encounter 
and add textual notes within MoLES by annotating the media, 
as illustrated in Figure 2.  

After finishing a field trip, the students use the enriched 
media they created to reflect and present their findings to their 
fellow students. All media created with MoLES is stored in 
NEMO. 

B. InteractiveWall 

The InteractiveWall features an installation consisting of 
large wall-mounted multi-touch displays [7]. Students use the 
InteractiveWall to browse their digital media, the media 
created by others, and present their finding to their fellow 
students. The InteractiveWall features various applications in 
context of informal learning in schools, as Figure 3 of the 
starting monitor depicts and the users interact with the 
InteractiveWall through touch gestures only. 

In our scenario presented in this contribution, Michelle 
uses the MediaGallery to browse the digital media she 
recorded during the field trip. On the InteractiveWall, among 
her media she discovers the sculpture she took pictures and 
recorded video of automatically reconstructed as 3D object by 
NOC3D and she uses 3DEdit to enhance the 3D object. 

The InteractiveWall connects to NEMO. Thus, NEMO 
serves all media displayed on the InteractiveWall. 

C. InfoGrid 

InfoGrid is an augmented reality application for 
smartphones used in mobile context in ALS [18]. InfoGrid 
recognizes visual markers and detects Bluetooth beacons both 
triggering the display of images and video, the playback of 

audio or the augmented reality presentation and alignment of 
3D objects. Figure 4 illustrates the display of InfoGrid.  

The use of InfoGrid ranges from basic scenarios where 
markers are augmented by static media to more complex 
scenarios, where NEMO selects enriched media from its 
repositories with InfoGrid guiding the users on a dynamic 
narrative path.  

 

Figure 4. Augmented Reality display with InfoGrid. On the left, the 

sculture “Birds” by Günter Grass and on the right, the skeleton of a blue 

whale as 3D object is shown. 

  

 

 
Figure 5. Screenshot taken from the ALS Portal of a school. The left menu offers a module selection. The current view shows an overview of a media gallery 

for the InteractiveWall. The media can be created, arranged, edited and deleted from this view by teachers or students. 
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In our scenario, school students use a single marker to 
view 3D objects automatically reconstructed by NOC3D in 
their classroom. For this, NEMO maps multiple media to this 
marker and delivers them to InfoGrid. 

D. ALS Portal 

The ALS Portal features the management of enriched 
media [6]. The ALS Portal is a modularized web-based 
platform. For each ALS application, a dedicated module 
within the ALS Portal allows to manage these enriched media, 
depending on the user’s access rights and permissions. 

As illustrated in Figure 5, the ALS Portal allows editing, 
e.g., a media gallery within the module MediaGallery. Media 
entered here is stored in NEMO together with semantic 
annotations an also made available by NEMO in other 
contexts of ALS. 

In our scenario, Michelle is able to browse the media 
recorded with MoLES inside the ALS Portal. She also uses 
the editor 3DEdit to enhance the 3D object of the sculpture of 
the “Neighbors in Conversation”. 

All ALS applications interconnect through NEMO. This 
means, that enriched media created with MoLES, is also 
available on the InteractiveWall, can be edited using the ALS 
Portal. 

The ALS Portal, InteractiveWall, and MoLES are web-
based and implemented as ASP.NET applications. They 
connect to NEMO via Web Services. 

V. NEMO 

NEMO is a web-based framework for ALS. As depicted 
in Figure 6, the framework primarily consists of three main 
layers: (1) the NEMO Application Programming Interface 
(API) layer giving ALS applications access to NEMO, (2) the 
NEMO Logic layer and (3) the NEMO Core layer. NEMO as 
well as NOC3D have been implemented in C# running on 
Windows Server and Microsoft .NET architecture, also 
making use of the Windows Communication Foundation 
(WCF) framework. 

The NEMO API (cf. Figure 6) provides access for 
applications such as MoLES, interacting through Web 
services in an authenticated context over a secure connection. 
Each application accesses a specific Web service, which 
achieves a higher layer of transparency and maintainability 
with regard to the system’s architecture. With the NEMO API 
Client Model, we created a model for a well-defined data 
interchange between NEMO and any application in ALS 
through the Web, following the idea of knowledge 
representation in a formal and explicit way. From experience, 
we expect any information entered by a learner to be 
incomplete, as he or she is still engaged in a process of 
gathering, structuring, and memorizing, thus NEMO is able to 
handle incomplete and uncertain information [19] in the 
NEMO Logic and Core layers. Therefore, the model for any 
client application is independent of any internal model used 
by the NEMO framework. In addition, this minimizes the 
learning curve for ALS application development, as no 
detailed knowledge of semantic modeling is required when 
developing an application accessing NEMO. NEMO also 
provides cross-device capabilities [20]. 

In the NEMO Logic, we implemented the NEMO Model, 
which abstracts ALS as a semantic model. Here, the 
computational logic resides. It initiates and controls semantic 
search and context analysis in the NEMO Core. In the NEMO 
Logic, mappings are conducted between the NEMO Model 
and the NEMO API Client Model through a modified 
Semantic Object Relational Mapping (SORM). For any Web 
service, the NEMO Logic holds the specific application logic 
and thus interconnecting the applications accessing the 
NEMO framework semantically through an extendable 
modular structure with loose coupling. We have already 
developed extensions for NEMO, e.g., the NEMO Converter 
(cf. Figure 6), which delivers media in device-specific formats 
and resolution as requested. For research purposes, another 
extension tracks all requests, actions, as well the 
corresponding application state of the NEMO framework. 
NOC3D also extends NEMO Logic. All data collected is 
stored anonymously due to the sensitivity of the data and legal 
regulations for public organizations like schools and 
museums. In a defined context of an evaluation, personal 
information may be collected synonymously. As we develop 
NEMO with technical scalability and diversity in mind, 
NEMO also runs in multiple interconnected instances. 

The NEMO framework is based on the NEMO Core where 
enriched media is stored (cf. Figure 6). A semantic database 
provides internal storage for any digital entity in the form of 
semantic annotations. Through the Semantic Web Connector, 
(cf. Figure 6) any semantic database can be used as internal 
data store, thus developing applications accessing NEMO 
requires no knowledge of the respective database query 
language. Any query result of the internal or any external 

 
Figure 6. The NEMO-Framework [1]. The NEMO Logic computes, e.g., 

coherences, semantic models, and data mapping and a modularised 

interface for feature extendibility. 
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semantic database is mapped into the NEMO Model. In the 
NEMO Logic, this data will be processed as described above. 
Binary media is stored in the Binary Storage (cf. Figure 6), 
which is linked to the internal semantic database in order to 
retrieve the stored object as enriched media again and also 
serves as cache in order to reduce on-the-fly conversion time 
of the NEMO Converter. 

An authentication module provides an interface to connect 
to different authoritative systems in order to check application 
or media-specific permission settings and user access rights. 

VI. THE NEMO CONVERTER 3D 

NOC3D was developed as a component for the NEMO 
Logic under the following assumptions, which are partly 
derived from the scenario described above: 

 NOC3D runs in an autonomous mode as a background 
service without any user interaction required. 

 Images and videos are taken with different camera 
models, mostly with smartphones, from various angles 
and may contain only sections of the object. Therefore, 
an input for NOC3D can most certainly not be 
described as “ideal” or “complete”. The cameras have 
not been calibrated. 

 The process of media creation does not require 
additional markers, only steady surroundings around 
the object. Every photo or video has to contain 
surroundings around the object, which is subject to 
reconstruction. 

 An object for reconstruction has dimensions between 
5cm and 5m in both width and height. 

 Images and videos may not contain multiple objects 
and only one object will be reconstructed per run. 

A. 3D Reconstruction 

In general, the algorithms used in each step and data they 
require or provide as input and output determine the sequence 
of steps of the 3D reconstruction process. For our scenario in 
an ambient context, we have enhanced their combination and 
derived parameters from the tests we conducted.  

At first, from manually entered and automatically 
generated semantic annotations, such as GPS coordinates, 
date and time and with regard to different calendrical seasons, 
NEMO compiles a selection of images and videos, which 
possibly show the same object which might be reconstructed.  

Using GPS coordinates, date and time as well as data from 
Exif information [21], such as camera make and model, 
enhances the picture selection in NEMO. 

All media selected by NEMO is transferred to the NOC3D 
module, as shown in Figure 7. As NOC3D provides a web-
based API, NOC3D may be set up on a dedicated server, still 
being part of NEMO [8]. An identifier passed additionally 
allows NEMO to link the original media with the 3D object 
after the asynchronous task of NOC3D completes.  

Operating on the media selection passed on by NEMO, 
NOC3D at first calculates camera parameters, which will be 
used for the process of reconstruction later on. 3D object 
reconstruction starts by calculating match points of all images 
and grouping them using VisualSFM [22]. This is necessary 

  
Figure 7. Pipeline of the NOC3D algorithm, as more detailed described 

in section V.A. Media selection as well as storing the 3D object is 

performed externally from NOC3D by NEMO. 

  
 

Figure 8. Screenshot of a 3D object reconstructed with NOC3D from 225 

images automatically extracted from semantically annotated videos. The 

blue background is rendered by the 3D object viewer. 



97

International Journal on Advances in Intelligent Systems, vol 11 no 1 & 2, year 2018, http://www.iariajournals.org/intelligent_systems/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

in order to find the object for 3D reconstruction in necessary 
in order to find the object for 3D reconstruction in the images 
automatically. Every two images with at least 40 match points 
are grouped. To receive a high quality result from later steps, 
all images with a resolution below 1200x1200px are discarded 
at this point. A group with less than 10 images is discarded as 
well, because these will not be of any use for further 
processing. We found these parameter values through 
experimental testing during development. Running 
VisualSFM on the group of images, until no other image of 
the selection can be grouped repeating all steps outputs a 
group of images containing the object for 3D reconstruction.  

In the next step, depicted in Figure 7, the Center for 
Machine Perception Multi-view Reconstruction Software 
(CMPMVS) [23] calculates the cloud of points using the 
camera parameters from the first step [24][25]. CMPMVS 
transforms the point cloud into a mesh model and separately 
calculates a preliminary texture. 

The textured model is handed over to MeshLab [26]. 
Small artifacts are removed. In addition, MeshLab is used to 
close polygon gaps in the reconstructed model, remove 
devious edges and smooth the entire model. The result of an 
exemplary 3D object is illustrated in Figure 8. 

For web-based, mobile device, and browser compatibility, 
in this stage an additional 3D object is created, in which the 
number of polygons is reduced to 30.000.  

After conversion into a NEMO-compatible file format, 
NOC3D hands over the completed 3D object to NEMO. 
NEMO stores the 3D object together with the semantic 
annotations of the images used to reconstruct the model. The 
user may have to adjust these annotations, depending on the 
variety of annotations of the original media. Afterwards, the 
3D object is available in NEMO. From here, it can now be 
retrieved by ALS applications, like the ALS Portal for further 
editing, or by the presentation applications such as InfoGrid 
and the InteractiveWall, to view the object in various contexts, 
as the scenario outlines.  

B. 3D Reconstruction from Video Footage 

In general, in the process of 3D reconstruction more 
images from different angles lead to qualitatively better 
results. During the development of NOC3D through 
qualitative evaluation with university students, we found out 
that taking hundreds of images (cf. Figure 9) of the same 
object does not integrate well with our usage scenario. In case 
of an entire class of 20 or more students, who take at least five 
images of the same object, NOC3D produces acceptable 
results. However, the challenge of acquiring sufficient footage 
with low effort remains. 

The process of acquiring footage used for 3D 
reconstruction is simplified by supporting videos as input 
format. Assuming a video generally consists of at least 24 
frames per second, just moving around the object taping a 
video will produce a sufficient amount of material. Before 
starting the process of reconstruction, the videos have to be 
pre-processed, as illustrated in Figure 7. The video frames are 
extracted frame-by-frame into images using FFmpeg [27] and 
stored temporarily. This leads to duplicate or similar images, 

 
 

Figure 9. Example of the media taken as still images or extracted from 

video footage Michelle took during her field trip. Input images for 

NOC3D are not expected to be ideal or oriented. 
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e.g., when the camera movement around the object is slow. 
These images do not contribute usable data for the object 
reconstruction process.  

The solution is to remove all duplicates during pre-
processing using the imaging library ImageMagick [28]. In 
addition, unusable images like from overexposed or black 
frames will be removed.  

After pre-processing, all images extracted from the video 
footage are joined with other images for reconstruction. Our 
tests indicate, that at least one image (e.g., photo) not taken 
from a video is required in order to produce acceptable results. 
The reason are camera parameters stored in Exif data, which 
are usually not separately stored with each video frame. These 
are required for the process of 3D reconstruction by 
CMPMVS. As for our scenario, smartphones used to take 
photos and tape videos available today produce video footage 
in similar quality to pictures, which are sufficient for NOC3D, 
as illustrated in Figure 9. 

C. Running Time Issues 

With regard to 3D reconstruction, running time of the 
module is critical. Preparing the media for processing is 
performed with linear effort, including extracting usable still 
images from video as shown in Figure 7. All further steps 
require significantly more effort, depending on the number of 
images, the objects complexity and the image resolution [1].  

During development, we found that integrating NOC3D 
directly on the same server with NEMO is unpractical, as 3D 
reconstruction in general results in high processor (CPU) 
utilization. Besides, 3D reconstruction performs faster on 
Graphics Processing Units (GPU) than on CPUs [29].  

The solution we implemented is to run NOC3D on a 
dedicated server. Therefore, we extended NOC3D to connect 
with NEMO through over Web Services. As a result, prior to 
reconstruction NEMO transfers all footage to NOC3D, which 
stores all data temporarily on that server system. The process 
of 3D reconstruction is started after all footage has been 
transferred and NOC3D signals NEMO the completion of a 
conversion process via callback. Because we are using a 
dedicated server, we are now able to choose CMPMVS as 

Cloud of Points algorithm, which only runs on CUDA-
enabled (Compute Unified Device Architecture) GPUs.  

At this point, we did not further quantify running time or 
have performed tests with various GPU systems, because 
running time largely depends on the CMPMVS algorithms. 
However, the optimizations, like pre-processing images 
described above and earlier [1] can improve running time on 
all systems. 

3DEdit is implemented in JavaScript, also using HTML 
and CSS, running inside the client’s browser. 3D objects are 
reduced to 30.000 polygons for viewing purposes. Only the 
reduced 3D objects are transferred to the client for display in 
3DEdit. Their size usually does not exceed 4MB and transfer 
time depends on bandwidth. On the server-side, only the full-
size 3D objects are used in the process of editing. Thus, 
3DEdit performs well on current devices. As for the 
algorithms, with which the full-size 3D objects are 
manipulated on the server-side, running time performs with 
linear effort. 

D. Quality of Models from Automated 3D Reconstruction 

As Figure 10 illustrates, the quality of 3D objects obtained 
from the process of automated 3D reconstruction is sufficient 
for usage with other ALS applications. 

However, NOC3D is not capable of automatically placing 
a 3D object. This is required, if the 3D object was used with, 
e.g., InfoGrid. As InfoGrid and its augmented reality display 
places the 3D object on a photographic marker, it is required 
orienting the object first in order to display it placed correctly 
on that marker.  

In addition, 3D objects might contain unwanted 
surroundings and artifacts (cf. Figure 11). As the currently 
implemented process of 3D reconstruction requires 
surroundings to be part of the original footage in order to 
work, isolating the physical object is not an option. This 
observation corresponds to our scenario, as images and video 
footage are not intentionally taken for the process of 3D 
reconstruction (cf. Figure 9). This requires tools of manually 
retouching the automatically generated 3D object, as our 
scenario illustrates. 

 
 

Figure 10. 3D object obtained from automated reconstruction from 176 images through NOC3D. Figure 8 shows  

exemplary images used in the reconstruction process for this 3D object. This is the default unmodified view,  

which appears offset. The black background is rendered by the 3D object viewer, in this case 3DEdit. 
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VII. WEB-BASED EDITING OF 3D OBJECTS 

As NOC3D is not capable of determining which specific 
parts of the footage are relevant for the user, or the actual 
physical object, the reconstructed 3D objects may include 
superfluous parts of the physical object’s environment, such 
as the surrounding ground surface. Similarly, the desired focus 
of the object cannot be extracted reliably from the information 
available, e.g., from images or video footage, Exif tags, or 
semantic annotations. Thus, when viewed in their default 
orientation, the reconstructed 3D object may appear offset to 
the side or turned away from the viewer, as illustrated in 
Figure 10. 

For this reason, with 3DEdit we have developed an 
additional web-based application, which offers two specific 
functionalities sufficient to solve these issues for our scenario:  

(1) A function to reorient the 3D objects, which sets 
the object’s center and default orientation 
according to the user’s requirements. 

(2) A function to cut extraneous parts of the 3D object.  
To allow for editing in a mobile and ambient context, 

3DEdit offers a browser-based interface that seamlessly 
integrates with the ALS Portal or the InteractiveWall and can 
be used on mobile devices. Through this interface connected 
to NEMO, the necessary functionalities are simplified and 
automated to the point where they only require a single input 
by the user. This way, even an inexperienced user can make 
the necessary adjustments easily without much effort. 

The web-based editor component of 3DEdit makes use of 
JavaScript in order to display the 3D object. The controls are 
minimized to the functions presented to users. For the purpose 
of using 3DEdit as module for both the InteractiveWall and 
the ALS Portal, 3DEdit uses the CSS style sheets 
corresponding to the application it is used in. For this reason, 
some figures in this article show blue controls on purpose. 

Please also note that all screenshots of 3DEdit show 3D 
objects reduced to 30.000 polygons because of browser 
limitations. The actual 3D object is kept in NEMO in full size. 

A. 3D Object Manipulation 

The actual manipulation of the 3D object is conducted 
inside NEMO, so there is no special hardware required in 
addition to the requirements of the ALS Portal and the 
InteractiveWall. The modules communication is handled via 
Web Services, which connects the frontend of 3DEdit to its 
dedicated backend component, which is located in the NEMO 

 
 

Figure 11. 3D object rotated manually from default view. The 3D object 
presents some artifacts as unwanted surroundings. The blue background is 

rendered by the 3D object viewer, in this case MeshLab. 

 

 
 

Figure 12. Screenshot of the 3D object in reorentation mode. The users can 

rotate the 3D object, until they are satisfied. Afterwards 3DEdit saves the 
changes to a copy, keeping the original 3D object. 

 

 

 
 

Figure 13. Screenshot of the 3D object in cutting mode. Extraneous parts 

of the 3D object are outside of the selected volume and not kept after 

applying the changes using 3DEdit. 
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Logic layer, as outlined above. Running as part of the NEMO 
Logic, 3DEdit automatically makes use of the 3D platform 
Blender. This offers a consistent running time as well as a 
static location for depositing and retrieval of the media by 
ALS applications through NEMO. 

The process of editing a 3D object is illustrated in Figures 
12-14. In order to orient the misaligned 3D object (cf. Figure 
10), the view is rotated until a suitable angle is found, as 
Figure 12 illustrates. This angle depends on the use case, in 
which the 3D object is used. Through experiments, we found 
that rotating the object toward a head-on view is sufficient for 
our scenario. 

All 3D objects reconstructed from footage from physical 
objects from our scenario such as, e.g., statues and sculptures 
have in common to be standing on a base level and their height 
is limited. Considering this, unwanted surroundings can be 
removed by placing a clipping volume around the area of the 
object to keep. Any polygon outside the volume will be 
omitted or cut along the selected edge. On our 
InteractiveWall, the user places the volume inside the 
viewport and modifies its size with the help of touch gestures, 
as Figure 13 illustrates. 

After the 3D object is aligned and all unwanted 
surroundings and artifacts have been removed in the editor of 
3DEdit, the backend of 3DEdit takes the necessary actions to 
calculate the resulting 3D object, illustrated in Figure 14. At 
first, the parameters from the user’s selection in the web-based 
interface is transferred to the backend and translated into 
modification commands. A single user selection of a volume 
containing the 3D object requires multiple commands 
executed by 3DEdit using Blender sequentially, in order to 
manipulate the 3D object accordingly.  

B. Quality and Running Time 
Using 3DEdit on 3D objects does not affect the objects 

quality, as 3DEdit only deletes or clips polygons using 
Blender.  

The original 3D object is not displayed in the browser-
based editor of 3DEdit due to limitations. In the backend, 
within NEMO 3DEdit manipulates the actual 3D object.  

The running time for both reorientation and cutting 
modifications is linear. This supports the use of 3DEdit in our 
scenario. 3Dedit may also be used in order to extract certain 

 
 

Figure 14. Screenshot of the 3D object after reorientation and cutting is 

finished using 3DEdit from a web browser. 
 

 

 
 

Figure 15. Screenshot of the 3D object in cutting mode. Also parts of a 
larger 3D object may be cut out using 3DEdit and use, e.g., in InfoGrid. 

 

 

 
 

Figure 16. Screenshot of the cut out part of the 3D object. This becomes 

available as separate 3D object in NEMO. 
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parts of a larger model, as the scenario describes. Figures 15-
16 illustrate this process. In terms of running time, there is no 
difference between removing unwanted surroundings or 
extracting parts of an existing 3D object. This can alo be 
observed with 3D objects, which have not been generated 
through NOC3D, but modeled using professional tools. 

VIII. FINDINGS 

In summary, NOC3D produces 3D objects with an 
acceptable quality given the mobile and ambient context of 
our scenario in the open standard OBJ-file-format. Due to the 
automatic process, it is inevitable that 3D objects may contain 
some surroundings, or will be misaligned with regard to their 
orientation. With 3DEdit we developed a solution to address 
these imperfections. This provides a web-based user interface 
that allows editing of 3D objects in alignment and removal of 
unwanted surroundings, as well as a backend module, which 
manipulates 3D objects on the server-side within the backend 
framework NEMO. 3DEdit can be used with a touch interface 
or by mouse. 

In order to integrate NOC3D in a timely manner as 
outlined in our scenario, most importantly a multi-GPU 
system consisting of multiple CUDA-compatible graphic 
boards is recommended. In addition, free RAM capacity of at 
least the size of the footage used for conversion as well as hard 
disk storage of at least ten times the size of the footage for 
temporary storage is advisable. NOC3D supports images and 
video footage from different cameras and in different 
resolutions. 

We have taken footage from more than 30 different statues 
across the Hanseatic City of Luebeck, Germany, and compiled 
them into different selections according to semantic 
annotations using NEMO. The footage taken cannot be 
described as ‘ideal’, as we cared to take mostly snapshots, e.g., 
only showing parts of the objects or without optimal lightning 

that would be used when reconstructing 3D models in, for 
instance, a laboratory with a special 3D scanner. Thus, our 
tests reflect media expected to be created by students on a field 
trip, matching our scenario. 

With regard to the usage of MoLES in our scenario, the 
task illustrated was simplified for this contribution. In a real 
scenario, the question and tasks are accompanied with 
pedagogical considerations, which lead to a set of questions 
for each task, as outlined by Winkler et al. [30]. 

The process of selecting pictures by semantic annotations 
is not trivial, as our tests show. It depends on the quality of 
semantic annotations. Especially with manual annotations, the 
quality varies. Our observations from school students as well 
as teachers usage of the ALS Portal show a tendency to repeat 
and generalize semantic annotations. In many cases, groups of 
media are annotated with the same semantic annotations. We 
are currently working on a solution in order to encourage users 
to use more diverse semantic annotations when creating media 
in ALS. In a first approach, we additionally save and display 
annotations automatically created by a computer vision 
library, which is automatically accessed for each still image 
uploaded by NEMO. These automatic annotations are 
displayed as suggestions. However, we still have to evaluate 
possible impact on the users interaction and the quality of the 
annotations with regard to their use when selecting pictures. 

The image selection process is further enhanced for best 
results by also using data from Exif tags, which are included 
in of enriched media, providing data on e.g., camera make, 
model, date, time and geolocation. This data is also used in the 
reconstruction process. 

Our evaluation shows that, in our scenario, an average 
minimum of 110 images is required in order to be able to 
recognize the resulting 3D object as such, as illustrated in 
Figure 17. The maximum of images is limited by hardware 
resources, but keeping in mind the time-consuming process of 

   
Figure 17. Statue called “Dorothea” by the people of the Hanseatic City of Luebeck.  

Number of images used for 3D reconstruction, from left to right: 62, 110, 233, 327. 



102

International Journal on Advances in Intelligent Systems, vol 11 no 1 & 2, year 2018, http://www.iariajournals.org/intelligent_systems/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

3D reconstruction should be limited to a maximum of 450 
images. This value is derived from our experiments in context 
with our scenario and is depending on the objects complexity, 
desired quality, hardware capabilities, and the usage scenario. 
Hence, our research does not focus on optimizing the 
algorithms employed for 3D reconstruction within NOC3D, 
but we recommend setting up NOC3D on a dedicated GPU 
render server. 

Further research and tests revealed that the quality of 3D 
objects is enhanced if the actual object for reconstruction fills 
about two-third of the entire image or video frame. This is due 
to the nature of the reconstruction algorithm. 

Using footage from symmetric objects especially in front 
of symmetric or repeating backgrounds often leads to 
unusable 3D objects, as the example in Figure 18 shows. 
Using more photos does not necessarily enhance the output.  

Generally and as expected, higher resolution of footage as 
well as using more images results in more detailed 3D objects, 
but also consuming more time during reconstruction. 
Nevertheless, using MoLES in contexts like our scenario 
limits students to the use of smartphones, which is why our 
primary focus lies on generating acceptable 3D models from 
smartphone-generated footage. 

During our tests, we found that in some cases NOC3D 
aborted due to a memory overflow. This occurs due to limited 
hardware resources, exhausted by huge amounts of input data. 
Apart from upgrading the hardware, our solution is to catch 
the exception and remove images with the highest and lowest 
resolution gradually, restarting the process. With this strategy 
we try to keep as much information on the object and as much 
high quality footage as possible. This strategy may be 
optimized.  

In total, NOC3D generates all sample models without any 
unexpected result or malfunctioning. Processing the sample 
models depends on model complexity and the amount of data 
to process. Using multiple GPUs is highly recommended. 

We also tested the accompanying editor 3DEdit with a 
variety of 3D objects generated by NOC3D. In every case, it 
was possible to edit the generated object successfully in a 
matter of minutes, resulting in cleaned-up and properly 
oriented objects suitable for further use in other ALS 
applications. We have also tested 3DEdit with a number of 3D 
objects created with professional 3D tools containing up to 
2.9M polygons. 

IX. SUMMARY AND OUTLOOK 

NOC3D is a module for NEMO that serves fully 
automated reconstruction of 3D objects from images and most 
importantly from video footage created in ambient and mobile 
context and is used for learning scenarios in ALS. Through 
NOC3D, enriched media collectively created by students 
using their smartphones in mobile context is converted into 
3D objects. Using web technology, we integrate 3D objects 
seamlessly with applications from ALS which are used in 
mobile contexts and in context of learning with media. These 
3D objects can be enhanced using two steps of the web-based 
3D object editor 3DEdit, in order to reorient the 3D object, 
remove unwanted surroundings or cut out a certain part of the 
entire object. 

It is our hypothesis that learning in a formal and non-
formal learning space [7][30], which is digitally enriched 
through ambient media, fosters cognitive skills and 
knowledge in a communicative environment [31][32]. We are 
going to evaluate this in more detail in formal context within 
schools as well as non-formal context in museums.  

3D objects play a vital role in our research. We plan to 
evaluate their values in a digitally enriched learning 
environment. In the setting of our ongoing research, InfoGrid 
will be deployed to our four project partners, two schools and 
two museums within this year. This will allow us to further 
develop our scenarios and to examine, what is gained from a 
learning perspective, by the integration of 3D objects into 
Ambient Learning Spaces. 

For our school project partners, we are currently 
developing new teaching models implementing ALS 
technology.  

For our museum project partners, we have developed 
scenarios integrating 3D objects exhibitions with special focus 
on the autonomous use inside the museums. In the museum 
context, NOC3D can be also used in the process of 
reconstruction among others for objects of cultural heritage. 
Although for this use case dedicated digitization systems 
exist, like using accurate laser scanning, in the case where 
only photographic or video material of an object remain for 
certain reasons, the use of NOC3D is imaginable. In museum 
contexts, with 3DEdit the curators experience during the 
process of selection of 3D objects to augment an exhibition 
can be enhanced, as 3DEdit offers a solution to enable curators 
to edit 3D objects from any source. From our project partners 
we learned that this might be the case, when only a special part 
of a 3D object should be exhibited. In our further work, we are 
going to evaluate the curators’ user experiences using or ALS 
systems. 

Especially in museum contexts, 3DEdit will also be used 
together with InfoGrid in order to align 3D objects on 
photographic markers. This gives the curator’s a tool to make 
fine adjustments to the presentation of their digital museum 
contents. 

For any ALS application of the research project, among 
other features, NEMO provides persistent semantic storage of 
enriched media. Together with our project partners, two 
schools and two museums located in the Hanseatic City of 
Luebeck, the use of these applications together with NEMO 

   

Figure 18. On the left: Statue “Panther” in a botanic garden in the 
Hanseatic City of Luebeck. On the Right: The output from 175 photos is 

hardly recognizable as a panther.  
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in context of mobile and ambient learning is currently being 
further evaluated. NEMO is running in multiple instances on-
site. The ALS applications are featuring the creation, 
presentation, use and interaction with enriched media. The 
applications are developed for various platforms, in desktop, 
stationary and mobile contexts. Thus, NEMO and the ALS 
applications are connecting the learner’s knowledge with an 
ambient context, bridging the learning environment and lived-
in world (Lebenswelt) to foster sustainable learning and 
meaningful knowledge. 
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Abstract—The Internet has changed the way people access the
information they need, and indeed how they live. Whether it
is individuals reading emails or watching videos, or factories
utilising automated fabrication devices, the access and processing
of data is totally different. Thanks to the accessibility and the
benefits that it brings into the lives, new research areas are
emerging. One of the areas is Internet of Things (IoT) which
connects countless of devices to the Internet. Increasing usage
in IoT tremendously increases the count of connected devices
to the Internet as well as the data generated and transferred.
However, this increase brings several issues which could degrade
the Quality of Service (QoS) with delays or even failed requests
due to bandwidth limitations. Current tendency to solve problems
that the Cloud Computing has is to perform computations close
to the device as much as possible. This paradigm is called
Edge Computing. There are several proposed architectures for
the Edge Computing, but there is not an accepted standard by
the community or the industry. Besides, there is not a common
agreement on how Edge Computing architecture physically looks
like. In this paper, we describe the Edge Computing, explain
how its architecture seems, its requirements, and enablers. We
also define an extensible, server architecture. The proposed
Edge Server architecture has an ability to decide whether the
task should be offloaded to the Cloud or to another Edge
Server by considering the several parameters such as available
resources and network delays. The resources of Edge Server
can be extended with additional optional hardware or software
modules to add new functionalities for artificial intelligence tasks,
additional storage, wireless communication, etc. The server in
the proposed architecture is also capable of performing real-
time tasks and uses standard technologies to keep migration
efforts at minimum. The paper also shows the results of an initial
experiment, done without and with an Edge Server to compare
computing performance.

Keywords–Edge computing; real-time computing; edge comput-
ing requirements; enablers; Fog computing.

I. INTRODUCTION

Internet of Things (IoT) gave new possibilities and changed
how people live their lives. Number of connected devices to the
Internet is going up with the increased tendency towards IoT
[1]. In 1992, ”connected device” count was around one million
which went up to 500 million in 2003 thanks to increased
usage of personal computers. Later, IoT became even more
popular and saw three billions of connected devices. In 2012,
inclusion of of wearable devices increased this number to 8.7
billion. In 2013, this number went up to 11.2 billion owing
to connected home appliances and in 2014, 14.4 billion with
smart grids. The numbers increased in the upcoming years
due to involvement of even small personal objects, such as
toothbrushes, traffic lights, and table watches. Finally, even
door levers are expected to be part of smart objects in 2020
[2].

Researches foresee that the connected devices are expected
to be around 50 billion by 2020 [2][3]. This number is high as
the Cyber-Physical Systems (CPS) and more intelligent com-
ponents being used even for simple tasks. Tendency towards
Cloud Computing and IoT devices leveraged the research in
this domain and created new ones.

Figure 1. A simplified example showing the major difference between Cloud
and Edge Computing. Cloud Computing (a) connects end-devices to the
Cloud directly whereas Edge Computing (b) has an additional computing

power in-between.

Cloud Computing or the Cloud, allows its users to store
data, perform tasks using data centres through the Internet.
The available resources in the Cloud granted low-powered
or resource limited end-devices perform complex tasks in the
Cloud, saving exceptional computational time [4]. Thanks to
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the ubiquitousness of the Cloud, data can be accessed from
anywhere and any time as long as an active Internet connection
is available. Some everyday tasks such as checking e-mails,
video streaming, photo browsing, and file sharing or industrial
tasks such as getting sensor values or controlling robots are
performed through the Cloud. Using different standards, a sin-
gle infrastructure to keep the system reliable is becoming even
more complex, causing difficult and costly maintenance. The
companies and research institutes are working to avoid failures
of tasks due to insufficient hardware and network resources.
The physical distance to the Cloud and the available resources
within the infrastructure increase the latency and reduce the
Quality of Service (QoS). One of the recent paradigms in this
area to solve issues of Cloud Computing is Edge Computing.
Although there are several naming for Edge Computing such as
Fog Computing and Cloudlets, within this paper, only the term
Edge Computing will be used. Figure 1 shows the difference
between Cloud and Edge Computing.

Cloud Computing [5] is an emerging technology which
allows machines/people to access the data ubiquitously. It
enables on-demand sharing of available computing and storage
resource among its users which could be either human or
machine, or even both. Today, it is even possible for a simple
device to share its status or get information over Internet with
millions of users.

A layer is a logical organisation of set of services, de-
vices, or software with the same/similar specific functionality,
mainly defined for abstraction of tasks. A tier is, however, a
physical deployment of layers for scalability, security and to
balance performance [6]. In Cloud Computing, communication
between a device and the infrastructure which provides the
service is direct, without involvement of other tiers. In Edge
Computing, however, an intermediate component, or an Edge
Server performs the initial computation.

Edge Computing combines multiple technologies such as
Cloud Computing, Grid Computing, and IoT. It adds an addi-
tional tier between the Cloud and the end-devices and moves
computational power to the end-device as close as possible.
This means that, in the need of more computational resource
by the end-device or a system, the task can be offloaded to
an Edge Server instead of the Cloud. Edge Computing is
expected to reduce the latency and increase the QoS for tasks
which cannot be handled by these devices. These tasks are
usually computationally heavy such as big data processing,
video processing, artificial intelligence or time-sensitive. If the
computation must be done in real-time, utilization of Cloud is
out of the question since Cloud and Internet offers only best-
effort service and delivery. A system is a real-time system
only if it reacts to its environment by performing the correct
predefined actions within the specified time intervals.

Real-time computing can be divided into three categories:

• Hard Real-Time: Failure in the system is mostly fatal.
For example, if an airbag in a car deflates before or
after the specified timeframe (between 100 ms and 300
ms, within 10 ms), it loses its protective impact [7].

• Firm Real-Time: A real-time category between hard
and soft real-time. It tolerates some deadline misses,
but increase in the misses degrades the service, in
the end causing unacceptable results [8]. For example,

miss-sorting colors of the parts are acceptable up to
some point [9].

• Soft Real-Time: This category groups the real-time
applications which are less critical and have wider
deadline interval for their acceptance. For example,
voice calls or video streams are tolerated in case some
data packages are lost.

Some systems produce gigabytes of data per second
[10][11]. Devices with limited computing capacity may also
have critical deadlines for their primary task. In these situ-
ations, the task can be offloaded to an Edge Server using
the same constraints and can be accomplished at this level.
Depending on the outcome of the task, the system reacts to
the result, e.g., sends the data back to the end-device.

Both Edge Computing and Cloud Computing are strongly
related to IoT and allow accessibility of the data ubiquitously.
To build an architecture, the issues on the current Cloud or IoT
systems must be identified, requirements must be specified,
enabling technologies must be listed, and then a concept
must be given. Later, the concept can be implemented in an
architecture, validated, and evaluated. This paper presents an
ongoing work on Edge Computing with its clear description.
It also explains its requirements and enablers to solve the
introduced issues. The paper also shows an ongoing work
to implement a novel server architecture which is capable of
performing real-time tasks and take the necessary actions to
provide a high QoS, such as offloading the task to another
server or to the Cloud. The architecture will not simply be an-
other architecture, but will compare the existing architectures
and consider real-world requirements from the industrial use
cases. The architecture will also be vendor-independent and
extensible and it meet industrial requirements.

The rest of the paper is structured as follows: Section II
introduces some of the existing work done and simulators
in the area of Edge Computing. Section III describes the
concepts and some definitions together with requirements and
enablers. Section IV defines the Edge Server architecture to be
implemented for Edge Computing in two sub-sections. Section
V shows the initial experiment results with various scenarios
and finally, Section VI concludes the paper and presents the
future work.

II. BACKGROUND

Although usage of the term “Edge Computing” is recent,
there are already several proposed architectures available, each
considering different aspects to meet the requirements of the
Edge Computing.

The architecture proposed by IBM considers the require-
ments for autonomy and self-sufficiency of production sites.
The architecture is three-layered to balance the workload
between the Edge, the Plant, and the Enterprise. The challenges
of the architecture are listed as productivity gains for high
throughput, failure prevention for reliable system and high
product quality, and flexibility while hiding the complexity
and allowing reconfiguration without a lot of effort [12].

Another reference architecture is proposed by OpenFog
Consortium [13]. This architecture names the core principles
as pillars. Pillars group requirements within their scope. These
pillars are Security, Scalability, Openness, Autonomy, Agility,
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and Programmability. OpenFog Reference Architecture is pro-
posed by covering industrial use cases.

Another recent initiative to build a common platform for
Industrial IoT Edge Computing is EdgeX Foundry [14]. It was
launched by Linux Foundation and initial contribution made
by Dell. However, similar to OpenFog Consortium, it is also
open for new memberships. EdgeX Foundry is a vendor-neutral
open source software platform that interacts at the Edge of the
network. It defines its requirements in architectural tenets as
follows: platform agnostic in terms of hardware and operating
system, flexible in terms of replaceability, augmentability, or
scalability up and down, capable in storing or forwarding data,
intelligent to deal with latency, bandwidth, and storage issues,
secure, and easily manageable. A similar framework called
Liota is being developed by VMware and it also aims at easy
to use, install, and modify. Secondarily, it targets for a general,
modular and enterprise-level quality. This framework is also
open source and governed by VMware [15].

There are also several work done for computation and
control in the Cloud. Below some of the related work is
explained.

A research project called ”pICASSO” focuses on the
control of a robot using a Cloud-based control platform. The
project implemented a platform and a Cloud controller which
can perform motion planning and control for industrial robots
[16].

A recent work done by Givehchi, Imtiaz, Trsek, and
Jasperneite [17] studies industrial use cases for using virtual
control service in a private Cloud. Instead of using hardware
programmable logic controllers (PLC) on site, they use a
computer with multi-core processor and set each core as a
virtual PLC to control sensors and actuators. The solution
suggests a low-cost, but a slightly lower performance software
PLC, compared to the hardware PLCs.

Another study on Cloud-based control is done by Gold-
schmidt et. al [9]. The work introduces a new architecture
for scalable and multi-tenant Cloud-based control, virtualized
PLCs. It also considers and evaluates the architecture with
respect to its scheduling policies and time-sensitiveness. The
Cloud architecture is located in a different physical location
than the industrial site where the actual control is done and
the communication is performed through Internet. The results
showed over 99% success rate for tasks requiring response
within one second. They suggest that the architecture is
feasible for soft or firm real-time applications.

Realizing an unproven concept in real environments with-
out testing and validating requires good investment of engi-
neering time and money. However, using virtual environments
which can simulate several hours of real environment tasks in
couple of minutes save a lot of time.

CloudSim is a framework to model and simulate Cloud
Computing infrastructures and their services. It supports mod-
elling and simulation of large scale Cloud data centers, their
application containers, costs as well as power consumption
[18]. One simulation tool to evaluate the reliability of the
system is called iFogSim and implemented by Gupta, Dast-
jerdi, Ghosh, and Buyya [19]. It is based on CloudSim and
allows addition of fog or edge devices, creation of topologies
and evaluation of resource management policies focusing on

latencies [19]. Sonmez, Ozgovde, and Ersoy introduced an-
other simulator called EdgeCloudSim [20]. It adds a mobility
model and non-fixed delays into the network which is fixed
in iFogSim. The simulator also gives detailed information on
resource usage as well as the percentage of tasks statuses.

In both simulators, the data is passed to the Cloud in
case there are no resources available in the Edge/Fog Server.
However, in our scenario, the Edge Servers can also offload
the tasks to other Edge Servers by considering the available
resources, network and computation delays. Additionally, the
end-devices do not have mobility, only the data does. We
believe that there are no available simulators in the literature
which can offload the tasks of immobile end-devices between
the Edge Servers nor a standard Edge Server architecture
which is capable of performing real-time calculations. The aim
in this research is not simply to build another architecture, but
to analyse the existing architectures and consider industrial
requirements to make up a generic reference architecture which
is vendor-independent and extensible. This ongoing work will
build a novel architecture comparing the existing architectures,
initially simulating in a virtual platform. To the best of our
knowledge, this is not considered in any of the aforementioned
reference architectures.

III. CONCEPT

Although Cloud Computing reduces costs of computation
by saving hardware and giving flexibility, the physical distance
to the device reduces the QoS. Additionally, if the resources
of a Cloud infrastructure is shared, scheduling the tasks is
a difficult task. Moreover, transmitting too much data to
the Cloud more than a network can handle is unnecessary
and causes network congestion [21]. If the task execution is
critical and time-constrained, then an in-time correct reaction
is necessary.

Figure 2. Simplified topology of the Edge Computing network.

One of the main goals of Edge Computing is to reduce
latency and to keep the QoS as high as possible. As seen
in Figure 1, in Cloud Computing, the Cloud infrastructure
communicates with the end-devices directly. Edge Computing
intends to solve the issues of Cloud Computing or IoT by
adding an additional tier between the IoT devices and back-end
infrastructure for computing and communication purposes. As
depicted in Figure 2, this tier also has intermediate components
for the first gathering, analysis, computation of the data. These
intermediate components are called Edge Servers. Several
architecture types for IoT-enabled applications are proposed
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[22]. In this paper, a three-tier architecture is used. Unlike the
example scenario of work done in [20], this paper assumes
that the end-devices are not mobile.

Figure 3. Overview of the modular testbed architecture to be used for
validation and evaluation.

The scenario in our research involves a multi-vendor modu-
lar testbed for research purposes by SmartFactoryKL [23]. The
testbed is composed of plug-and-produce modules and each of
them performs one step of the production, independent from
other modules. The modules are developed by different indus-
trial partners and work together to produce a customizable and
individualized product. As Figure 3 illustrates, the modules in
the testbed are not directly communicating with each other,
but through the infrastructure boxes. Each infrastructure box
is connected with each other serially and provides pressured
air, network connection, safety bus, and power to the modules.
The communication to the Internet is performed through the
central infrastructure server. The aim of the research is to
add computing power into the infrastructure boxes to analyse,
monitor the modules and react to the expected or unexpected
situations, including real-time behaviour.

In our approach, we propose an extensible Edge Server
model for Edge Computing to be integrated inside Infrastruc-
ture Boxes. If there are multiple Edge Servers in the same
network, they are able to communicate with each other. Each
server is orchestrated by itself, which means that they are
not dependent of each other and aware of the neighbouring
server capabilities in the same network. If a task cannot be
guaranteed or performed by a server, the receiving server
knows which other servers are capable of performing the same
task. In all circumstances, the data transfer among devices will
be performed through secured protocols. Figure 2 shows the
simplified topology of a three-tier Edge Computing.

Edge Server is not a complete replacement of the Cloud
with respect to its functionalities. Although its available re-
sources are higher than the end-devices, they are lower than the
Cloud. Instead, highly repeated tasks, or tasks that require in-
time response are preferred to be executed in an Edge Server.

As seen in Figure 2, the proposed architecture for Edge
Computing consists of Cloud Tier, Edge Tier, and Device
Tier. In the Device Tier, there are end-user devices. The green
blocks in the Edge Tier are Edge Servers. These servers gather,
aggregate, analyse, and process the data before offloading them
to the Cloud Tier or send back to the devices. The end-
devices can be in the same physical location, or in different
locations as depicted in the figure. When an end-device needs
to communicate with the Cloud, first, the request is sent to

the Edge Server which is at the closest location. Then, if the
Edge Server is capable of completing the task by itself, it
automatically handles the data and responds to the end-device
with the result. If not, the data is offloaded to another server
in the same tier provided that it exists. Otherwise, the data
is offloaded to the Cloud. The decision process is made by
considering available resources in other available servers in
the same network, physical distance, and time requirements.
In automation domain, Edge Tier can be seen as an edge or
borderline between the Information Technology (IT) and Op-
erational Technology (OT). In IT, the speed considerations are
not critical whereas in OT, the communication or computing, or
both must be real-time. Edge Tier isolates the network between
IT and OT. Assume that A and B are features that could be
serviced by the Cloud. For example, if a device in location X
or Y needs the feature B to perform a task, the request will
be orchestrated by the Edge Servers #1 or #2 and be sent to
and performed by the Cloud. However, if, for example, the
feature A is requested by an end-device in location X, first
the Edge Server #1 will evaluate its own available resources.
Depending on the urgency of the request, resource utilization,
and calculated delays, it will either complete the request by
itself or offload to the server #2 or to the Cloud.

Different tasks may have different priorities even though
they are real-time. If there are multiple task requests, the
server should pause the lower priority tasks while keeping
track of the paused tasks or offloading them. The challenge
here is to decide on the functionalities in the Edge Tier by
keeping the costs at minimum and the QoS at maximum.
However, deciding on the count and available resources of
Edge Servers are also big challenges and big trade-offs. There
are several aspects to consider before passing the data to the
Cloud. To decide where to execute the task, each server has
an orchestrator of which details will be explained in Section
IV. According to this, the function should consider the priority
of the task, resource utilization of the servers, computing cost
for the task, and the physical distance or distance cost of the
servers that is going to be used.

A. Requirements

Edge Computing is a paradigm which uses Cloud Comput-
ing technologies and gives more responsibilities to the Edge
tier. These responsibilities are namely, computing offload,
data caching/storage, data processing, service distribution, IoT
management, security, and privacy protection [24].

Without limiting the Cloud Computing features, Edge
Computing needs to have the following requirements, some
of which are also defined for Cloud Computing [25][26]:

1) Interoperability: Servers in Edge Computing can con-
nect with various devices and other servers. In Cloud Comput-
ing, IoT allows countless number of devices to communicate
with humans or each other. This creates a big market for
manufacturers of these devices. For this reason, there is the
issue of interoperability with connected device using different
communication protocols. Advanced Message Queuing Proto-
col (AMQP), Message Queue Telemetry Transport (MQTT),
and TCP/IP are widely used and should be supported by Edge
Computing. Using a widely-used and widely-known standard
will remove the technology and language barriers, increasing
interoperability among the devices.
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2) Scalability: Similar to Cloud services, Edge Computing
will also need to be adapted for the size of its users and sensors.
Additional deployment of Edge Servers is costly and small
number of Edge Servers is desirable in terms of economical
aspects. For this reason, high scalability is also mandatory.

3) Extensibility: Computing technology is developing
rapidly. After 2-3 years of deployment, clock speeds, memory
size and program size increase, too. Easy deployment of new
services and new devices with small effort is required for
essential goal of Edge Computing. New functions and devices
should be integrated without (re)configuration of the Edge
network. Therefore, the system should allow extensibility with
hardware and software components.

4) Abstraction: For the seamless control and communica-
tion, the abstraction of each Edge Node and group of nodes is
required. Moreover, abstraction helps the topology of an Edge
network to be flexible and reconfigurable. Fundamentally, an
Edge node is located between device tier and Cloud tier. In
other words, an Edge tier is a border between Information
Technology (IT) and Operational Technology (OT). This tier
can consist of one or more Edge nodes and groups. In this
case, one Edge node of the group can share tasks or nodes
in the group can be prioritized. Utilization of Application
Programming Interfaces (APIs) in abstraction is useful to
provide backward compatibility for the new functionalities or
big changes in the architecture.

5) Time sensitiveness: Below OT, the operations may be
near-real-time or real-time. Edge Computing is expected to
solve time issues which Cloud computing cannot guarantee.
Unlike Cloud Computing, physically close distance is one
strength of reliable and fast communication without worry-
ing about traffic problem. Video streaming service is one
of expected applications of Edge Computing. It is required
for real-timeness of the service provision. In addition, time-
sensitiveness adds big benefits to the providers of reactive
services, such as location-based advertisements and user-status
based guide systems.

6) Security & Privacy: Using Cloud Computing services
has a trade-off for enterprises like manufacturing and high-
tech companies because there is a concern about the leakage
of high knowledge and business activities outside their own
organization. Edge Computing is a way to secure data contents,
which is different from firewall which only controls external
access into the network. It is also important to isolate the data
by preventing access from even non-authorized users.

7) Reliability: Edge Servers provide real-time or non-real-
time control for the devices. Real-time tasks may be vital
which involve human safety. Therefore, it is vital to have
a reliable system which reacts when it is needed and how
it is needed. The physical reliability requirements for Edge
servers providing services is similar to Cloud Computing.
Harsh environments, such as factories and construction yards,
require water-proof ceiling, fanless computers and dust-proof
system. In power plant, magnetic shield is equipped by sensor
gateways.

8) Intelligence: Multi-sensor generates tremendous amount
of data and uploads into Cloud, directly. It causes network con-
gestion and heavy load on the Cloud server. Edge Computing
supports first and second filtering of these data by converting
into higher level of data contents. Data filtering is implemented

by rule-based engines or machine learning algorithms. In the
case of multi-camera system like security systems, Edge Com-
puting supports image processing, computer vision and enables
object detection before transferring the data into the Cloud.
Another example is predicting the failure or abnormalities in
a production line by analysing the sensor data and taking the
precautions for prevention or informing the user. These kinds
of intelligent functions are necessary for Edge Computing.

9) Power: Unexpected shutdown or blackout is the cause
of breakdown of Edge Server. Uninterruptible power supply
(UPS) is required to give an ample amount of time to protect
the electronic units and data storage in case of an unexpected
shutdown due to power outage.

B. Enablers
Edge Computing uses wide range of technologies and

brings them together. Within this domain, Edge Computing
utilizes many technologies, such as wireless sensor networks
(WSN), mobile data acquisition, mobile signature analy-
sis, Fog/Grid Computing, distributed data operations, remote
Cloud services, etc. Additionally, it combines the following
protocols and terms:

1) 5G communication: It is the fifth generation wireless
system which aims at higher capacity, lower power consump-
tion, and lower latency compared to the previous generations.
Due to increased amount of data between the data, 5G is
expected to solve traffic issues which arose with the increased
number of connected devices.

2) PLC protocols: Object Linking and Embedding for
Process Control Unified Architecture (OPC-UA) is a protocol
developed for industrial automation. Due to its openness and
robustness, it is widely used by industries in the area of oil
and gas, pharmaceutical, robotics, and manufacturing.

3) Message queue broker: MQTT and TCP/IP are pop-
ular message protocols of smart sensors and IoT devices.
Supporting these message brokers, Edge Computing increases
the device count that it connects. For the problem of MQTT
security, AMQP is useful in the communication with Cloud
Computing server.

4) Event processor: After messages of IoT arrive in the
Edge server, event processor analyses those messages and
creates semantic events using pre-defined rules. EsperNet,
Apache Spark, and Flink are some examples for this enabler.

5) Virtualisation: Cloud services are deployed as virtual
machines on a Cloud server or clusters. Using virtual machines
allow running multiple instances of operating systems (OS) on
the same server.

6) Hypervisor: As well as virtual machine, performance
evaluation and data handling are required and realized by
hypervisor to control virtual machines in the host computer.

7) OpenStack: Managing multiple resources could be chal-
lenging. OpenStack is a Cloud operating system that helps
control of pools of computing and storage resources at ease
through a control panel and monitoring tools.

8) AI platform: Rule-based engine and Machine learning
platform supports data analysis in local level. As stated in
Section III-A, this is quite important to reach one of the goals
of Edge Computing which is to gather, analyse, and perform
the first filtering of the data.
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9) Docker: Virtual machines work with installation of
operating systems. Unlike virtual machines, Docker is a Con-
tainer as a Service (CaaS), which can use a single shared
operating system and run software in isolated environment.
It only requires the libraries of the software which makes it a
lightweight system without worrying about where the software
is deployed.

IV. ARCHITECTURE DESIGN

An Edge Server must be capable of gathering, aggregating
the data, computing and transferring it back to the end-
device. However, in the meantime, the servers must be able
to communicate with other Edge Servers within the network,
in case their resources are not enough to perform the task.
Alternatively, they must be able to offload the data to the
Cloud. In other words, the Edge Servers must have a reliable
and communicable network between each other and the Cloud.

For seamless task handling and communication, the servers
must follow some standards compatible with each other. This is
not a simple task, since this technology contains several aspects
to consider such as resource allocation, scheduling, scaling,
storage, etc. The architecture must also be able to handle
time-critical or real-time tasks. The software must also be
designed or modified to work with the real-time capable system
[27]. Last but not least, the server must be extensible with
plug-and-play modules to advance or add new functionalities
via hardware or software modules. These extensions must
be validated before usage, to keep the system functional
and to prevent intrusion. Such architecture design is divided
into Hardware Modules and Software Components which are
explained in the next subsections.

A. Hardware Modules
As mentioned in the previous sections, to solve the prob-

lems of Cloud Computing, Edge Servers or ”Edge Nodes” need
to have more computing power than the end-devices. However,
the hardware in the Edge Tier is also limited compared to the
Cloud. Therefore, to keep the balance between the performance
and costs, first, the use cases for the Edge Servers must be
defined, then, the resource must be considered to handle these
defined use cases in-time. During the research, it has been
decided to use Samsung Artik 710 as the hardware. It has high
performance 8-core 64-bit ARM Processor, integrated wireless
adapters, 1 GB RAM and 4 GB flash memory, extensible with
an SD card. The price to performance ratio, internal real-time
clock (RTC), and availability of the open source repository
also played a big role for this decision [28][29].

The data produced by the end-devices are not directly sent
to the Cloud or back-end infrastructure, but initial computing
is performed on these servers. Considering the number of
connected devices and the data they produced, these servers
are used to aggregate, analyse, and process the data before
sending it into the upper layer, the infrastructure, or back to
the device.

The proposed Edge Server architecture is to be designed
modular and should provide functionalities for real-time and
non-real-time control, as well as real-time communication.
Each server in our proposal has a Core Node of which
functionalities can be extended by plugging additional optional
modules in. Figure 4 shows an overview of possible modules
or devices that could be attached to the core node. Hardware

Figure 4. View of the proposed extensible Edge server architecture with its
major functionalities, where green blocks extend the functionalities for the

blue core node.

modules can also have their computing power, or simply
improve the available functionality of the core node. For
example, to capture big data and store, a storage module can
be attached or in the case that machine learning algorithms
are desired to be executed on the server, a dedicated artificial
intelligence (AI) module with dedicated Graphics Processing
Unit (GPU) can be connected. This module will be available
for use with none to minimal configuration.

To preserve the integrity of the system and prevent unau-
thorized hardware from breaking the system functionality, only
verified hardware must be allowed for connection. Hardware
extensions are planned to be made using a physical master key,
which is thought to be a USB device. Whenever this device
is plugged in, the Edge Server will be ready to identify and
allow new hardware to be added.

As mentioned in Section III-A, scalability is quite impor-
tant to accomplish the tasks. In the scope of scalability, one
server is expected to be aware of its neighbouring servers along
with their functionalities. When a server is plugged into the
network and turned on, first, it publishes that it is available.
Then, it publishes its resources along with the available func-
tionalities inside. Using the previous example, in case an AI
module is connected to one server, other servers are informed
with this functionality and they can utilize this server more
often for AI-related tasks. The decision, of course, depends on
the conditions required by the task, such as deadline.

Core Node should support multiple communication in-
terfaces. Therefore, time and speed considerations are quite
important for choosing the best hardware. The Edge Server
is also expected to perform real-time computing and control.
Therefore, reliability and stability of the hardware is also
mandatory.

B. Software Components
As mentioned in Section IV-A, the server has a Core

Node which is capable of performing real-time tasks. Before
implementing the software architecture of such system, it is
important to define the roles of software, clarify, and assign
separate roles to the components. Rather than choosing the
technologies or languages, which the software components are
going to be implemented in, all components defined here can
be implemented in any language as long as they satisfy the
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Figure 5. Proposed Software Architecture of Core Node.

requirements. Time-sensitiveness requires implementation of
several components which are compatible with each other.
These components should enable a reliable, stable in-time
response and take correct actions.

Figure 5 shows the required software components inside the
Core Node to fulfil the requirements. Below, these components
are explained:

Real-Time Capable Operating System (RTOS): To im-
plement software components, the operating system (OS) in
the hardware must also be real-time capable. There are many
OSes which can handle real-time tasks. However, the choice
of the OS should be made by considering its available support,
availability of the source code or openness for modifications,
and applicability of the OS into the chosen hardware platform.
Having a real-time capable kernel does not mean that the
system will work in real-time. Applications, APIs, and the
system must be designed properly to benefit from real-time
functionality [30]. It should have a native support for the
chosen Core Node hardware that it is running on. With the
current stage of the research, the operating system has been
decided to be based on Linux kernel, as it is open source and
modification is easy with the plenty of resources available. The
chosen Samsung Artik 710 hardware comes with pre-installed
Fedora 24. However, the out-of-the-box version is not real-time
capable. Therefore, the real-time patch [31] will be integrated
into the kernel and it will be recompiled. Nevertheless, the
other software components will be OS-neutral, therefore could
be adapted to other OSes.

Inputs/Output (I/Os)s: I/Os are the interfaces which con-
nect the hardware with the software. These are also used to
connect other physical modules with the core node such as
Edge Gateway for real-time communication.

API: APIs will be used for all communication with the
I/Os, the end-devices, or the Cloud. An API is necessary
to abstract the functionalities of other components. It allows

internal modifications in case a new software component added
without requiring complete change in the system. It also
guarantees that the requests cannot interfere with the internal
components since direct access to the individual modules or
components is not allowed. Another goal of the architecture
is to keep the migration efforts at minimum. Therefore, it
is important to choose an accepted and standard language
for the API to make it compatible with as many device and
software as possible. Another aspect to consider is to choose
a lightweight, yet stable API as a low latency is desired. Last
but not least, the API should make sure that the requests are
always authorized. This is performed by evaluating the request
with Security Protocols component.

Message Router: As soon as the task or data arrives, this
component retrieves and routes it to the location where task
should be handled by communicating with Resource Monitor
component. In case there are no resources available in this
server, the task will either be transferred to another Edge
Server or to the Cloud. This component always makes sure
that the incoming task is from a trusted device by interacting
with the Security Protocols component.

Configurator: The server and their modules are automat-
ically configured as soon as they are attached. Nevertheless,
their manual configuration or tweaks are performed via this
component. It provides a Web-based and shell-based admin-
istrator panel to modify server properties, monitor the status,
perform low-level resource allocations, and adjust orchestrator
parameters, etc. Additionally, this component detects other
nearby servers in the same network and configures the server
to use them, when necessary. Similar to other components, this
component is also accessed through the API.

Storage/Database: This component is used to store tem-
porary data for the active or waiting tasks. However, the
component will not keep the permanent data of the tasks.
To keep the permanent data, storage module or the Cloud is
recommended.

Servers: Standalone servers which are used out-of-the-
box with only configuration changes are encapsulated in this
component. The servers enable API communication as well as
internal communication among the components. The servers
are configured through the API via Configurator component.

Security Protocols: One of the most important require-
ment for the Edge Computing is keeping the data secure and
private. Security itself is a vast aspect to consider. Therefore,
a dedicated component to handle all security-related issues
is necessary. This component monitors all incoming connec-
tions and takes the necessary actions in case the request is
unexpected or unauthorized. Since the Edge Server will be
accessible via the Cloud, the component is also responsible
to prevent Internet-based attacks. Moreover, the component
makes sure that the data privacy is preserved by encrypting,
decrypting the data and issuing and exchanging keys, etc.

Resource Monitor (RM): The computing power in the
Edge Server hardware is limited. RM actively monitors all
available resources of Edge Servers in the network. It is also
aware of all the other connected Edge Servers and their at-
tached modules. RM directly interacts with the Message Router
and decides whether the task received must be processed in
this server or offloaded to another location. If the task is to
be executed in another server, this component informs the
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Message Router and points the target without further action.
This decision is made by bi-directional communication with
Orchestrator.

Cache: A temporary storage component to serve the data
faster for the future requests. It is especially used when
Resource Monitor decides that the task is not going to be
executed in the current server.

Virtual Processors: For performance and power reasons, it
is typical to have multi-core hardware. In multi-core hardware,
one thread is generally executed on a single core. If a software
is not optimized for multi-core, it cannot benefit from multi-
core hardware. On the other hand, multi-threaded software
execution is distributed among the cores. However, in either
case, it is possible to set central processing unit (CPU) affinity
of a process, that is a running instance of the software or
program. Low-level programming makes configuration of the
kernel possible to add virtual processors, limit or specify
the available resources, and assign specific processes to these
virtual processors.

Orchestrator: If RM allows execution of the task in this
server, this component becomes active. Using event-based
communication with the RM, the task is handled according
to its urgency or the priority. If there is enough resource to
execute the task, the task is immediately executed. If not, deter-
mined by the availability of the resource, task can be handled
in different ways using the sub-components. This component
has three different sub-components, namely: Scheduler, Scaler,
and Queue Manager.

Scheduler: If a task is chosen to be executed in this server,
it must be carefully scheduled to avoid deadline misses, espe-
cially for real-time tasks. Although multi-threaded software
is usually scheduled by the OS and assigned to the CPU
cores, the affinities may need to be adjusted. Depending on
urgency or the priority of the new task, this component is
responsible to set CPU affinities for the running tasks taking
their priorities into consideration. The scheduler should be
designed to minimize the waiting time of paused tasks.

Scaler: Scheduler sorts the execution times of the tasks. In
the proposed architecture, some of the cores are dedicated for
real-time tasks. Tasks not optimized for multi-core systems are
by default assigned to run on a single core. If Scheduler is not
able to meet the deadlines of the critical tasks, this component
can increase the available core count for the real-time tasks
to have them run on multiple cores, even if the cores are not
assigned to execute real-time tasks. Of course, this is only
possible provided that the tasks are multi-threaded.

Queue Manager: If a task cannot be executed immediately,
one other possibility is to queue it. The queue contains both
real-time (RT) and non-real-time (NRT) tasks. This component
communicates with the Scheduler, and stores the tasks marked
to pause and forwards the paused tasks to scheduler, following
a variable scheduling algorithm.

V. EXPERIMENT RESULTS ON DIFFERENT HARDWARE

SmartFactoryKL concept was depicted in Figure 3 in Sec-
tion III. It was also mentioned that, the factory comprises
multiple modules from different vendors. Figure 6a shows the
the modules, infrastructure boxes and the infrastructure server
as they are deployed in real world. Figure 6b, shows one of
the modules that is responsible for one task during production.

Figure 6. a) SmartFactoryKL with all modules, infrastructure boxes and the
infrastructure server, b) Close-up view of one of the modules.

Edge Server will be used in several real world scenarios such
as object detection, production priority change, emergency stop
and production cancellation. As a first experiment, we chose
object detection use case in which we can analyze the objects
using a smart glass. The experiment does not have a real-
time dependency, therefore they were made with best effort
approach. The experiment exposes an on-site Edge Server
to improve the overall performance and realize new features
which are not applicable in Cloud-computing.

It compares Edge Computing-based service with the only
low-end device-based computing. Comparison with various
combination of hardware is the experiment test coming from
the problem of Cloud-based computing services. The test
shows the advantage of using Edge Computing and help find
the conditions where Edge Computing is better than Cloud or
low-end device-based computing. The purpose of this experi-
ment is to prove the improvement that Edge Computing con-
figuration shows better performance than legacy configuration
or Cloud-based system configuration. The experiment contains
two computing servers which are CPS modules located in
front of a machine itself and Edge Server in order to share
the computing load. The test was made using five different
network configurations. The configurations are divided into
1) CPS module alone, 2) Edge Server alone, 3) Connection
with Edge server via wired communication, 4) Connection via
wired and wireless communication, and 5) Connection via two
different wireless communication. The input is video streaming
data transferring the objects and people in front of the camera,
attached in the production modules.

As seen in the Table I, we found the following results
through the tests. Using CPS module with an Edge Server per-
formed four times faster object detection than the CPS module
alone. All kinds of connection types satisfied the bandwidth
requirements of single connection with CPS module. Even if
the wireless connection was 400 Mbps, the image streaming
data could be transferred without any delay. Faster wireless
connection will be more useful when there are more data
being transferred in order to keep low latency. CPS test did not
show any delay but the computation time was long since no
Cloud services are used and computing power is weak. Edge
Server alone showed the best results, however needed more
memory because of the need to run additional software to test
the performance.
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Test Configuration CPS Module Comm. Method Edge Computing
CPS module
alone without
Edge service
(Raspberry Pi 3:
Quad core 1.2GHz
64bit CPU and
1 GB RAM)

U: 4.6 to 4.83s
C: 22 - 67%
M: <360 KB
(36%)

Not used Not used

Edge Server
alone (Intel I7 64bit
16GB RAM NVIDIA
GTX 950)

Not used Not used

U: 1.2 to 1.40s
C: 28 - 51%
M: <550∼650 MB
G: <6∼16%
(210-290MB)

CPS module
communicating with
Edge Server via Wired
connection

Only transferring
camera images

1 Gbps
Wired
Connection

U: 1-2s
C: 16-23%
M: 250-310 MB
G: 6-17% (571MB)

CPS module
communicating via
802.11ngb with Edge
Server with the router
via Wired connection

Only transferring
camera images

802.11ngb
@0.4 Gbps
and
1 Gbps wired
connection

U: 1-2s
C: 17-23%
M: 250-310 MB
G: 6-14% (570MB)

CPS module
communicating
via 802.11ngb
with Edge Server
with the router via
Wireless connection

Only transferring
camera images

802.11ngb
@0.4Gbps
and 802.11ac
@1.2Gbps

U: 1-2s
C: 17-23%
M: 250-310 MB
G: 6-14% (570MB)

TABLE I. Object detection experiment results with different configurations
(U: Update period (Average (AVG)), C: CPU Util. AVG, M: Memory Usage,

G: Graphical Memory Load).

VI. CONCLUSION AND FUTURE WORK

Edge Computing is a recent term which moves the services
from the Cloud to the device as close as possible and open
for new innovations. It is a borderline between the Cloud
and the device tier. Although the Cloud Computing and IoT
have brought many advantages in the previous years, increased
number in the connected devices raised some issues, such as
latency and low QoS problems. Edge Computing is believed
to solve these issues by analysing the issues and considering
the requirements of real world use cases.

There are already several existing proposed architectures
in the domain of Edge Computing, such as EdgeX Foundry,
Liota, and OpenFog Reference Architecture. Although they are
also extensible and they allow inter-connectivity, they do not
focus on the real-timeliness of the architectures.

This paper showed an ongoing work on how Edge Com-
puting physically looks like together with its requirements
and enablers. It also explained the basics on how the com-
munication between the end-devices and Edge Servers are
expected to be. Last, the paper proposed an ongoing work
for Edge Server architecture which is capable of performing
real-time computations. The servers are able to orchestrate
the tasks and find the best host to offload the requested task
by an end-device. The offloading can be done between other
Edge Servers in the network, or the Cloud. The work is
being developed by considering the real-world use cases of the
industrial partners. The first experiment is made using object
detection algorithms with intermediate devices, without real-
time requirement. However, further experiments will be per-
formed with industrial use cases requiring real-time deadlines.
Later on, the comparison with the legacy systems will be made.

One ongoing task is implementation of a simulator similar
to CloudSim framework, including all components explained
in Section IV. This will help us find out the optimal param-
eters for the hardware modules and the software components.

Current version of the simulator is capable of emulating
the computer central processing unit (CPU), generating tasks
with specific properties, and scheduling them with feasibility
checks. Later, the architecture will be implemented, validated
and evaluated on an optimal hardware chosen for the work.

In the proposed solution, when a task execution started, it
can be performed only using one server. Another future work
is to divide these tasks into multiple machines to exploit the
resource utilization of the available resources, which is called
task migration. This work could further be extended by using
artificial intelligence instead of mathematical calculation for
optimizations. For example, similar tasks can be grouped, and
the historical data can be used to estimate the task duration
and the action can be taken.
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Abstract—Rough set theory has been extensively used both as
a mathematical foundation of granularity and vagueness in
information systems and in a large number of applications.
However, the decision logic for rough sets is based on classical
bivalent logic; therefore, it would be desirable to develop decision
logic for uncertain, ambiguous and inconsistent objects. In this
study, a deduction system based on partial semantics is proposed
for decision logic. We propose Belnap’s four-valued semantics as
the basis for three-valued and four-valued logics to extend the
deduction of decision logic since the boundary region of rough
sets is interpreted as both a non-deterministic and inconsistent
state. We also introduce the consequence relations to serve as
an intermediary between rough sets and many-valued semantics.
Hence, consequence relations based on partial semantics for
decision logic are defined, and axiomatization by Gentzen-type
sequent calculi is obtained. Furthermore, we extend the sequent
calculi with a weak implication to hold for a deduction theorem
and also show a soundness and completeness theorem for the
four-valued logic for decision logic.

Keywords–rough set; decision logic; consequence relation;
many-valued logic; sequent calculi.

I. INTRODUCTION

This research paper is an extended version of an earlier
paper [1] presented at the IARIA Conference on SEMAPRO
2017. Pawlak introduced the theory of rough sets for handling
rough (coarse) information [2]. Rough set theory is now used
as a mathematical foundation of granularity and vagueness in
information systems and is applied to a variety of problems.
In applying rough set theory, decision logic was proposed for
interpreting information extracted from data tables. However,
decision logic adopts the classical two-valued logic semantics.
It is known that classical logic is not adequate for reasoning
with indefinite and inconsistent information. Moreover, the
paradoxes of the material implications of classical logic are
counterintuitive.

Rough set theory can handle the concept of approximation
by the indiscernibility relation, which is a central concept
in rough set theory. It is an equivalence relation, where all
identical objects of sets are considered elementary. Rough set
theory is concerned with the lower and upper approximations
of object sets. These approximations divide sets into three
regions, namely, the positive, negative, and boundary regions.
Thus, Pawlak rough sets have often been studied in a three-
valued logic framework because the third value is thought to
correspond to the boundary region of rough sets [3][4].

On the contrary, in this paper, we propose that the interpre-
tation of the boundary region is based on four-valued semantics
rather than three-valued since the boundary region can be

interpreted as both undefined and overdefined. For example,
a knowledge base K of a Rough set can be seen as a theory
KB whose underlying logic is L. KB is called inconsistent
when it contains theorems of the form A and ∼A (the negation
of A). If KB is not inconsistent, it is called consistent. Our
approach for a rough set proposes useful theory to handle such
inconsistent information without system failure. In this study,
non-deterministic features are considered the characteristic of
partial semantics. Undetermined objects in the boundary region
of rough sets have two interpretations of both undefinedness
and inconsistency.

The formalization of both three-valued and four-valued
logics is carried out using a consequence relation based on
partial semantics. The basic logic for decision logic is assumed
to be many-valued, in particular, three-valued or four-valued
and some of its alternatives [5]. If such many-valued logics
are used as a basic deduction system for decision logic, it
can be enhanced to a more useful method for data analysis
and information processing. The decision logic of rough set
theory will be axiomatized using Gentzen sequent calculi and
a four-valued semantic relation as basic theory. To introduce
many-valued logic to decision logic, consequence relations
based on partial interpretation are investigated, and the sequent
calculi of many-valued logic based on them are constructed.
Subsequently, many-valued logics with weak implication are
considered for the deduction system of decision logic.

The deductive system of decision logic has been studied
from the granule computing perspective, and in [6], an ex-
tension of decision logic was proposed for handling uncertain
data tables by fuzzy and probabilistic methods. In [7], a natural
deduction system based on classical logic was proposed for
decision logic in granule computing. In [3], the sequent calculi
of the Kleene and Łukasiewicz three-valued logics were pro-
posed for rough set theory based on non-deterministic matrices
for semantic interpretation. The Gentzen-type axiomatization
of three-valued logics based on partial semantics for decision
logic is proposed in [1]. The reasoning for rough sets is
comprehensively studied in [8].

The paper is organized as follows. In Section II, we briefly
review rough sets, the decision table, and decision logic. In
Section III, Belnap’s four-valued semantics is introduced as the
basis of the semantics interpretation presented in the paper. In
Section IV, we present a partial semantics model for rough sets
and decision logic based on four-valued semantics, and some
characteristics are presented. In Section V, an axiomatization
using Gentzen sequent calculus is presented according to
a consequence relation based on the previously discussed
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partial semantics. In Section VI, we discuss the extension of
sequent calculi for many-valued logics with weak negation
and implication to enable a deduction theorem. In Section V
II, A soundness and completeness theorem is showed for a
four-valued sequent calculus GC4. Finally, in Section VIII, a
summary of the study and possible directions for future work
are provided.

II. ROUGH SETS AND DECISION LOGIC

Rough set theory, proposed by Pawlak [2], provides a
theoretical basis of sets based on approximation concepts. A
rough set can be seen as an approximation of a set. It is denoted
by a pair of sets called the lower and upper approximations of
the set. Rough sets are used for imprecise data handling. For
the upper and lower approximations, any subset X of U can
be in any of three states according to the membership relation
of the objects in U . If the positive and negative regions on
a rough set are considered to correspond to the truth-value
of a logical form, then the boundary region corresponds to
ambiguity in deciding truth or falsity. Thus, it is natural to
adopt a three-valued logic.

Rough set theory is outlined below. Let U be a non-
empty finite set called a universe of objects. If R is an
equivalence relation on U , then U/R denotes the family of
all equivalence classes of R, and the pair (U,R) is called a
Pawlak approximation space. A knowledge base K is defined
as follows:

Definition 1. A knowledge base K is a pair K = (U,R),
where U is a universe of objects, and R is a set of equivalence
relations on the objects in U .

Definition 2. Let R ∈ R be an equivalence relation of the
knowledge base K = (U,R) and X any subset of U . Then,
the lower and upper approximations of X for R are defined
as follows:
RX =

∪
{Y∈ U/R | Y ⊆ X} = {x ∈ U | [x]R ⊆ X},

RX =
∪
{Y∈ U/R | Y ∩X ̸= 0} = {x ∈ U | [x]R ∩X ̸= ∅}.

Definition 3. If K = (U,R), R ∈ R, and X ⊆ U, then the R-
positive, R-negative, and R-boundary regions of X with respect
to R are defined respectively as follows:

POSR(X) = RX,

NEGR(X) = U −RX,

BNR(X) = RX −RX.

Objects included in an R-boundary are interpreted as the
truth-value gap or glut. The semantic interpretation for rough
sets is defined later.

Here, we denote the language of rough sets.

A. Decision Tables
Decision tables can be seen as a special important class

of knowledge representation systems and can be used for
applications. Let K = (U,A) be a knowledge representation
system and C,D ⊂ A be two subsets of attributes called
condition and decision attributes, respectively.

A KR-system with a distinguished condition and decision
attributes is called a decision table, denoted T = (U,A, V, s) or
in short DC, where U is a finite and nonempty set of objects,
A is a finite and nonempty set of attributes, V is a nonempty

set of values for a∈A, and s is an information function that
assigns a value U × sx : A→ V (for simplicity, the subscript
x will be omitted), where ∀x ∈ U , and ∀a ∈ C ∪D ⊂ A.

Equivalence classes of the relations IND(C) and
IND(D), a subset of A, are called condition and decision
classes, respectively.

With every x ∈ U , we associate a function dx : A → V ,
such that dx(a) = a(x) for every a ∈ C ∪D; the function dx
is called a decision rule (in T ), and x is referred as a label of
the decision rule dx.

The decision rule dx is consistent (in T ) if for every y ̸= x,
dx|C = dy|C implies dx|D = dy|D; otherwise the decision
rule is inconsistent.

A decision table is consistent if all of its decision rules
are consistent; otherwise the decision table is inconsistent.
Consistency (inconsistency) sometimes may be interpreted as
determinism (non-determinism).

U a b c d e
1 1 0 2 2 0
2 0 1 1 1 2
3 2 0 0 2 2
4 1 0 2 2 0
5 1 0 2 0 1
6 2 2 0 1 1
7 2 1 1 1 2
8 0 1 1 0 1

TABLE I. Decision table

Proposition 1. A decision table T = (U,A, V, s) is consistent
iff C ⇒ D, where C and D are condition and decision
attributes.

From Proposition 1, it follows that the practical method
of checking the consistency of a decision table is by simply
computing the degree of dependency between the condition
and decision attributes. If the degree of dependency equals 1,
then we conclude that the table is consistent; otherwise, it is
inconsistent.

Consider Table I from Pawlak [2]. Assume that a, b, and c
are condition attributes and d and e are decision attributes. In
this table, for instance, decision rule 1 is inconsistent, whereas
decision rule 3 is consistent. Decision rules 1 and 5 have the
same condition, but their decisions are different.

B. Decision Logic
A decision logic language (DL-language) L is now intro-

duced [2]. The set of attribute constants is defined as a ∈ A,
and the set of attribute value constants is V =

∪
Va. The

propositional variables are φ and ψ, and the propositional
connectives are ⊥, ∼, ∧, ∨, → and ≡.

Definition 4. The set of formulas of the decision logic lan-
guage (DL-language) L is the smallest set satisfying the
following conditions:

1) (a, v), or in short av , is an atomic formula of L.
2) If φ and ψ are formulas of the DL-language, then

∼φ, φ∧ψ, φ∨ψ, φ→ ψ, and φ ≡ ψ are formulas.
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The interpretation of the DL-language L is performed using
the universe U in S = (U,A) of the Knowledge Representation
System (KR-system) and the assignment function, mapping
from U to objects of formulas. Formulas of the DL-language
are interpreted as subsets of objects consisting of a value v
and an attribute a.

Atomic formulas (a, v) describe objects that have a value
v for the attribute a. Attribute a is a function from U to V ,
defined by a(x) = sx(a), where x ∈ U , and sx(a) ∈ V .
If let sx(a) = v, then a can be viewed as a binary relation
on U , such that for ⟨x, v⟩ ∈ U × U, ⟨a, v⟩ ∈ a if and only
if a(x) = v. In this case, the atomic formula (a, v) can be
denoted by a(x, v), where x is a variable, and v is taken
as a constant; they are all terms in U . Thus, (a, v) can be
viewed as formula a(x, v) which is an atomic formula. The
semantics for DL is given by a model. For DL, the model
is the KR-system S = (U,A), which describes the meaning
of symbols of predicates (a, v) in U , and if we properly
interpret the formulas in the model, then each formula becomes
a meaningful sentence, expressing the properties of some
objects. An object x ∈ U satisfies a formula φ in S = (U,A),
denoted x |=S φ or in short x |= φ, iff the following conditions
are satisfied:

Definition 5. The semantic relations of a DL-language are
defined as follows:

x |=S a(x, v) iff a(x) = v,
x |=S ∼φ iff x ⊭S φ,
x |=S φ ∨ ψ iff x |=S φ or x |=S ψ,
x |=S φ ∧ ψ iff x |=S φ and S |=S ψ,
x |=S φ→ ψ iff x |=S ∼φ ∨ ψ,
x |=S φ ≡ ψ iff x |=S φ→ ψ and s |=S ψ → φ.

If φ is a formula, then the set |φ|S defined as follows:

|φ|S = {x ∈ U | x |=S φ}

and will be called the meaning of the formula φ in S. The
following properties are obvious:

Proposition 2. The meaning of an arbitrary formula satisfies
the following:

|¬φ|S = U − |φ|S ,
|φ ∨ ψ|S = |φ|S ∪ |ψ|S ,
|φ ∧ ψ|S = |φ|S ∩ |ψ|S ,
|φ→ψ|S = (U − |φ|S) ∪ |ψ|S ,
|φ ≡ ψ|S = |φ|S → |ψ|S ∩ |φ|S → |ψ|S .

Thus, the meaning of the formula φ is the set of all
objects having the property expressed by the formula φ, or
the meaning of the formula φ is the description in the KR-
language of the set objects |φ|. A formula φ is said to be
true in a KR-system S, denoted |=S φ, iff |φ|S = U , i.e., the
formula is satisfied by all objects of the universe in the system
S. Formulas φ and ψ are equivalent in S iff |φ|S = |ψ|S .

Proposition 3. The following are the simple properties of the
meaning of a formula.

|=S φ iff |φ|S = U ,
|=S ∼φ iff |φ|S = ∅,

φ→ ψ iff |ψ|S ⊆ |ψ|S ,

φ ≡ ψ iff |ψ|S = |ψ|S .

To deal with deduction in DL, we need suitable axioms
and inference rules. Here, the axioms will correspond closely
to the axioms of classical propositional logic, but some specific
axioms for the specific properties of knowledge representation
systems are also needed. The only inference rule will be modus
ponens. We will use the following abbreviations:

φ ∧ ∼φ =def 0 and φ ∨ ∼φ =def 1.

A formula of the form

(a1, v1)∧ (a2, v2) ∧ . . . ∧ (an, vn),

where vai ∈ Va, P = {a1, a2, . . . , an}, and P ⊆ A, is
called a P-basic formula or in short P-formula. An atomic
formula is called an A-basic formula or in short a basic
formula.

Let P ⊆ A, φ be a P-formula, and x ∈ U . The set of all
A-basic formulas satisfiable in the knowledge representation
system S = (U,A) is called the basic knowledge in S. We
write Σ

s
(P ) to denote the disjunction of all P-formulas satisfied

in S. If P = A, then Σ
s
(A) is called the characteristic formula

of S.

The knowledge representation system can be represented
by a data table. Its columns are labeled by attributes, and its
rows are labeled by objects. Thus, each row in the table is
represented by a certain A-basic formula, and the whole table
is represented by the set of all such formulas. In DL, instead
of tables, we can use sentences to represent knowledge. There
are specific axioms of DL:

1. (a, v) ∧ (a, u) ≡ 0 for any a ∈ A, u, v ∈ V , and v ̸= u.

2.
∨

v∈Va

≡ 1 for every a ∈ A.

3. ∼ (a, v) ≡
∨

a∈Va,u ̸=v(a, u) for every a ∈ A.

We say that a formula φ is derivable from a set of formulas
Ω, denoted Ωφ, iff it is derivable from the axioms and formulas
of Ω by a finite application of modus ponens. Formula φ is a
theorem of DL, denoted φ, if it is derivable from the axioms
only. A set of formulas Ω is consistent iff the formula φ∧∼φ
is not derivable from Ω. Note that the set of theorems of DL
is identical with the set of theorems of classical propositional
logic with specific axioms (1)–(3), in which negation can be
eliminated.

Formulas in the KR-language can be represented in a
special form called a normal form, which is similar to that
in classical propositional logic. Let P ⊆ A be a subset of
attributes and let φ be a formula in the KR-language. We say
that φ is in a P-normal form in S, in short in P-normal form,
iff either φ is 0 or φ is 1, or φ is a disjunction of non-empty P-
basic formulas in S. (The formula φ is non-empty if |φ| ̸= ∅).

A-normal form will be referred to as normal form. The
following is an important property in the DL-language.

Proposition 4. Let φ be a formula in a DL-language, and let P
contain all attributes occurring in φ. Moreover, assume axioms
(1)–(3) and the formula Σ

s
(A). Then, there is a formula ψ in

the P-normal form such that φ ≡ ψ.
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Definition 6. A translation τ from the propositional constant
L to an interpretation of a rough set language LRS of atomic
expressions in the KR-system S is combined with ¬,∨,∧ and
→ such that

τ(|φ|S) = |(a, v)|S ,
τ(| ∼ φ|S) = −τ(|φ|S),
τ(|φ ∨ ψ|S) = τ(|φ|S) ∪ τ(|ψ|S),
τ(|φ ∧ ψ|S) = τ(|φ|S) ∩ τ(|ψ|S),
τ(|φ→ ψ|S) = −τ(|φ|S) ∪ τ(|ψ|S),
τ(|φ ≡ ψ|S) =

(τ(|φ|S) ∩ τ(|ψ|S)) ∪ (−τ(|φ|S) ∩ −τ(|ψ|S)).

Let φ be an atomic formula of the DL-language, R ∈ C∪D
an equivalence relation, X any subset of U , and a valuation
v of propositional variables. Then, the truth-values of φ is
defined as follows:

∥φ∥v =

{
t if |φ|S ⊆ POSR(U /X )

f if |φ|S ⊆ NEGR(U /X )

This shows that decision logic is based on bivalent logic. In
the next section, an interpretation of decision logic based on
three-valued logics will be discussed.

III. BELNAP’S FOUR-VALUED LOGIC

Belnap [9] first claimed that an inference mechanism for
a database should employ a certain four-valued logic. The
important point in Belnap’s system is that we should deal with
both incomplete and inconsistent information in databases.
To represent such information, we need a four-valued logic
since classical logic is not appropriate for the task. Belnap’s
four-valued semantics can in fact be viewed as an intuitive
description of the internal states of a computer.

In Belnap’s four-valued logic B4, four kinds of truth-values
are used from the set 4 = {T, F, N, B}. These truth-values
can be interpreted in the context of a computer, namely T
means just told True, F means just told False, N means told
neither True nor False, and B means told both True and False.
Intuitively, N can be equated as ∅, and B as overdefined.

Belnap outlined a semantics for B4 using logical connec-
tives. Belnap’s semantics uses a notion of set-ups mapping
atomic formulas into 4. A set-up can then be extended for any
formula in B4 in the following way:

s(A & B) = s(A) & s(B),
s(A ∨ B) = s(A) ∨ s(B),
s(∼A) = ∼s(A).
Belnap also defined a concept of entailments in B4. We

say that A entails B just in case for each assignment of one
of the four values to variables, the value of A does not exceed
the value of B in B4, i.e., s(A) ≤ s(B) for each set-up s.
Here, ≤ is defined as F ≤ B, F ≤ N, B ≤ T, N ≤ T.
Belnap’s four-valued logic in fact coincides with the system
of tautological entailments due to Anderson and Belnap [10].
Belnap’s logic B4 is one of the paraconsistent logics capable of
tolerating contradictions. Belnap also studied the implications
and quantifiers in B4 in connection with question-answering
systems. However, we will not go into detail here.
The structure that consists of these four elements and the five
basic operators is usually called B4.

Designated elements and models: The next step in using
B4 for reasoning is to choose its set of designated elements.
The obvious choice is D = {T,B} since both values intu-
itively represent a formula known to be true. The set D has
the property that a ∧ b ∈ D iff both a and b are in D, while
a ∨ b ∈ D iff either a or b is in D. From this point, various
semantics notions are defined on B4 as natural generalizations
of similar classical notions.

IV. ROUGH SETS AND PARTIAL SEMANTICS

Partial semantics for classical logic has been studied by
van Benthem in the context of the semantic tableaux [11][12].

This insight can be generalized to study consequence
relations in terms of a Gentzen-type sequent calculus. To
handle an aspect of vagueness on the decision logic, the forcing
relation for the partial interpretation is defined as a four-valued
semantic.

As the proposed approach can replace the base bivalent
logic of decision logic, alternative versions of decision logic
based on many-valued logics are obtained.

The model S of decision logic based on four-valued
semantics consists of a universe U for the language L and
an assignment function s that provides an interpretation for
L. For the domain |S| of the model S, a subset is defined
by S = ⟨S+, S−⟩. The first term of the ordered pair denotes
the set of n-tuples of elements of the universe that verify the
relation S, whereas the second term denotes the set of n-tuples
that falsify the relation.

The interpretation of the propositional variables of L for
the model S is given by SS = ⟨(S)+S , (S)

−
S ⟩. An interpretation

function for a domain |S| in the standard way as a function
s with domain L such that s(x) ∈ |S|n if S is a relation
symbol. We need two interpretation functions for each model
here; a model for partial logic for a predicate symbol is a triple
⟨|S|, s+, s−⟩, where s+ and s− are interpretation functions
for |S|. The denotation of a relation symbol consists of those
tuples for which it is true that they stand in the relation; the
antidenotation consists of the tuples for which this is false. As
before, truth and falsity are neither true nor false, or it may be
both true and false that some tuple stands in a certain relation.
The following definition is modified from [13].

Definition 7. Partial Relation: An n-ary partial relation S on
the domain |S1|, . . . , |Sn| is a tuple ⟨S+, S−⟩ of the relations
S+, S− ⊆ |S1| × . . . × |Sn|. The relation S+ is called S’s
denotation; S− is called S’s antidenotation, |S1|× . . .×|Sn|/
(S+ ∪S−) its gap, and S+ ∩S− its glut. A partial relation is
coherent if its glut is empty, total if its gap is empty, incoherent
if it is not coherent and classical if it is both coherent and total.
A unary partial relation is called a partial set.

Definition 8. Partial Operation for 4: Let S1 = ⟨S+
1 , S

−
1 ⟩ and

S2 = ⟨S+
2 , S

−
2 ⟩ be partial relations. Define

−S1 := ⟨S+
1 , S

−
1 ⟩ (partial complementation),

S1 ∩ S2 := ⟨S+
1 ∩ S−

2 , S
+
1 ∪ S−

2 ⟩ (partial intersection),
S1 ∪ S2 := ⟨S+

1 ∪ S−
2 , S

+
1 ∩ S−

2 ⟩ (partial union),
S1 ⊆ S2 := ⟨S+

1 ⊆ S−
2 , S

+
1 ⊆ S−

2 ⟩ (partial inclusion).

Partial inclusion means S1 approximates S2. Let A be some
set of partial relations; then, following properties hold:
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∩
A := ⟨

∩
{S+ | S ∈ A},

∪
{S− | S ∈ A }⟩,∪

A := ⟨
∪

{S+ | S ∈ A},
∩

{S− | S ∈ A }⟩.

To handle three-valued and four-valued logic in a unified
manner, we adopt the four-value interpretation by Belnap [9].

Let 4 = {T,F,N,B} be the truth-values for the four-
valued semantics of L, where each value is interpreted as true,
false, neither true nor false, and both true and false.

A model S determines a four-valued assignment v on
atomic formula in the following way:

∥φ∥v =


T
F
N
B

 if |φ,∼φ|S ∩ S =


{φ}
{∼φ}
{∅}
{φ,∼φ}

.

Then, the truth-values of φ on S = (U,A) is defined as
follows:

∥φ∥v =


T if |φ|S ⊆ POSR(U /X )
F if |φ|S ⊆ NEGR(U /X )
N if |φ|S ̸⊆ POSR(U /X ) ∪NEGR(U /X )
B if |φ|S ⊆ BNR(U /X )

Definition 9 (Partial Model). A partial model for a proposi-
tional DL-language L is a tuple M = (T ,D,O), where

• T is a non-empty set of truth-values.

• ∅ ⊂ D ⊆ T is the set of designated values.

• For every n-ary connective ⋄ of L, O includes a
corresponding n-ary function

∼⋄ from T n to 4.

Let W be the set of well-formed formulas of L. A (legal)
valuation in a Partial Model S is a function V : W → 4 that
satisfies the following condition:

V (⋄(ψ1, · · · , ψn)) ∈
∼⋄(V (ψ1), · · · , V (ψn))

for every n-ary connective ⋄ of L and any ψ1, · · · , ψn ∈
W .

Let VM denote the set of all valuations in the partial model
D. The notions of satisfaction under a valuation, validity, and
consequence relation are defined as follows:

• A formula φ ∈W is satisfied by a valuation v ∈ VM ,
in symbols, M |=v φ, v(φ) ∈ D.

• A sequent Σ = Γ ⇒ ∆ is satisfied by a valuation
v ∈ VM , in symbols, M |=v Σ, iff either v does not
satisfy some formula in Γ or v satisfies some formula
in ∆.

• A sequent Σ is valid, in symbols, |= Σ, if it is satisfied
by all valuations V ∈ VM .

• The consequence relation on W defined by M is the
relation M ⊢ on sets of formulas in W such that,
for any T, S ⊆ W,T ⊢M S iff there exist finite sets
Γ ⊆ T,∆ ⊆ S such that the sequent Γ ⇒ ∆ is valid.

Definition 10. (Tarski truth definition for partial propositional
logic) Let L be a set of propositional constants and let v : P →
{T,F,N,B} be a (valuation) function.

∥p∥v = v(p) if p ∈ P

The truth-values of φ on the information system S = (U,A)
are represented by forcing relations as follows:

∥φ∥v = T iff M |=+
v φ and M ̸|=−

v φ,

∥φ∥v = F iff M ̸|=+
v φ and M |=−

v φ,

∥φ∥v = N iff M ̸|=+
v φ and M ̸|=−

v φ,

∥φ∥v = B iff M |=+
v φ and M |=−

v φ.

A semantic relation for the model M is defined following
[11][14][13]. The truth and falsehood of a formula of the DL-
language are defined in a model M. The truth (denoted by
|=+

v ) and the falsehood (denoted by |=−
v ) of the formulas of

the decision logic in M are defined inductively.

Definition 11. The semantic relations of M |=+
v φ and

M |=−
v φ are defined as follows:

M |=+
v φ iff φ ∈ M+,

M |=−
v φ iff φ ∈ M−,

M |=+
v ∼ φ iff M |=−

v φ,
M |=−

v ∼ φ iff M |=+
v φ,

M |=+
v φ ∨ ψ iff M |=+

v φ or M |=+
v ψ,

M |=−
v φ ∨ ψ iff M |=−

v φ and M |=−
v ψ,

M |=+
v φ ∧ ψ iff M |=+

v φ and M |=+
v ψ,

M |=−
v φ ∧ ψ iff M |=−

v φ or M |=−
v ψ,

M |=+
v φ→ ψ iff M |=−

v φ or M |=+
v ψ,

M |=−
v φ→ ψ iff M |=+

v φ and M |=−
v ψ.

The symbol ∼ denotes strong negation, in which ∼ is inter-
preted as true if the proposition is false.

Since validity in B4 is defined in terms of truth preserva-
tion, the set of designated values is {T,B} of 4. We assume
that an interpretation of B4 satisfies the following constraint.

Definition 12. Exclusion and Exhaustion:
Exclusion: model M is exclusion iff S+ ∩ S− = ∅.
Exhaustion: model M is exhaustion iff S+ ∪ S− = S.

The model M is consistent if and only if S+ ∩ S− = ∅.
The relational domains of general models are closed under the
operations ∩,∪.

The natural operation on the set of truth combinations 4 =
{T,F,N,B} that we have defined in the previous section can
be extended to the class of partial relations.

Definition 13. A model of B4 for L is a pair M = (S, | · |),
where S is a non-empty set, and | · | is an interpretation of a
propositional symbol, with |p| : Sn → 4 for any p ∈ Pn, n ≤
0.

Example 1. Suppose the decision table below where the con-
dition and decision attributes are not considered.

U = {x1, x2, x3, x4, x5, x6, x7, x8}
Attribute: C = {c1, c2, c3, c4}
c1 = {x1, x4, x8}, c2 = {x2, x5, x7}, c3 = {x3},
c4 = {x6}
U/C = c1 ∪ c2 ∪ c3 ∪ c4
Any subset X = {x3, x6, x8}
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POSC(X) = c3 ∪ c4 = {x3, x6}
BNC(X) = c1 = {x1, x4, x8}
NEGC(X) = c2 = {x2, x5, x7}
The evaluation of the truth-values of the formulas is as

follows:

If |Cc3|S ⊆ POSC(X) then ∥Cc3∥v = T,
If |Cc2|S ⊆ NEGC(X) then ∥Cc2∥v = F,
If |Cc2|S ̸⊆ POSC(X) ∪NEGC(X) then ∥Cc2∥v = N,
If |Cc1|S ⊆ BNC(X) then ∥Cc1∥v = B.

Example 2. Consider Table I again. Assume that a, b, and
c are condition attributes and d and e are decision attributes.
Decision rules 1 and 5 are inconsistent. This means that 1 and
5 can be considered to have non-deterministic value, e.g., N
or B respectively.

V. CONSEQUENCE RELATION AND SEQUENT CALCULUS

Partial semantics in classical logic is closely related to
the interpretation of the Beth tableau [12]. Van Benthem [11]
suggested the relationship of the consequence relation to a
Gentzen sequent calculus. We replace the bivalent logic of
the decision logic with many-valued logics based on partial
semantics.

A. Sequent Calculi for Many-valued Logics
We begin by recalling the basic idea of the Beth tableau.

The Beth tableau proves X → Y by constructing a coun-
terexample of X & ∼Y . The Beth tableaux has several partial
features. For instance, there may be counterexamples even if
a branch remains open. This insight led van Benthem [11] to
work out partial semantics for classical logic.

Here, we describe a brief introduction of sequent cal-
culi. For sequent calculi, formulas are constructed from
the propositional variables and logical connectives, e.g., ∼
, ¬, ∧, ∨, and →. Capital letters A,B, . . . are used for
formulas, and Greek capital letters Γ, ∆ are used for finite
sequences of formulas. A sequent is an expression of the form
Γ ⇒ A. We introduce some concepts of sequent calculi. If
a sequent Γ ⇒ A is provable in a system S, then we write
S ⊢ Γ ⇒ A. A rule R of inference holds for a system S if
the following condition is satisfied. For any instance of the
following sequent of R, if S ⊢ Γi ⇒ Ai for all i, then
S ⊢ ∆ ⇒ B.

Γ1 ⇒ A1 . . . Γn ⇒ An

∆ ⇒ B

Moreover, R is said to be derivable in S if there is a derivation
from Γ1 ⇒ A1, . . . , Γn ⇒ An to ∆ ⇒ B in S.

To accommodate the Gentzen system to partial logics, we
need some concepts of partial semantics. In the Beth tableau,
It is assumed that V is a partial valuation function assigning
the values 0 or 1 to an atomic formula p. We can then set
V (p) = 1 for p on the left-hand side and V (p) = 0 for p
on the right-hand side in an open branch of the tableau. To
deal with an uncertain concept in many-valued semantics, we
need to introduce the consequence relation [5]. Pre and Cons
represent the sequent premise and conclusion, respectively, and
1 represents true and 0 false. First, we define the following
concept of consequence relation C1.

(C1) for all V , if V (Pre) = 1, then V (Cons) = 1.

In C1, if Pre is evaluated as 1, then Cons preserves 1. Here,
we define a classical Gentzen system.

Definition 14. The sequent calculus for the classical proposi-
tional logic CL is defined as follows:

Axiom: A⇒ A (ID)
Sequent rules:

Γ ⇒ ∆
A,Γ ⇒ ∆, A

(Weakening)

Γ, A⇒ ∆ Γ ⇒ A,∆

Γ ⇒ ∆
(Cut)

A,Γ ⇒ ∆

Γ ⇒ ∆,∼A (∼R)
Γ ⇒ ∆, A

∼A,Γ ⇒ ∆
(∼L)

Γ ⇒ ∆, A Γ ⇒ ∆, B

Γ ⇒ ∆, A ∧B (∧R)
A,B,Γ ⇒ ∆

A ∧B,Γ ⇒ ∆
(∧L)

Γ ⇒ ∆, A,B

Γ ⇒ ∆, A ∨B (∨R)
A,Γ ⇒ ∆ B,Γ ⇒ ∆

A ∨B,Γ ⇒ ∆
(∨L)

Γ ⇒ ∆,∼A,B
Γ ⇒ ∆, A→ B

(→R)

Γ,∼A⇒ ∆ B,Γ ⇒ ∆

A→ B,Γ ⇒ ∆
(→L)

Theorem 5. The logic for C1 is axiomatized by the Gentzen
sequent calculus CL.

Proof: See [12],[11],[15].
Next, we define the sequent calculus GC1 for C1 that

can be obtained by adding the following rules to CL without
(∼R) such as CL\{(∼ R)}, where, ”\” implies that the rule
following ”\” is excluded:

Γ ⇒ ∆, A

Γ ⇒ ∆,∼∼A (∼∼R)
A,Γ ⇒ ∆

∼∼A,Γ ⇒ ∆
(∼∼L)

Γ ⇒ ∆,∼ A,∼ B

Γ ⇒ ∆,∼(A ∧B)
(∼∧R)

∼A,Γ ⇒ ∆ ∼B,Γ ⇒ ∆

∼ (A ∧B),Γ ⇒ ∆
(∼∧L)

Γ ⇒ ∆,∼A Γ ⇒ ∆,∼B
Γ ⇒ ∆,∼ (A ∨B)

(∼ ∨R)

∼A,∼B,Γ ⇒ ∆

∼(A ∨B),Γ ⇒ ∆
(∼ ∨ L)

It is worth noting that the three-valued logic by Kleene has
no tautology. Thus, to define a consequence relation, a tableau
system for a three-valued logic is formalized [11] [15]. Then,
the consequence relation C2 is defined as follows:

(C2) for all V , if V (Pre) = 1, then V (Cons) ̸= 0.

C2 is interpreted as exclusion; then, the consequence relation
C2 is regarded for Kleene’s strong three-valued logic K3. As
the semantics for C2, we define the extension of the valuation
function V C2(p) for an atomic formula p as follows:

T =def V
C2(p) = 1 =def V

C2(p) = 1 and V C2(p) ̸= 0,
F =def V

C2(p) = 0 =def V
C2(p) = 0 and V C2(p) ̸= 1,
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N =def V
C2(p) = {} =def V

C2(p) ̸= 1 and V C2(p) ̸= 0.

The interpretation of C2 by the partial semantics is given
as follows:

Definition 15. Γ |=s φ iff there is no φ that is not F under
V C2 (in the three-valued {T,F,N}) and for all γ ∈ Γ, γ is
T under V C2.

The Gentzen-type sequent calculus GC2 axiomatizes C2
[15][11]. We are now in a position to define GC2. For GC2,
the principle of explosion (ex falso quodlibet (EFQ)), defined
below, is added to TG1\{(∼ L)}.

(EFQ) A,∼ A⇒
Definition 16. The sequent calculus GC2 is defined as fol-
lows:
GC2 := {(ID), (Weakening), (Cut), (EFQ), (∧R), (∧L),

(∨R), (∨L), (→R), (→L), (∼∼R), (∼∼L),
(∼∧R), (∼∧L), (∼ ∨R), (∼ ∨ L)}.

GC2 can be interpreted as truth preserving
with the matrix of a three-valued logic defined as
⟨{T, F,N}, {T}, {∼,∨,∧,→}⟩. For the rule (∼L) obtained
from (EFQ), GC2 and GC1 are equivalent.

Theorem 6. GC2 = GC1.
Proof: (EFQ) can be considered as (∼L); then, double

negation and the de Morgan laws in GC2 are obtained.

In the classical interpretation of CL, the law of excluded
middle (EM) holds but not in C2.

Then, the rule C2 for the Gentzen system is axiomatized
as GC2.

Theorem 7. C2 can be axiomatized by the sequent calculus
GC2.

Proof: See [11][15].

Theorem 8. In the model for C2, S, DL-language L, and
formula φ, it is not the case that M |=+

v φ and M |=−
v φ

hold.
Proof: Only the proof for ∼ and ∧ will be provided. It can

be carried out by induction on the complexity of the formula.
The condition of consistent implies that it is not the case that
φ ∈ S+ and φ ∈ S−. Then, it is not the case that M |=+

v φ
and M |=−

v φ.

∼: We assume that M |=+
v ∼ φ and M |=−

v ∼ φ hold.
Then, it follows that M |=+

v φ and M |=−
v φ. This is a

contradiction.

∧: We assume that M |=−
v φ∧ψ and M |=+

v φ∧ψ hold.
Then, it follows that M |=+

v φ, M |=+
v ψ and either M |=−

v φ
or M |=−

v ψ. In either case, there is a contradiction.

Next, we provide another consequence relation with a
different interpretation for the third-value below.

(C3) for all V , if V (Pre) ̸= 0, then V (Cons) = 0.

C3 is interpreted as exhaustion, then the consequence relation
C3 is for Logic for Paradox [16]. As the semantics for C3, we
define the extension of the valuation function V C3(p) for an
atomic formula p as follows:

T =def V
C3(p) = 1 =def V

C3(p) = 1 and V C3(p) ̸= 0,
F =def V

C3(p) = 0 =def V
C3(p) = 0 and V C3(p) ̸= 1,

B =def V
C3(p) = {1, 0} =def V

C3(p) = 1 and V C3(p) = 0.

The interpretation of C3 by the partial semantics is given
as follows:

Definition 17. Γ |=v φ iff there is φ that is T under V C3

(in the three-valued {T,F,B}) and for all γ ∈ Γ, γ is not F
under V C3.

The Gentzen sequent calculus GC3 is obtained from GC2,
replacing EFQ with EM (excluded middle) as an axiom:

(EM) ⇒ A,∼A

Definition 18. The sequent calculus GC3 is defined as fol-
lows:
GC3 := {(ID), (Weakening), (Cut), (EM), (∧R), (∧L),

(∨R), (∨L), (→R), (→L), (∼∼R), (∼∼L),
(∼∧R), (∼∧L), (∼ ∨R), (∼ ∨ L)}.

Theorem 9. C3 can be axiomatized by the Gentzen calculus
GC3.

Proof: GC3 can be obtained by deriving double negation
and two de Morgan laws in GC3. The (∼R) rule can be
provided as EM.

Next, we extend consequence relation C4 as follows:

(C4) for all V , if V (Pre) ̸= 0, then V (Cons) ̸= 0.

C4 is regarded as a four-valued logic since it allows for
an inconsistent valuation. We are now in a position to define
Belnap’s four-valued logic B4.

As the semantics for GC4, Belnap’s B4 is adopted here.
We define the extension of the valuation function V C4(p) for
an atomic formula p as follows:

T =def V
C4(p) = 1 =def V

C4(p) = 1 and V C4(p) ̸= 0,
F =def V

C4(p) = 0 =def V
C4(p) = 0 and V C4(p) ̸= 1,

N =def V
C4(p) = {} =def V

C4(p) ̸= 1 and V C4(p) ̸= 0,
B =def V

C4(p) = {1, 0} =def V
C4(p) = 1 and V C4(p) = 0.

The interpretation of C4 by the partial semantics is given as
follows:

Definition 19. Γ |=v φ iff there is no φ that is not F under
V C4 (in 4) and for all γ ∈ Γ, γ is not F under V C4.

Definition 20. The sequent calculus GC4 is defined as fol-
lows:
GC4 := {(ID), (Weakening), (Cut), (∧R), (∧L),

(∨R), (∨L), (∼∼R), (∼∼L),
(∼∧R), (∼∧L), (∼ ∨R), (∼ ∨ L)}.

Theorem 10. C4 can be axiomatized by the sequent calculus
GC4.
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Proof: GC4 can be obtained by deriving double negation
and two de Morgan laws in GC4. The (F∼) rule can be
provided as EM.

VI. EXTENSION OF MANY-VALUED SEMANTICS

We introduce three-valued logics and provide some rela-
tionship and properties between the consequence relations we
denotated in the previous section.
Kleene’s strong three-valued logic: Kleene proposed three-
valued logics to deal with undecidable sentences in connection
with recursive function theory [17]. Thus, the third truth-
value can be interpreted as undecided in the strong Kleene
logic K3, which is of special interest to describe a machine’s
computational state. K3 can give a truth value to a compound
sentence even if some of its parts have no truth value. Kleene
also proposed the weak three-valued logic in which the whole
sentence is undecided if any component of a compound
sentence is undecided.

The truth tables for K3 are defined as follows:

∼ T F N
F T N

∧ T F N
T T F N
F F F F
N N F N

∨ T F N
T T T T
F T F N
N T N N

→ T F N
T T F N
F T T T
N T N N

The implication → can be defined in the following way:

A→ B =def ∼A ∨B

The axiomatization of K3 by a Gentzen-type sequent
calculus can be found in the literature [5].

Let |= be the consequence relation of K3. Then, we have
the following Gentzen-type sequent calculus GK3 for K3,
which contains an axiom of the form

X |= Y ifX ∩ Y ̸= ∅
and the rules (Weakening), (Cut), and

A |= ∼∼A, ∼∼A |= A, A,∼A |=,
A,B |= A ∧B, A ∧B |= A, A ∧B |= B,

∼A |= ∼(A ∧B), ∼B |= ∼(A ∧B),

∼(A ∧B) |= ∼A,∼B.

GC2 is considered as Kleene’s strong three-valued logic
K3. The implication of K3 does not satisfy the deduction
theorem. In addition, A→ A is not a theorem in K3.

Theorem 11. |=K3 = ⊢C2, where |=K3 denotes the conse-
quence relation of K3.

Proof: By induction on K3 and GC2. It is easy to trans-
form each proof of K3 into GC2. The converse transformation
can be also presented.

Łukasiewicz three-valued logic: Łukasiewicz’s (1920) three-
valued logic was proposed in order to interpret a future
contingent statement in which the third truth-value can be read
as indeterminate or possible. Thus, in Łukasiewicz’s three-
valued logic L3, neither the law of excluded middle nor the

law of non-contradiction holds. The difference between K3 and
L3 lies in the interpretation of implication, as the truth table
indicates.

It is also possible to describe the Hilbert presentation of L3.
Let ⊃ be the Łukasiewicz implication. Then, we can show the
following axiomatization of L3 due to Wajsberg. It has been
axiomatized by Wajsberg (1993) in [5] using a language based
on (∨,⊃,∼), the modus ponens rule and the following axioms:

(W1) (p ⊃ q) ⊃ ((p ⊃ r) ⊃ (p ⊃ r)),
(W2) (∼p ⊃ ∼q) ⊃ (q ⊃ p)),
(W3) (((p ⊃ ∼p) ⊃ p) ⊃ p).

They are closed under the rules of substitution and modus
ponens. Unlike in K3, A ⊃ A is a theorem in L3. It is noted,
however, that the philosophical motivation of L3 in connection
with Aristotelian logic can be challenged. For a review of
various three-valued logics, see Urquhart [5].

⊃ T F N
T T F N
F T T T
N T N T

The definition of the semantic relation for the implication
of L3 is obtained by replacing the implication in Definition 11
with the following definition:
M |=+

v φ→ ψ iff M |=−
v φ or M |=+

v ψ or
(M ̸|=+

v φ and M ̸|=−
v φ and M ̸|=+

v ψ and M ̸|=−
v ψ).

M |=−
v φ→ ψ iff M |=+

v φ and M |=−
v ψ.

Logic of Paradox (LP): Logic of Paradox (LP) has been
studied by Priest [16], which is one of the paraconsistent
logics excluding EFQ. As motivation for paraconsistent logics
in general, LP can treat various logical paradoxes and Dialethe-
ism, which is a philosophical position that admits some true
contradictions. GC3 is taken as a sequent calculus of LP [18],
and the truth table of LP can be obtained K3’s truth value N
replaced with B.
The definition of the semantic relation for the implication of
GC3 is obtained by replacing the implication in Definition 11
with the following definition.
M |=+

v φ→ ψ iff M ̸|=+
v φ or M ̸|=−

v ψ or
(M |=+

v φ and M |=−
v φ and M |=+

v ψ and M |=−
v ψ).

M |=−
v φ→ ψ iff M |=+

v φ and M |=−
v ψ.

Belnap’s four-valued logic: In section III, we have already
seen the Belnap’s four-valued logic. In addition to section III,
we define the truth tables for ∼, ∧, and ∨.

In this paper, the implication of B4 is defined with ∼ and
∨ and it does not hold for the rule of modus ponens because
the disjunctive syllogism does not hold.

∼ T F N B
F T N B

∧ T F N B
T T F N B
F T T T T
N T T T T
B T F N B

∨ T F N B
T T F N B
F T T T T
N T T T T
B T F N B
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The aim of this paper is to present many-valued semantics
for the decision logic. There are three candidates of conse-
quence relations for the enhancement in the decision logic.
GC2, which was discussed above, is interpreted as strong
Kleene three-valued logic. The value of a proposition is neither
true nor false in GC2. In this case, the designated value of GC2
is defined as {T, N}. GC3 is a paraconsistent logic, and its
designated valued is defined as {T, B}. The paraconsistent
logic does not hold for the principle of explosion (ex falso
quodlibet); therefore, it is possible to interpret the consequence
relation by C3. GC4 is obtained from C4 based on four-
valued semantics and interpreted as both paracomplete and
paraconsistent.

Here, we present the extended version of many-valued
logics with weak negation ¬. Weak negation represents the
lack of truth. The assignment of weak negation is defined as
follows:

∥¬φ∥s =
{
T if ∥φ∥s ̸= T

F otherwise

Weak implication is defined as follows:

A→w B =def ¬A ∨B

The assignment of weak implication is defined as follows:

∥A→w B∥s =
{
∥B∥s if ∥A∥s ∈ D
T if ∥A∥s ̸∈ D

We represent the truth tables for ¬ and →w below.

¬ T F N B
F T T F

→w T F N B
T T F N B
F T T T T
N T T T T
B T F N B

The semantic relation for weak negation is as follows:

M |=+
v ¬φ iff M ̸|=+

v φ,

M |=−
v ¬φ iff M |=+

v φ.

We try to extend many-valued logics with weak negation
and weak implication. This regains some properties that some
many-valued logics lack, such as the rule of modus ponens and
the decision theorem. Obviously, L3 recovers some properties
that K3 lacks and L3’s implication and weak implication has
a close relationship.

Weak negation can represent the absence of truth. However,
∼ can serve as strong negation to express the verification of
falsity. Note also that weak implication obeys the deduction
theorem. This means that it can be regarded a logical implica-
tion. We can also interpret weak negation in terms of strong
negation and weak implication:

¬A =def A→w ∼A

We define the sequent rules for (¬) and (→w) as follows:

Γ, A⇒ ∆

Γ ⇒ ¬A,∆ (¬R)
Γ ⇒ A,∆

Γ,¬A⇒ ∆
(¬L)

A,Γ ⇒ ∆, B

Γ ⇒ ∆, A→w B
(→wR)

B,Γ ⇒ ∆ Γ ⇒ ∆, A

A→w B,Γ ⇒ ∆
(→wL)

GC2, GC3, and GC4 have additional rules of weak negation
and weak implication, and we obtain GC2+, GC3+, and
GC4+. GC2+ is the same as the extended Kleene logic EKL,
that was proposed by Doherty [19] as the underlying three-
valued logic for the non-monotonic logic and is provided with
the deduction theorem.

GC4+ is interpreted as both paracomplete and paracon-
sistent. This prevents the paradox of material implication of
classical logic.

Here, it is observed that L3 can be naturally interpreted in
GC2+. The Łukasiewicz implication can be defined as

A ⊃ B =def (A→w B) ∧ (∼B →w ∼A)

Next, we present the interpretation of weak negation for
consequence relations C2, C3, and C4, which are interpreted
as K3, LP, and B4, respectively.

∥¬A∥C2 =

{
F if ∥A∥ = T

T if otherwise

∥¬A∥C3 =

{
T if ∥A∥ = F

F if otherwise

∥¬A∥C4 =

{
F if ∥A∥ = T or B

T if ∥A∥ = F or N

We consider an application of weak negation for the
interpretation of rough sets.

Example 3. Suppose the definition of a decision table is the
same as Example 1.

U = {x1, x2, x3, x4, x5, x6, x7, x8}

Attribute: C = {c1, c2, c3, c4}
c1 = {x1, x4, x8}, c2 = {x2, x5, x7}, c3 = {x3},
c4 = {x6}
U/C = c1 ∪ c2 ∪ c3 ∪ c4

Any subset X = {x3, x6, x8}
POSC(X) = c3 ∪ c4 = {x3, x6}
BNC(X) = c1 = {x1, x4, x8}
NEGC(X) = c2 = {x2, x5, x7}

The interpretation of the consequence relation C4 for weak
negation in the decision table is defined as follows:

If |Cc3|S ⊆ POSC(X) then ¬∥Cc3∥v = F,

If |Cc2|S ⊆ NEGC(X) then ¬∥Cc2∥v = T,

If |Cc2|S ̸⊆ POSC(X)∪NEGC(X) then ¬∥Cc2∥v = T,

If |Cc1|S ⊆ BNC(X) then ¬∥Cc1∥v = F.
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VII. SOUNDNESS AND COMPLETENESS

The soundness and completeness theorem is shown for the
sequent system GC4+. Other systems can be adopted in a
similar way for GC4+. GC4+, which was discussed above, is
interpreted as one Belnap’s four-valued logic B4 extended with
weak negation and weak implication. The sequent calculus
GC4+ is defined as follows:

GC4+ := {(ID), (Weakening), (Cut), (∧R), (∧L),
(∨R), (∨L), (∼∼R), (∼∼L), (∼∧R), (∼∧L),
(∼∨R), (∼∨L), (¬R), (¬L), (→wR), (→wL)}

It is assumed that GC4+ is the basic deduction system for
decision logic obtained from C4 with weak negation and weak
implication. This prevents the paradox of material implication
of classical logic.

As the semantics for GC4+, Belnap’s B4 is adopted here;
we obey the definition of the valuation function V C4(p).

Lemma 12. The validity of the inference rules

1) The axioms of GC4+ are valid.
2) For any inference rules of GC4+ and any valuation s,

if s satisfies all of the formulas of Pre, then s satisfies
Cons.

Proof: 1) In GC4+, the axiom (ID) and structural rules
(weakening) and (cut) preserve validity.

For 2), the proof for (¬R), (→wL), and (∼∧L) will be
provided.
(¬R):

Γ, A⇒ ∆

Γ ⇒ ¬A,∆ (¬R)

Suppose that |=GC4+ Γ, A ⇒ ∆. Then, either (1) v(γ) ̸=
T for some γ ∈ Γ or v(δ) ̸= F for some δ ∈ ∆ or (2)
v(A) ̸= T. If (1) holds, then clearly |=GC4+ Γ ⇒ ¬A,∆
iff |=−

GC4+ Γ or |=+
GC4+ ∆,¬A. If (2) holds, then from the

definition of ¬, it follows that v(¬A) = T and then |=GC4+

Γ ⇒ ¬A,∆.
(→wL):

B,Γ ⇒ ∆ Γ ⇒ ∆, A

A→w B,Γ ⇒ ∆
(→wL)

Suppose that |=GC4+ B,Γ ⇒ ∆, and Γ ⇒ ∆, A. Then,
either (3) v(γ) ̸= T for some γ ∈ Γ or v(δ) ̸= F for some
δ ∈ ∆ or (4) v(B) ̸= F and v(A) ̸= T. If (3) holds, then
clearly |=GC4+ A→wB,Γ ⇒ ∆. If (4) holds, then from the
semantic relation of →w, it follows that v(A→wB) ̸= F and
again |=GC4+ A→wB,Γ ⇒ ∆.
(∼∧L):

∼A,Γ ⇒ ∆ ∼B,Γ ⇒ ∆

∼ (A ∧B),Γ ⇒ ∆
(∼∧L)

Suppose that |=GC4+ ∼A,Γ ⇒ ∆, and |=GC4+ ∼B,Γ ⇒
∆. Then, either (5) v(γ) ̸= T for some γ ∈ Γ or v(δ) ̸= F for
some δ ∈ ∆ or (6) v(∼A) ̸= F or v(∼B) ̸= F. If (5) holds,
then clearly |=GC4+ ∼(A ∧ B), Γ ⇒ ∆. If (6) holds, then
from the definition of ∧, it follows that v(A∧B) ̸= T, whence
v(∼(A∧B)) = T, and again |=GC4+ ∼(A∧B), Γ ⇒ ∆.

Lemma 13 (Soundness of GC4+). If ⊢GC4+ Γ ⇒ ∆ is
provable in GC4+, then |=GC4+ Γ ⇒ ∆.

Proof: If the sequent Γ ⇒ ∆ is an instance of axiom (ID),
then Γ ⇒ ∆ is valid in GC4+. By induction on the depth of a
derivation of Γ ⇒ ∆ in GC4+, it follows, by Lemma 12, that
the sequent Γ ⇒ ∆ is valid in GC4+.

We are now in a position to prove the completeness
of GC4+. The proof below is similar to the Henkin proof
described in Avron [3].

Theorem 14 (Completeness of GC4+). The sequent calcu-
lus GC4+ is sound and complete for |=GC4+ .

Proof: Let us denote the provability in GC4+ by ⊢GC4+ .
For any sequent Σ over the language of GC4+,

⊢GC4+ Σ if Σ has a proof in GC4+.
We have to prove that, for any sequent Σ over the language

of GB4+,
|=GC4+ Σ iff ⊢GC4+ Σ.

The backward implication, representing the soundness of the
system, follows immediately from Lemma 13. To prove the
forward implication completeness, we argue by contradiction.
Suppose Σ is a sequent such that ̸⊢GC4+ Σ. We shall prove
that ̸|=GC4+ Σ. Let us assume that the inclusion and union of
sequents are defined componetwise, i.e.,

(Γ′ ⇒ ∆′) ⊆ (Γ′′ ⇒ ∆′′) iff Γ′ ⊆ Γ′′ and ∆′ ⊆ ∆′′,

(Γ′ ⇒ ∆′) ∪ (Γ′′ ⇒ ∆′′) = Γ′,Γ′′ ⇒ ∆′,∆′′.

A sequent Σ0 is called saturated if it is closed under all of
the rules in GC4+ applied backwards. More exactly, for any
rule r in GC4+ whose conclusion is contained in Σ0, one of
its premises must also be contained in Σ0 (for a single premise
rule, this means its only premise must be contained in Σ0). For
example, if Σ0 = (Γ0 ⇒ ∆0) is saturated and (A→ B) ∈ ∆0,
then in view of the rules (→R), we must have both ∼A ∈ ∆
and B ∈ ∆. In turn, if (A → B) ∈ Γ0, then in view of the
rule (→L), we must have either ∼A ∈ Γ or B ∈ Γ.

Let Σ = (Γ ⇒ ∆) be any sequent. We shall first prove that
Σ can be extended to a saturated sequent Σ∗ = (Γ∗ ⇒ ∆∗),
which is not provable in GC4+. If Σ is already saturated, we
are done. Otherwise, we start with the sequent Σ and expand it
step by step by closing it under the subsequent rules of GC4+

without losing the non-provability property. Specifically, we
define a sequence Σ0,Σ1,Σ2, . . . such that

1) Σi−1 ⊆ Σi for each i ≥ 1,
2) Σi is not provable.

We take Σ0 = Σ1 = Σ; then, conditions 1 and 2 above
are satisfied for i = 1. Assume that we have the constructed
sequents Σ0,Σ1, . . . ,Σk satisfying those conditions, and Σk

is still not saturated. Then, there is a rule

r =
Π1 · · · Πl

Π
in GC4+ such that Π ⊆ Σk but Πi ̸⊆ Σk for i = 1, . . . , l.

Since Σk is not provable, there must be an i such that
Σk ∪ Πi is not provable. Indeed, if Σi ∪ Πi were provable
for all i, 1 ≤ i ≤ l, then we could deduce Σk ∪ Π from the
provable sequents Σk∪Πi, i = 1, . . . , l, using rule r, which in
view of Σk ∪Π = Σk would contradict the fact that Σk is not
provable. Thus, there is an i0, 1 ≤ i0 ≤ l, such that Σk ∪Πi0
is not provable, and we take Σk+1 = Σk∪Πi0 . Obviously, the
sequents Σ0,Σ1, . . . ,Σk+1 satisfy conditions 1 and 2 above.
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Since all of the rules in GC4+ have the subformula
property, it is clear that after a finite number n of such steps,
we will have added all possible premises of the rules r in
GC4+ whose conclusions are contained in the original sequent
Σ or its descendants in the constructed sequence, obtaining a
saturated extension Σ∗ = Σn of Σ, which is not provable in
GC4+.

Thus, we have

• Σ∗ = (Γ∗ ⇒ ∆∗) is closed under the rules in GC4+

applied backwards,

• Γ ⊆ Γ∗,∆ ⊆ ∆∗,

• ⊢GC4+ Σ∗.

We use Σ∗ to define a counter-valuation for Σ, i.e., a legal
valuation v under the model of GC4+ such that v |=GC4+

Σ. For any propositional symbol p ∈ P evaluated with the
function defined in Definition 10, namely, we put:

v(p) =


T if p ∈ Γ and p ̸∈ ∆

F if ∼p ∈ Γ and ∼p ̸∈ ∆

B if {p,∼p} ∈ Γ

N otherwise

(1)

For the valuation for the strong negation in GC4+, define
the following:

v(¬p) =
{
T if v(p) ∈ {F,N}
F if v(p) ∈ {T,B} (2)

For any A,B of the set of all well-formed formulas of
GC4+,

v(∼A) = ∼v(A) (3)

v(A→w B) =


T if v(A) ̸= T or v(B) ̸= F

F if v(A) = T and v(B) = F

otherwise

(4)

It is easy to see that v defined as above is a well-defined
mapping of the formulas of GC4+ into 4. Indeed, as Σ∗ is not
provable in GC4+, then by (1), v(p) is uniquely defined for
any propositional symbol p, whence by (2, 3), v(φ) is uniquely
defined for any well-formed formula.

Moreover, by (2, 3), v is a legal interpretation of the
language of GC4+ under the interpretation of GC4+, for the
interpretations of ∼,→w under v are compliant with the truth
tables of those operations for this interpretation.

As Σ∗ is an extension of Σ, in order to prove that ̸|=GC4+

Σ, it suffices to prove that ̸|=GC4+ Σ∗. We should prove for
any well-formed formulas φ,

|=GC4+ γ for any γ ∈ Γ∗, ̸|=GC4+ δ for any δ ∈ ∆∗. (5)

Equation (5) is proved by structural induction on the
formulas in S = Γ∗ ∪∆∗.

We begin with literals in S, having the form of either p or
∼p, where p ∈ P . We have the following cases:

• φ = p. Then, by (1) and the fact that Γ∗ and ∆∗

are disjoint (for otherwise Σ∗ would be provable), we
have: v(φ) ̸= F if φ ∈ Γ∗ and v(φ) ̸= T if φ ∈ ∆∗

• φ = ∼p. If φ ∈ Γ∗, then by (1), v(p) ̸= T, whence
v(φ) = ∼F = T by (3). In turn, if φ ∈ ∆∗, then
φ ̸∈ Γ∗, whence v(p) ̸= F and v(φ) = ∼v(p) ̸= T.

• φ = ¬p. If φ ∈ Γ∗, then by (1) v(p) ̸= {T,B},
whence v(φ) = T by (2). In turn, if φ ∈ ∆∗, then
φ ̸∈ Γ∗, whence v(p) ̸= {F,N} and v(φ) = ∼v(p) =
F.

Here, we define the rank ρ of formula φ by

ρ(p) = 1, ρ(∼φ) = ρ(φ) + 1, ρ(φ→ ψ) = ρ(φ) + ρ(ψ) + 1

Now we assume that the definition in (5) is satisfied for the
formulas in S of rank up to n and suppose that A,B ∈ S are
at most of rank n. We prove that (5) holds for ∼B, B ∧ C
and B ∨ C.

We begin with negation. Let φ = ∼A. As the case of
A = p ∈ P has already been considered, it remains to consider
the following two cases:

• A = ∼B. Then, we have φ = ∼∼B.
◦ If φ ∈ Γ∗, then by rule (∼∼L), we have B ∈

Γ∗, since Σ∗ is a saturated sequent. Hence, by
inductive assumption, v(B) = T, and by (3),
v(φ) = ∼∼T = T.

◦ In turn, if φ ∈ ∆∗, then by rule (∼∼R),
we have B ∈ ∆∗, whence by inductive as-
sumption, v(B) = F, and in consequence,
v(φ) = ∼∼F = F.

• A = B ∧ C. We again have two cases:
◦ If φ ∈ Γ∗, then by rule (∼∧L), we have

∼B,∼C ∈ Γ∗ since Σ∗ is saturated. Hence, by
inductive assumption, v(B) ̸= T and v(C) ̸=
T (because v(∼B) ̸= F and v(∼C) ̸= F).
Thus, by the truth table v(B ∧ C) ̸= T;
therefore, v(φ) = ∼F = T.

◦ If φ ∈ ∆∗, then by rule (∼∧R), we have either
∼B ∈ ∆∗ or ∼C ∈ ∆∗. By inductive assump-
tion, this yields either v(B) ̸= T or v(C) ̸= T.
Thus, by the truth table, v(B ∧ C) ̸= T,
whence v(φ) = ∼T = F.

• A = B ∨ C. We again have two cases:
◦ If φ ∈ Γ∗, then by rule (∼∨L), we have

∼B,∼C ∈ Γ∗ since Σ∗ is saturated. Hence, by
inductive assumption, v(B) ̸= T and v(C) ̸=
T (because v(∼B) ̸= F and v(∼C) ̸= F).
Thus, v(B ∨ C) ̸= T, and v(φ) = ∼F = T.

◦ If φ ∈ ∆∗, then by rule (∼∨R) we have
either ∼B ∈ ∆∗ or ∼C ∈ ∆∗. By inductive
assumption, this yields either v(B) ̸= F or
v(C) ̸= F. Thus, v(B ∨ C) ̸= F, whence
v(φ) ̸= T = F.

It remains to consider implication. Let φ = A→w B. We
have the following two cases:

• φ ∈ Γ∗. Then, as Σ∗ is saturated, by rule (→wL), we
have either A ∈ ∆∗ or B ∈ Γ∗. In view of (1) and (3),
and the fact that φ ̸∈ ∆∗, this yields either v(A) ∈
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{F,N} or v(B) ∈ {T,B}. Thus v(A →w B) ̸= F,
and v(φ) = T.

• φ ∈ ∆∗. Then, as Σ∗ is saturated, by rules (→wR)
we have A ∈ Γ∗ and B ∈ ∆∗. In view of (1) and (3),
and the fact that φ ̸∈ Γ∗, this yields v(A) ∈ {T,B}
and v(B) ∈ {F,N}, thus, v(A →w B) ̸= T, and
v(φ) = F.

Thus, (5) holds, and |=GC4+ Σ, which ends the complete-
ness proof.

GC4+ may be one candidate for the extended version of
decision logic that is needed to handle uncertain information
and be tolerant to inconsistency.

VIII. CONCLUSION AND FUTURE WORK

In this paper, we propose an extension of the decision logic
of rough sets to handle uncertainty, ambiguity and inconsistent
states in information systems based on rough sets. We inves-
tigate some properties of information system based on rough
sets and define some characteristics of a certain relationship for
the interpretation of truth values. We obtain some observations
for a relationship between the interpretation with four-valued
truth values and the regions defined with rough sets. To handle
these characteristics we have introduced partial semantics with
consequence relations for the axiomatization with many-valued
logics and proposed a unified formulation of the decision logic
of rough sets and many-valued logics. We also extend the
language of many-valued logics with weak negation to enable
the deduction theorem or the rule of modus ponens. We have
shown that the system GC4+ is sound and complete with
Belnap’s four-valued semantics.

In future work, the extension of language should be
investigated, e.g., an operator to handle the granularity of
objects or the uncertainty of a proposition, which is related
to some kind of modal operators to recognize the crispness
of objects. In this paper, we introduce rules of weak negation
and weak implication to extend many-valued logics to handle a
deduction system more usefully. To grasp the information state
represented with information in detail, another extension of
language should be investigated, such as modal type operators
in a paraconsistent version of Łukasiewicz logic J3 [20].
Furthermore, we need to investigate another version of decision
logics based on an extended version of rough set theories, e.g.,
the variable precision rough set (VPRS) [21]. VPRS models
are an extension of rough set theory, which enables us to treat
probabilistic or inconsistent information in the framework of
rough sets. By these further investigations, a much more useful
version of extended decision logic is expected for practical
application and actual data analytics.
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Abstract—Mobile Enterprise Applications are becoming more and
more relevant to enterprises as the dissemination of smartphones
has risen over the last decade. However, developing these ap-
plications is a very challenging and resource-intensive task. In
this context, prototyping can lead to several benefits, including
a better app usability. While Mobile Enterprise Applications
are often used to support or carry out business processes, no
low-code mobile prototyping approach exists that is based on
business process models and is adapted to the needs of non-
developers. In this paper, we present the tool Pro2Screen that fills
this gap. The tool uses a Business Process Model and Notation
(BPMN) model annotated with screen designs as a source for
generating a prototype. The prototype is integrated with a
business process execution engine that runs the business process.
To demonstrate the effectiveness of Pro2Screen, we present a user
study with experts from the field of Mobile Enterprise application
development. The user study shows that the approach is able
to tackle important aspects of prototyping in Mobile Enterprise
Application development and enables practitioners with little or
no coding experiences to develop prototypes that closely resemble
functional aspects of a final product.

Keywords–Mobile Enterprise Application; BPMN; Process
Model; Prototyping.

I. INTRODUCTION

Since the beginning of the decade, mobile applications have
become more and more ubiquitous. This trend also reached
enterprises, where employees expect to use smartphone apps
for their daily work with the high usability they are accustomed
to from using consumer apps. These expectations and the
continuously and fast changing ecosystem of mobile app
development pose a significant difficulty for the development
of Mobile Enterprise Applications (MEA). In our previous
work, we proposed the prototyping approach Pro2Screen for
MEAs [1] that is extended in this paper.

MEAs differ from regular consumer apps in several ways,
e.g., they are often used to support some kind of business pro-
cess, have only few potential users in comparison to consumer
apps and need to adhere to enterprise specific guidelines [2].
Integrating business processes into mobile applications means
implementing new interfaces to process engines and adhering
to process guidelines are some of the challenges for MEA
development that are caused by MEA-specific aspects. Since
other aspects of mobile application development also need to
be taken care of, these factors contribute to developing MEAs
being a time consuming and expensive process.

To reduce the effort required to develop mobile applications
in general, prototyping can be used. A good prototyping pro-
cess can prevent misunderstandings and make the conceptual
phase of the development process prior to coding significantly
easier to handle and therefore reduce costs [3][4]. More
important, this can also allow a better usability of the final
product which will improve the willingness of employees to
use the final MEA. However, no prototyping tool that supports
all of the aforementioned aspects of MEAs exists. To our
knowledge, there is no prototyping approach that caters to the
business process aspect of this type of application and does
not require coding.

This paper is an extension of [1], which presented the
prototyping approach Pro2Screen. Pro2Screen focuses on us-
ing business process models [5] as the primary source for
MEA prototypes. Our approach enables designers and business
engineers to create prototypes with several user roles and
process steps that connect these roles. For the creation of
the prototype, no coding experience or background in formal
modeling is required. This is accomplished by annotating
visual representations of business process models with screen
designs and creating a prototype using code generation and
business process execution engines that can interpret and
automatically execute business processes.

The description of the approach is extended by a discus-
sion of an evaluation with MEA development experts and
a discussion of the results of the approach. The evaluation
consists of a user study, where users were given a task to fulfill
using Pro2Screen and answer a survey. This work is embedded
into the scope of the Prototyping Framework for Mobile
App Design in Large Enterprises (PROFRAME) [6]. The
presented work will lay the foundation for the implementation
of PROFRAME.

The remainder of this paper is structured as follows:
Section II gives a brief overview on related work and identifies
the research gap. The general approach of this paper is
presented in Section III. Details on the behavioural model-
ing of the prototypes are given in Section III-A, designing
screens is discussed in Section III-B and code generation
and prototype execution are presented in Section III-C. The
implementation is described in Section III-D. A user study
and its results are presented in Section IV. The methodology
of the evaluation is discussed in Section IV-A. Section IV-B
presents the questionnaire. Results of the questionnaire are
discussed in Section IV-C. Section V discusses advantages



128

International Journal on Advances in Intelligent Systems, vol 11 no 1 & 2, year 2018, http://www.iariajournals.org/intelligent_systems/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

V
ac

at
io

n 
R

eq
ue

st

E
m

pl
oy

ee
H

um
an

 R
es

ou
rc

e
s

S
up

er
vi

so
r

Apply For
Vacation

Rejected
Vacation
Request

Approve
Vacation Days

Confirm
Vacation
Approval

Make
Administration

Task

Retry

Decline

Cancel

Approve

Okay

Okay

Figure 1. Example Process

and disadvantages of Pro2Screen including findings from the
evaluation. A conclusion is given in Section VI.

II. RELATED WORK

According to [2], a huge gap between the development of
MEAs and standard non-mobile enterprise applications can be
observed. However, the demand for MEA development in the
next few years will be much higher than the supply [7]. Hence,
it is important to support a very efficient way of implementing
MEAs.

One way to improve the development of MEAs is improv-
ing the prototyping process. Several models for classifying
prototypes have been proposed in the literature. Nielsen [4]
proposed a distinction between vertical and horizontal proto-
typing fidelity. A horizontal prototype supports most function-
alities of a product, whereas a vertical prototype allows only a
few functionalities but is technically more similar to the final
product. The filter fidelity model [8] adds more dimensions to
this view, e.g., regarding interactivity, data model, weight and
many other dimensions. Breadth and depth of functionality are
also included in this model.

For prototyping mobile applications in general, many prod-
ucts and approaches can be found in the literature. However,
regarding prototyping for MEAs, only a few tools can be found
(e.g., Kony, Verivo Akula and SAP Mobile) [9]. These tools
are often focused on a specific use case or bound to a specific
platform. None of them take business process modeling into
account, so the depth of functionality according to the filter
fidelity model is low.
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Figure 2. Pro2Screen Architecture

Integrating process models into application development
has been discussed in the area of process-driven development.
AgilePDD [10] proposes an agile approach to implementing
business processes. In the prototyping phase of this process,
business process models are used to define the behaviour of the
prototype. While this approach seems promising, it does not
define how a prototype should be generated from the process
model or how process steps should be represented as screens.
The approach is in general focused on modeling use cases with
business process models, whereas generating code from these
models is only mentioned as an option to be considered [11].

Similar work has been conducted in the area of model-
driven development using models formulated in the Business
Process Model and Notation (BPMN). BPMN [12] is the most
popular language for modeling business processes [13][14].
This area focusses on supporting the coding of applications
by generating parts of applications from BPMN models. A
platform used in this context is WebRatio [15]. WebRatio
allows the implementation of mobile applications by modeling
them in BPMN. While WebRatio can be used for prototyping,
the platform tries to help developers with a background in
coding and formal modeling and can not be used by users
not experienced with these techniques. Other approaches like
Axon.ivy [16] is a similar approach that is even more tailored
at coders.

From the presented literature, we can conclude that no
prototyping approach or tool for MEAs exists that facilitate
a high fidelity regarding the representation and integration of
business process models into the prototype and cater to the
needs of UX designers and Business Engineers that do not have
a background in coding. Also, there should be no requirement
for a deep understanding of formal modeling approaches prior
to using the tool. This issue is at the core of our research,
since a prototype that better resembles the final product can
help improve its usability.

III. APPROACH

We consider three major requirements for our work: the
tool needs to support (1) modeling a business process, (2)
designing a user interface and (3) generating a platform-
independent prototype that can be executed on mobile devices.
The basic idea of our approach is to use business process
models as the primary source for the prototype. The process
model defines the behaviour of the app. To add a graphical user
interface, the process model is annotated with screen designs
for specific parts of the business process. With this information,
a prototype for the app is generated.

In practice, several implementations of process engines
exist. They are able to interpret and execute BPMN models
and integrate business processes with several backend systems.
Therefore, BPMN is used as the process model language in the
presented prototyping tool.

An overview of the prototyping process is given in Figure
2. A Business Analyst/UX Designer uses the BPMN/Form
Modeler to create a model of the process that shall be
implemented with an app including a user interface design.
To model the process itself, one can simply use an existing
process modeling tool that supports BPMN. This can be done
in close coordination with the customer, e.g., at a kick-off-
meeting for a project. The result of this process is an extended
BPMN file. Internally, this file can then be used to generate a



129

International Journal on Advances in Intelligent Systems, vol 11 no 1 & 2, year 2018, http://www.iariajournals.org/intelligent_systems/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

Web App that cooperates with a business process engine. The
customer can then use this app as a prototype, which allows
a clear separation of the code generation and the prototype
modeling. For customization, a developer that modifies the
code generation can be included in the process.

To support the described process, answers to the following
questions are required: What aspects of a process should be
represented as screens (Section III-A)? How can screens be
designed and how can data be reused over several screens
(Section III-B)? How are prototypes generated (Section III-C)?

A. Process Model
BPMN in general is well-known for its graphical represen-

tation of business processes. An example model is shown in
Figure 1. The most important element of BPMN is the task
(e.g., Apply for Vacation). Tasks represent any kind of activity.
Several kinds of tasks exist, the kind of task is represented by
a icon at the top of a task. Apply for vacation is a user task and
Check Vacation request is a script task. User tasks require user
interaction whereas script tasks are automatically executed by
the business process engine.

To connect tasks, so called Sequence Flows that are
represented by arrows are used. Gateways (represented by
rhombuses) are used to model situations where the flow is
split, either because of decisions (x) or parallel execution
(+). The swimming pool element (Vacation Request) is used
to structure the control flow. A swimming pool can contain
multiple swimlanes (e.g., Employee) that distinguish different
domains of activity.

Our approach proposes a representation of tasks as screens:
when the model is executed, each user task corresponds to one
screen on the mobile device. A swimming pool corresponds
to an app and a swimlane corresponds to a user role. For the
example shown in Figure 1, users with role Employee would
be shown at most three different screens (Apply for Vacation,
Vacation Request Rejected and Confirm Vacation Approval)
and users with role Supervisor or HR one (Approve Vacation
Days and Start Administrative Task). Sequence flows determine
the control flow of the business process.

B. Form Modeler
To design the forms that correspond to user tasks, a

form modeler is used that is able to store screen designs as
annotations in BPMN files. The form modeler needs to add a
screen design to each user task and store the design as an
annotation in the BPMN model. A screenshot of the form
modeler that implements this idea is shown in Figure 3. The
user of the form modeler can drag and drop user interface
components (1), e.g., Plain Text, Text Inputs and Radio Buttons,
into the screen layout (2). Properties of components can be
modified using controls on the right (3).

Our approach uses a grid layout to model the screen design.
By using a grid layout, the prototype is not bound to a specific
screen size or orientation. The grid is shown as dashed lines in
the screenshot. Users can add and remove rows and columns.
Each cell in this grid can only hold one widget. To improve
the design, the user can modify row height and column width.

By modifying a component’s properties using the box on
the right (3), the user can edit several aspects regarding its
behaviour and appearance, e.g., inputs can be set as editable

and required and their label can be defined. The property
parameter (4) is used to specify parameter IDs that are used to
identify data throughout the complete business process. When
a screen is used to input data into a field with a certain
parameter ID and another screen shown later in the process has
a component with a matching parameter ID, the second screen
will show the data entered in the first screen. The parameter
IDs are identifiers in a global data space bound to a workflow.

The screen shown in the example corresponds to the task
Apply for Vacation from Figure 1. To view the data entered
in this screen, e.g., in the task Approve Vacation Days, it is
only required to add an UI component to that task and set its
parameter ID to request_reason, similar to the example
shown in Figure 3 (4).

C. Code Generation and Process Execution
The previously described steps allow the creation of an

annotated BPMN model that contains information about the
behaviour of the application, as well as the UI design. Based
on this information, code generation can be used to create a
prototype.

Besides generating app prototypes, using BPMN as a
foundation for the prototype allows execution of the process
model on a business process execution engine. To exploit
this circumstance, the generated prototype is separated into
two parts: (1) A business process engine that is given the
business process model and executes it and (2) a Web App
that interacts with the business process execution engine. The
engine controls the process and data related to it. This allows
the synchronization between prototypes for different user roles
involved in the process, which are all created in the generation
process. Also, the business process engine can be integrated
with other enterprise systems, which allows accessing real-
world data from the prototype.

D. Implementation
As a component for modeling business processes, Camunda

Modeler [17] is used. Camunda Modeler needed to be extended
to provide an interface to the form modeler. Angular [18] is
used to implement the form modeler from scratch to allow a
seamless integration with the process modeler. These compo-
nents write their data into the shared extended BPMN file.

Prototype generation form the shared BPMN document is
implemented using XSLT [19]. To support multiple mobile
platforms, the generated code uses the Ionic framework [20], a
HTML and Javascript-based Framework, as SDK. Ionic allows
the visual design of the app to be easily changed using CSS.
This supports the integration of enterprise corporate design
guidelines into the product. To execute the business process,
the Camunda Core Engine [21] is used. To interact with the
engine, the Web App uses the Camunda REST API.

IV. EVALUATION

The core of the Pro2Screen idea is to support Business
Analysts and UX Designers to develop prototypes in close
coordination with the customers. We want to evaluate the
suitability of this concept in a user study with the help of a
group of practitioners who handle these tasks in their daily
work. This evaluation shall answer the following research
questions:
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Figure 3. Form Modeler Screenshot

• Can Business Analysts and UX Designers that have no
experience in coding mobile apps develop prototypes
using Pro2Screen?

• Do practitioners see a benefit in working with the tool?
• Is experience with BPMN-based modeling tools re-

quired to work with Pro2Screen?

As described in Section III Pro2Screen consists of two
parts, the BPMN-modeler and the form modeler. In our ex-
periment, the group of practitioners worked on two subtasks:
First, model a business process using the BPMN-modeler
and second, model the corresponding interactive screens for
the app using the form modeler. Test participants filled out
questionnaires before and after completing the two subtasks. In
the following subsections the methodology, the questionnaire
and the results are described.

A. Methodology
The evaluation is carried out on two days with a total of

seven test persons. The test persons are employees of a leading
German ICT solution provider and bring along experiences
from their daily work in the process of Mobile Enterprise
Application Development from requirement analysis (Business
Engineers) or User Experience Design (UX Designers and
Consultants).

In total, a test run takes 90 minutes. Each test run is
conducted in a separate room and monitored by two test
supervisors. The test runs are carried out sequentially under the
same conditions. First, the concept of Pro2Screen is presented
by the supervisors. The aim of the testing is explained, too.
Subsequently, the test persons receive a questionnaire about
their personal experiences in the field of MEA development.
The experience with prototyping tools as well as the modeling

of a business process in BPMN are also part of this question-
naire.

Next, the test persons watch a three-part video tutorial as an
introduction to the functionality and modeling capabilities of
Pro2Screen. In this tutorial, the business process for a vacation
request from Section III-A is described in more detail. In the
first part of the tutorial the final BPMN process model with
the corresponding screens is shown. How the BPMN process
can be modeled in Pro2Screen is shown in the second part of
the tutorial. The last part of the video shows how to model the
corresponding screens in the form modeler.

Afterwards, the test persons fill out a pre-test questionnaire
with seven questions before they could use the tool inde-
pendently on the basis of two tasks: First, sketch a business
process in the BPMN modeler and second, model the screens
with the help of the form modeler. As an input for the task
to be completed, the following use case description is given
to the test participants: A procurement process involves the
roles of employee, manager and a member of the purchasing
department. The need for procurement is recognized and
initiated by the employee himself. An employee can choose
between a laptop, PC, or monitor. After successful selection,
this process is transmitted to the manager. The manager can
reject or approve the acquisition request of the employee. If
rejected, the process is sent back to the employee without
explanation. He takes note of this and ends the process. If
the acquisition request is approved by the manager, once the
employee receives a positive response regarding his applica-
tion and on the other hand, the purchasing department on the
acquisition request are informed. Both roles end the assigned
subprocess. The participants have 10 minutes to sketch this
process using the BPMN-modeler and 20 minutes to add forms
to the process using the screen modeler. After solving the
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two tasks, the post-test questionnaire is distributed. The same
questions are asked on the post-test questionnaire as on the
pre-test questionnaire.

B. Questionnaire/Survey

In this Section, the contents of the questionnaires are
presented in detail. During the evaluation three questionnaires
are distributed. The user questionnaire is used to gather infor-
mation regarding the user and experiences with BPMN and
prototyping and opinions on MEA prototyping in general.
A pre-test concept evaluation questionnaire and a post-test
questionnaire try to capture the users opinions and proficiency
of Pro2Screen before and after the users execute the task.

The experience values in the user questionnaire relate to
the methods used in this tool. Each question can be answered
on a scale of 1 (very low or never) to 5 (very high or always).
The questions are the following:

1) UX proficiency: How do you rate your skills in UX
Design?

2) Prototyping tool usage: How many times have you
worked with a mobile app prototyping tool?

3) BPMN proficiency: How do you assess your business
process modeling skills?

4) BPMN tool usage: How many times have you worked
with a BPMN modeling tool?

Additionally, each user rated the following statements on
a scale of 1 (do not agree at all) to 5 (completely agree).

1) Existing tools sufficiency: Existing app development
tools are sufficient.

2) Enjoy experimenting with tools: I enjoy experiment-
ing with tools that support app development.

3) Large enterprise adaption: Existing tools are well
adapted to being used in large enterprises.

4) Collaboration support: Existing tools support collab-
oration in interdisciplinary teams.

5) Reuse support: Existing tools support the reuse of
existing results.

The questions asked in the pre- and post-test regarding
Pro2Screen are identical. Each question can be answered on a
scale of 1 (very bad) to 5 (very good).

1) Conceptual comprehension: How much do you think
you have understood the concept of the new tool so
far?

2) Concept rating: How do you rate the concept of this
new tool so far?

3) Enterprise-wide applicability: How do you rate the
usability of this tool in your company so far?

4) Local applicability: How do you rate the applicability
of this tool in your personal workspace?

5) Self-assessed proficiency: How do you think so far,
will you be able to cope with this tool?

6) Personal job ease: How do you rate the chances that
this novel tool could make your job easier?

7) App quality improvement: How do you rate the
chances that this tool will improve the quality of app
development?

C. Results
We executed the aforementioned test plan with seven

users from a large enterprise that work on mobile enterprise
applications. The created solutions of the test persons were
compared with the model solution. These results are presented
in Table I. In the first task they should create the BPMN
process diagram for the described task from Section IV-A.
At this task a maximum of 18 points could be achieved. In
each case, one point was awarded for creating one of the
three roles in the swimming lane, setting the correct task for
the corresponding roles and setting the associated connections
between the tasks. On average, each test person scored 12.86
points, which corresponds to 71.43% of the possible points.

In the second task the test persons should model the screens
of the BPMN process diagram described in Section IV-A. Due
to the comparison of the results, they start with the same
BPMN process diagram. This diagram is the model solution
of the first task. In the second task a maximum of 24 points
could be achieved. They could receive one point for setting the
correct fields. Further points could be reached if the necessary
fields were linked to global variables and the buttons on the
screens were linked to the corresponding outgoing transitions.
The test persons achieved an average of 19.5 points in this
task. This corresponds to 78% of total points. In sum, for both
tasks, the test persons reached an average of 32.36 points out
of 42 possible points. In other words, 75.25% of all possible
points were achieved by the test persons on average.

TABLE I. Completion Rate

Task 1 Task 2 Total

Average number of achieved points 12.86 19.50 32.36
Percentage of achieved points 71.43% 78.00% 75.25%

An overview of their answers to the user questionnaire are
shown in Table II. In these results, we can see that the majority
of the test persons are experienced in UX Design. But on the
other hand, the majority has low experience (the median is one,
meaning no experience using BPMN-based tools) modeling
business processes with a BPMN modeling tool. While the
capability of modeling business processes in general is rated
a little higher than working with BPMN tools, the values are
quite spread out. The answers to this question is quite similar to
the regular usage of prototyping tools, while test persons seem
to use these tools a lot more than business process modeling
tools. Nearly all test persons enjoy experimenting with tools.

Regarding the experts opinions on existing MEA develop-
ment tools, the majority thinks that prototyping tools are not
well adapted to large enterprises. The users did not express
that existing tools are sufficient for MEA development, while
they are not completely unusable for this task. Similar answers
were given regarding the support for collaboration or reuse.

An overview of the pre- and post-test evaluation of these
users is shown in Table III. In nearly all questions, the scores
slightly improve from pre-test to post-test. The results for
conceptual comprehension are at least four in pre- and post-
test. This means that after watching the video tutorial (pre-test)
and after doing the tasks (post-test), the test persons understand
the concept of the tool well. In the post-tests, these values
are even higher. Results for concept rating are similar. The
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TABLE II. Results of User Questionnaire

Minimum Median Maximum

UX proficiency 2 4 5
Prototyping tool usage 1 3 4
BPMN proficiency 1 2 4
BPMN tool usage 1 1 4
Existing tools sufficiency 2 3 4
Enjoy experimenting with tools 3 4 4
Large enterprise adaption 2 2 4
Collaboration support 2 3 4
Reuse support 2 3 4

results for enterprise-wide applicability show that it is not clear
whether the tool can be used enterprise-wide. Regarding the
local applicability, we can see disagreement in the results.
While the majority of the responses to this question in the
post-test where four or higher, the results are spread out. Post-
test answers to personal job ease show that a majority of test
persons believe that Pro2Screen can benefit their personal job,
with a slight increase from the pre-test. Results for a possible
improvement in app quality are similar.

V. DISCUSSION

In comparison to prototyping approaches mentioned in
Section II, we see several benefits. One important advantage
of using BPMN as the foundation for prototyping is that it
supports reusing existing process models to create a prototype.
Even an automated transformation from existing files is sup-
ported. This is not possible for prototyping approaches based
on other models. Another important aspect of this approach is
the option to build applications using more than one user role
easily. Supporting a business process execution engine allows
the integration of existing enterprise systems in the prototype,
since these systems can be integrated into the process engine.
This can allow the prototype to access real-world data, which
give the user of the prototype a better understanding of the
functionality.

A drawback of our approach is the limitation regarding
visual design choices of the form modeler caused by the grid
layout and the limited set of standard components. While
inexperienced users might see the simplicity as an advantage,
especially designers might need more freedom in positioning
components and a broader collection of usable widgets.

Regarding the prototype’s fidelity according to the filter
fidelity model [8], our approach allows building prototypes
that have a high breadth and depth of functionality and a close
relation to data and appearance of the final product. This can
make it easier to demonstrate to customers how an app can
support their business processes and help manage expectations.
This can lead to reduced costs for reworking requirements
and app concepts during the MEA development process and
improve the usability of the final product.

From our user study, we can see that there is room for
improvement in the area of MEA-Prototyping in general. Users
in our evaluation stated that existing tools are not well adapted
to the needs of MEA development and did not state that
existing tools are sufficient for this process. Since the majority
of test persons see an applicability of Pro2Screen in their
personal work area, this can indicate that this tool can make a
contribution in MEA development. This effect intensified after

the test users worked with the tool. Users did also see that
MEA quality could be improved by working with the tool.

Our evaluation also shows that the tool is well adapted to
the needs of UX Designers and Business Engineers. While the
majority of test users were not familiar with prototyping tools
or BPMN modeling, after the test most users believed that they
can work with the tool. Even before the test, the users were
confident that they can work with it. This shows that the tool
can be used by users with little experience in BPMN modeling
or even prototyping tools, which is especially important when
prototypes are created by users that are not as ”tech-savvy” as
coders.

The presented evaluation has some limitations: While the
size of seven participants is in general considered suitable for
usability testing [22], the ample size is small, and thus the
generalizability of our results to MEA development experts
is questionable. Besides, our evaluation was performed with
test users from only one company. The situation in other large
enterprises might be fundamentally different and thus needs to
be further evaluated.

In general, the presented approach allows creating pro-
totypes by directly mapping screens and process steps. This
supports non-developers in creating high-fidelity prototypes
without the need for learning to code or a background in
formal modeling. Our evaluation indicates that the approach is
adapted to the needs of this group, which makes the approach
an interesting candidate for further research.

VI. CONCLUSION AND FUTURE WORK

In this paper, we have presented the prototyping tool
Pro2Screen for MEAs that is based on the usage of business
process models written in BPMN. Prototypes are created
using a business process annotated with screen designs. The
annotated process is then used to generate a prototype that
consists of an app and a business process execution engine
that executes the process.

Pro2Screen allows fast prototyping of MEAs, since it
is possible to reuse existing BPMN models for prototyping
and integration with other enterprise applications through the
business process execution engine. Generated prototypes can
achieve a high level of fidelity regarding several aspects,
especially the depth of functionality and the visual quality of
the prototype is high.

To evaluate the feasibility of this approach, we have pre-
sented a user study conducted with practitioners from the field
of MEA development with a background in user experience
and business engineering. The evaluation shows that users
from our test group where able to work with Pro2Screen and
indicates that Pro2Screen can make a significant contribution
in the area of MEA development.

As future work, we plan to further evaluate the benefits
of this prototyping approach regarding the ability to develop
MEAs. Especially financial aspects of the approach and pos-
sible improvements of MEA quality need to be examined.
As shown in the discussion, to obtain generalizable results,
a repetition of our evaluation with a larger and more diverse
user group will also be considered. Another next step could
be integrating existing screens from a standard screen library
into the prototyping tool.
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TABLE III. Comparison Pre-Test versus Post-Test

Pre-Test Post-Test

Minimum Median Maximum Minimum Median Maximum

Conceptual comprehension 4 4 5 4 5 5
Concept rating 3 4 5 4 4 5
Enterprise-wide applicability 3 3 5 3 3 4
Local applicability 2 3 5 2 4 5
Self-assessed proficiency 3 4 4 3 5 5
Personal job ease 3 3 5 3 4 4
App quality improvement 3 3 4 2 4 4
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